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Redes

Creacion de redes: Conceptos y caracteristicas generales

En primer lugar, familiaricese con los conceptos generales de red que se aplican al
entorno ONTAP Select. A continuacion, analice las caracteristicas y opciones especificas
disponibles con los clusteres de un unico nodo y de varios nodos.

Redes fisicas

La red fisica admite la implementacion de un cluster ONTAP Select principalmente proporcionando la
infraestructura de conmutacion de capa dos subyacente. La configuracion relacionada con la red fisica incluye
tanto el host del hipervisor como el entorno de red conmutada mas amplio.

Opciones de NIC de host

Cada host del hipervisor de ONTAP Select debe configurarse con dos o cuatro puertos fisicos. La
configuracion exacta que elija depende de varios factores, entre los que se incluyen:

« Si el cluster contiene uno o varios hosts ONTAP Select

» Qué sistema operativo del hipervisor se utiliza

« Como se configura el switch virtual

* Si LACP se utiliza con los enlaces o no

Configuracion fisica del switch

Debe asegurarse de que la configuracion de los switches fisicos sea compatible con la puesta en marcha de
ONTAP Select. Los switches fisicos estan integrados con los switches virtuales basados en hipervisores. La
configuracion exacta que elija depende de varios factores. Entre las principales consideraciones se
encuentran las siguientes:

+ ¢ Como mantendra la separacion entre las redes internas y externas?

* ¢ Mantendra una separacion entre las redes de gestion y datos?

* ¢ Como se configuraran las VLAN de capa dos?

Redes logicas

ONTAP Select utiliza dos redes ldgicas diferentes, lo que separa el trafico segun el tipo. En concreto, el trafico
puede fluir entre los hosts dentro del cluster asi como a los clientes de almacenamiento y otras maquinas
fuera del cluster. Los switches virtuales gestionados por los hipervisores permiten dar soporte a la red légica.

Red interna

Con una implementacioén de cluster de varios nodos, los nodos ONTAP Select individuales se comunican
mediante una red “interna” aislada. Esta red no se expone ni esta disponible fuera de los nodos en el cluster
de ONTAP Select.

@ La red interna solo se presenta con un cluster de varios nodos.



La red interna tiene las siguientes caracteristicas:

» Se utiliza para procesar el trafico dentro del cluster de ONTAP, incluidos:
o Cluster
o Interconexion de alta disponibilidad (ha-IC)
> Espejo de sincronizacion RAID (RSM)
* Una sola capa, dos redes basadas en una VLAN
* ONTAP Select asigna direcciones IP estaticas:
> Solo IPv4
o DHCP no se utiliza
o Direccién de enlace local

» El tamano de MTU es de 9000 bytes de forma predeterminada y se puede ajustar dentro del intervalo de
7500-9000 (ambos inclusive).

Red externa

La red externa procesa el trafico entre los nodos de un cluster de ONTAP Select y los clientes de
almacenamiento externo, asi como las otras maquinas. La red externa forma parte de cada implementacién
de cluster y tiene las siguientes caracteristicas:
» Se utiliza para procesar el trafico ONTAP, incluidos:
o Datos (NFS, CIFS, iSCSI)
o Gestion (cluster y nodo; opcionalmente, SVM)
o Interconexion de clusteres (opcional)
* Opcionalmente admite VLAN:
o Grupo de puertos de datos
o Grupo de puertos de gestion
« Direcciones IP que se asignan en funcion de las opciones de configuracion del administrador:
o IPv4 o IPv6

« El tamano de MTU es de 1500 bytes de forma predeterminada (se puede ajustar).

La red externa esta presente con clusteres de todos los tamanos.

Entorno de red de maquina virtual
El host del hipervisor proporciona varias funciones de red.
ONTAP Select se basa en las siguientes capacidades expuestas a través del equipo virtual:

Puertos de la maquina virtual

Hay varios puertos disponibles para que los utilice ONTAP Select. Se asignan y se usan segun varios
factores, incluido el tamano del cluster.

Switch virtual

El software de switch virtual dentro del entorno de hipervisor, ya sea vSwitch (VMware) o Open vSwitch
(KVM), une los puertos expuestos por la maquina virtual con los puertos NIC Ethernet fisicos. Debe



configurar un vSwitch para cada host ONTAP Select, segun proceda a su entorno.

Configuraciones de red de un solo nodo o de varios nodos

ONTAP Select es compatible con las configuraciones de redes de varios nodos y de un
solo nodo.

Configuracion de red de un solo nodo

Las configuraciones ONTAP Select de un solo nodo no requieren la red interna de ONTAP, ya que no hay
trafico de cluster, alta disponibilidad o mirroring.

A diferencia de la version multinodo del producto ONTAP Select, cada equipo virtual de ONTAP Select
contiene tres adaptadores de red virtuales, presentados a los puertos de red ONTAP e0a, e0b y e0c.

Estos puertos se utilizan para proporcionar los siguientes servicios: LIF de gestion, datos y interconexion de
clusteres.

KVM

ONTAP Select se puede poner en marcha como un cluster de un solo nodo. El host del hipervisor incluye un
switch virtual que proporciona acceso a la red externa.

ESXi

La relacién entre estos puertos y los adaptadores fisicos subyacentes se puede ver en la siguiente figura, que
muestra un nodo de cluster ONTAP Select en el hipervisor ESX.

Configuracion de red del cluster ONTAP Select de un solo nodo
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Aunque dos adaptadores son suficientes para un clister de un solo nodo, la agrupacion de NIC
sigue siendo necesaria.

Asignacion de LIF

Como se explica en la seccion de asignacion de LIF de varios nodos de este documento, ONTAP Select utiliza
los espacios IP para mantener el trafico de red de cluster separado del trafico de datos y gestion. La variante
de un solo nodo de esta plataforma no contiene una red de cluster. Por lo tanto, no hay puertos en el espacio
IP del cluster.

®

Los LIF de gestion de clusteres y nodos se crean automaticamente durante la configuracion del
cluster ONTAP Select. Los LIF restantes se pueden crear después de la implementacion.

LIF de datos y gestion (e0a, eOb y e0c)

Los puertos ONTAP e0a, e0Ob y eOc son delegados en calidad de puertos candidatos para LIF con los
siguientes tipos de trafico:

« Trafico de protocolos SAN/NAS (CIFS, NFS e iSCSI)



« Trafico de gestidn del cluster, los nodos y la SVM

* Trafico entre clusteres (SnapMirror y SnapVault)

Configuracién de red multinodo
La configuracion de red multinodo ONTAP Select consta de dos redes.

Se trata de una red interna, responsable de proporcionar servicios de replicacion internos y de clusteres, y una
red externa, responsable de proporcionar servicios de acceso y gestion de datos. El aislamiento completo del
trafico que fluye dentro de estas dos redes es extremadamente importante para permitirle crear un entorno
adecuado para la resiliencia de los clusteres.

Estas redes se representan en la siguiente figura, en la que se muestra un clister ONTAP Select de cuatro
nodos que se ejecuta en una plataforma VMware vSphere. Los clusteres de seis y ocho nodos tienen una
distribucion de red similar.

Cada instancia de ONTAP Select reside en un servidor fisico independiente. El trafico interno y

@ externo se aisla mediante grupos de puertos de red independientes, que se asignan a cada
interfaz de red virtual y permiten que los nodos del cluster compartan la misma infraestructura
de switch fisico.

Descripcion general de una configuracion de red de cluster multinodo ONTAP Select
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Cada equipo virtual de ONTAP Select contiene siete adaptadores de red virtuales presentados a ONTAP como
un conjunto de siete puertos de red, e0a a e0g. Aunque ONTAP trata estos adaptadores como NIC fisicas, de
hecho son virtuales y se asignan a un conjunto de interfaces fisicas a través de una capa de red virtualizada.
Como resultado, cada servidor host no requiere seis puertos de red fisicos.

@ No se admite la adicion de adaptadores de red virtual a la maquina virtual de ONTAP Select.

Estos puertos estan preconfigurados para proporcionar los siguientes servicios:

» e0a, eOb y e0Og LIF de datos y gestion
* e0c, e0d LIF de red de cluster



* e0e RSM

* e0f Interconexion de ALTA DISPONIBILIDAD
Los puertos e0a, eOb y e0g residen en la red externa. Aunque los puertos eOc a eOf realizan varias funciones
diferentes, en conjunto componen la red interna Select. Al tomar decisiones sobre el disefio de la red, estos

puertos deben colocarse en una Unica red de capa 2. No es necesario separar estos adaptadores virtuales en
diferentes redes.

La relacién entre estos puertos y los adaptadores fisicos subyacentes se ilustra en la siguiente figura, que
muestra un nodo de cluster ONTAP Select en el hipervisor ESX.

Configuracion de red de un solo nodo que forma parte de un multinodo ONTAP Select cluster
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Separar el trafico interno y externo en diferentes NIC fisicas evita que se introduzcan latencias en el sistema
debido al acceso insuficiente a los recursos de red. Ademas, la agregacion a través de la agrupacion de NIC
garantiza que el fallo de un unico adaptador de red no impide que el nodo de cluster ONTAP Select acceda a
la red respectiva.

VLAN

Tenga en cuenta que tanto la red externa como los grupos de puertos de red internos contienen los cuatro
adaptadores NIC de forma simétrica. Los puertos activos del grupo de puertos de red externo son los puertos
en espera de la red interna. En cambio, los puertos activos del grupo de puertos de red internos son los
puertos en espera del grupo de puertos de red externo.

Asignacion de LIF

Con la introduccion de espacios IP, las funciones de puertos ONTAP quedaron obsoletas. Al igual que las
cabinas FAS, los clusteres ONTAP Select contienen un espacio IP predeterminado y un espacio IP del cluster.
Al colocar los puertos de red e0a, e0Ob y e0g en el espacio IP predeterminado y los puertos eOc y e0d en el
espacio IP del cluster, dichos puertos se han aislado esencialmente de LIF de host que no pertenecen. Los
puertos restantes del cluster ONTAP Select se consumen mediante la asignacién automatica de interfaces que
proporcionan servicios internos. No se exponen a través del shell ONTAP, como es el caso con las interfaces



de interconexion RSM y ha.

No todas las LIF estan visibles a través del shell de comandos de la ONTAP. Las interfaces de
alta disponibilidad y RSM estan ocultas a ONTAP y se utilizan internamente para proporcionar
Sus respectivos servicios.

Los puertos de red y las LIF se explican en detalle en las siguientes secciones.

LIF de datos y gestion (e0a, eOb y e0g)

Los puertos ONTAP e0a, e0Ob y e0g son delegados en calidad de puertos candidatos para LIF con los
siguientes tipos de trafico:

* Trafico de protocolos SAN/NAS (CIFS, NFS e iSCSI)
* Trafico de gestion del cluster, los nodos y la SVM

« Trafico entre clusteres (SnapMirror y SnapVault)

@ Los LIF de gestion de clusteres y nodos se crean automaticamente durante la configuracion del
cluster ONTAP Select. Los LIF restantes se pueden crear después de la implementacion.

LIF de red de cluster (eOc, e0d)

Los puertos ONTAP e0Oc y e0d estan delegados como puertos principales de las interfaces del cluster. En cada
nodo de cluster ONTAP Select, se generan automaticamente dos interfaces de cluster durante la instalacion
de ONTAP utilizando direcciones IP locales de enlace (169.254 .x.x).

@ Estas interfaces no pueden asignarse direcciones IP estaticas y no se deben crear interfaces de
cluster adicionales.

El trafico de red del cluster debe fluir por una red de capa 2 no enrutada de baja latencia. Debido a los
requisitos de rendimiento del cluster y de latencia, se espera que el cluster ONTAP Select se encuentre
fisicamente cerca (por ejemplo, varios paquetes o un solo centro de datos). No se admite la creacion de
configuraciones de clusteres de cuatro, seis u ocho nodos mediante la separacion de los nodos de alta
disponibilidad en una WAN o a través de distancias geograficas significativas. Se admite una configuracion
ampliada de dos nodos con un mediador.

Para obtener mas informacién, consulte la seccion "Practicas recomendadas de alta disponibilidad (SDS de
MetroCluster) extendidas de dos nodos".

Para garantizar el rendimiento maximo del trafico de red del cluster, este puerto de red esta
configurado para que utilice tramas gigantes (de 7500 a 9000 MTU). Para un funcionamiento

@ correcto del cluster, compruebe que se hayan habilitado tramas gigantes en todos los switches
fisicos y virtuales que proporcionan servicios de red internos a los nodos de cluster de ONTAP
Select.

Trafico RAID SyncMirror (e0e)

La replicacion sincrona de los bloques de los nodos asociados de alta disponibilidad tiene lugar utilizando una
interfaz de red interna que reside en el puerto de red eOe. Esta funcionalidad se produce de forma automatica
mediante interfaces de red configuradas por ONTAP durante la configuracion del cluster y no necesita ninguna
configuracion por parte del administrador.
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El puerto eOe esta reservado por ONTAP para el trafico de replicacion interno. Por lo tanto, ni el
puerto ni el LIF alojado estan visibles en la interfaz de linea de comandos de ONTAP ni en

@ System Manager. Esta interfaz se configura para utilizar una direccion IP local de enlace
generada automaticamente y no se admite la reasignacion de una direccion IP alternativa. Este
puerto de red requiere el uso de tramas gigantes (de 7500 a 9000 MTU).

Interconexion de ALTA DISPONIBILIDAD (e0f)

Las cabinas FAS de NetApp utilizan hardware especializado para transmitir informacion entre parejas de alta
disponibilidad en un cluster ONTAP. Sin embargo, los entornos definidos mediante software no tienden a tener
disponible este tipo de equipos (como los dispositivos InfiniBand o iWARP), por lo que se necesita una
solucion alternativa. Aunque se tuvieron en cuenta varias posibilidades, los requisitos de ONTAP en el
transporte de interconexion requerian que esta funcionalidad se emulara en el software. Como resultado, en
un cluster ONTAP Select, la funcionalidad de la interconexion de alta disponibilidad (que tradicionalmente era
proporcionada por el hardware) se ha disefiado en el sistema operativo utilizando Ethernet como mecanismo
de transporte.

Cada nodo ONTAP Select esta configurado con un puerto de interconexion de alta disponibilidad, e0Of. Este
puerto aloja la interfaz de red de interconexion de alta disponibilidad, la cual es responsable de dos funciones
principales:

» Refleja el contenido de NVRAM entre parejas de alta disponibilidad

» Envio/recepcion de informacion de estado de alta disponibilidad y mensajes de latido de red entre pares
de alta disponibilidad

El trafico de interconexion de ALTA DISPONIBILIDAD fluye a través de este puerto de red usando una unica
interfaz de red al combinar tramas de acceso directo a memoria remota (RDMA) en paquetes Ethernet.

De un modo similar al puerto RSM (e0e), ni el puerto fisico ni la interfaz de red alojada son
@ visibles para los usuarios desde la CLI de ONTAP o desde System Manager. Como resultado,

la direccion IP de esta interfaz no se puede modificar y el estado del puerto no se puede

cambiar. Este puerto de red requiere el uso de tramas gigantes (de 7500 a 9000 MTU).

Red interna y externa de ONTAP Select

Caracteristicas de las redes internas y externas de ONTAP Select.

Red interna de ONTAP Select

La red ONTAP Select interna, que solo esta presente en la variante de varios nodos del producto, es
responsable de proporcionar al cluster de ONTAP Select servicios de comunicacion de clusteres,
interconexion de alta disponibilidad y replicacion sincrona. Esta red incluye los siguientes puertos e interfaces:

* e0c, e0d. Alojando LIF de red de cluster

» ele. Alojar el LIF de RSM

+ e0f. Alojando el LIF de interconexion de alta disponibilidad
El rendimiento y la latencia de esta red son cruciales para determinar el rendimiento y la resiliencia del cluster
ONTAP Select. Se requiere aislamiento de red para la seguridad del cliuster y para garantizar que las

interfaces del sistema se mantienen separadas del resto del trafico de red. Por lo tanto, el clister de ONTAP
Select debe usar esta red de manera exclusiva.



No se admite el uso de la red interna Select para el trafico que no sea Select cluster, como el
@ trafico de aplicaciones o de administracion. No puede haber otros equipos virtuales ni hosts en
la VLAN interna de ONTAP.

Los paquetes de red que atraviesan la red interna deben estar en una red de capa 2 con etiqueta VLAN
dedicada. Esto se puede lograr completando una de las siguientes tareas:

» Asignacion de un grupo de puertos con etiqueta VLAN a las NIC virtuales internas (eOc a e0f) (modo VST)

» Uso de la VLAN nativa proporcionada por el switch ascendente donde la VLAN nativa no se utiliza para
ningun otro trafico (asigne un grupo de puertos sin un identificador de VLAN, es decir, modo EST)

En todos los casos, el etiquetado de VLAN para el trafico de red interna se realiza fuera de la VM de ONTAP
Select.

Solo se admiten switches ESX estandar y vSwitch distribuidos. No se admiten otros switches
@ virtuales o conectividad directa entre hosts ESX. La red interna debe estar completamente
abierta; no se admiten NAT o firewalls.

Dentro de un cluster de ONTAP Select, el trafico interno y el trafico externo se separan mediante objetos de
red de capa 2 virtuales conocidos como grupos de puertos. La asignacion correcta de vSwitch de estos grupos
de puertos es de suma importancia, especialmente para la red interna, que es responsable de proporcionar
servicios de cluster, interconexién de alta disponibilidad y replicacién mediante mirroring. Un ancho de banda
de red insuficiente para estos puertos de red puede provocar la degradacion del rendimiento e incluso afectar
a la estabilidad del nodo del cluster. Por lo tanto, los clusteres de cuatro, seis y ocho nodos requieren que la
red ONTAP Select interna utilice conectividad de 10 GB; no se admiten las NIC de 1 GB. Sin embargo, se
pueden realizar sacrificios en la red externa porque limitar el flujo de datos entrantes a un cluster ONTAP
Select no afecta a su capacidad para funcionar de forma fiable.

Un cluster de dos nodos puede utilizar cuatro puertos de 1 GB para el trafico interno o un Unico puerto de 10
GB en lugar de los dos puertos de 10 GB necesarios para el cluster de cuatro nodos. En un entorno en el que
las condiciones impiden que el servidor encaje con cuatro tarjetas NIC de 10 GB, se pueden utilizar dos
tarjetas NIC de 10 GB para la red interna y dos NIC de 1 GB para la red ONTAP externa.

Validacion y solucion de problemas de redes internas

La red interna de un cluster multinodo se puede validar mediante la funcionalidad del comprobador de
conectividad de red. Esta funcion se puede invocar desde la CLI de despliegue que ejecuta network
connectivity-check start el comando

Ejecute el siguiente comando para ver el resultado de la prueba:
network connectivity-check show --run-id X (X is a number)

Esta herramienta solo es util para la solucion de problemas de la red interna en un cluster multinodo Select. La
herramienta no debe utilizarse para solucionar problemas de clusteres de un solo nodo (incluidas las
configuraciones vVNAS), puesta en marcha de ONTAP en conectividad ONTAP Select o problemas de
conectividad del lado del cliente.

El asistente de creacion de clusteres (parte de la GUI de implementacién de ONTAP) incluye el comprobador
de redes interno como un paso opcional disponible durante la creacién de clusteres de varios nodos. Dada la
importante funcion que desempenfa la red interna en clusteres de varios nodos, hacer que esta parte del flujo



de trabajo de creacioén de cluster mejore la velocidad de éxito de las operaciones de creacion de clusteres.

A partir de la puesta en marcha de ONTAP 2.10, el tamafio de MTU utilizado por la red interna se puede
establecer entre 7,500 y 9,000. También se puede usar el comprobador de conectividad de red para probar un
tamano de MTU entre 7,500 y 9,000. El valor de MTU predeterminado se establece en el valor del switch de
red virtual. Ese valor predeterminado tendria que ser reemplazado por un valor menor si existe una
superposicion de red como VXLAN en el entorno.

Red externa ONTAP Select

La red externa de ONTAP Select es responsable de todas las comunicaciones salientes del cluster y, por lo
tanto, esta presente en las configuraciones de un unico nodo y varios nodos. Aunque esta red no cuenta con
los requisitos de rendimiento firmemente definidos de la red interna, el administrador debe tener cuidado de no
crear cuellos de botella de la red entre el cliente y el equipo virtual de ONTAP, ya que los problemas de
rendimiento podrian describirse como problemas de ONTAP Select.

De forma similar al trafico interno, el trafico externo se puede etiquetar en la capa de vSwitch

@ (VST) y en la capa de switch externo (EST). Ademas, el propio equipo virtual de ONTAP Select
puede etiquetar el trafico externo en un proceso conocido como VGT. Consulte la seccion
"Separacion del trafico de datos y gestion" para obtener mas informacion.

En la siguiente tabla se muestran las principales diferencias entre las redes internas y externas de ONTAP
Select.

Referencia rapida de red interna frente a externa

Descripcion Red interna Red externa
Servicios de red SyncMirror RAID de cluster ha/lC  Interconexion de clusteres para
(RSM) gestion de datos (SnapMirror y

SnapVault)

Aislamiento de la red Obligatorio Opcional

Tamario de marco (MTU) 7,500 a 9,000 1,500 (predeterminado) 9,000
(admitido)

Asignacion de direcciones IP Generado automaticamente Definido por el usuario

Soporte de DHCP No No

Agrupacion de NIC

Para asegurarse de que las redes internas y externas tienen las caracteristicas de ancho de banda y
flexibilidad necesarias para proporcionar un alto rendimiento y tolerancia a fallos, se recomienda el trabajo en
equipo del adaptador de red fisico. Se admiten configuraciones de cluster de dos nodos con un Unico enlace
de 10 GB. Sin embargo, la mejor practica recomendada por NetApp es utilizar el equipo de NIC en las redes
tanto internas como externas del cluster de ONTAP Select.

Generacion DE direcciones MAC

La utilidad de implementacion incluida genera automaticamente las direcciones MAC asignadas a todos los
puertos de red ONTAP Select. La utilidad usa un identificador unico (OUI) especifico de la plataforma y de
cada organizacion, especifico de NetApp, para asegurarse de que no exista ningun conflicto con los sistemas
FAS. A continuacion, se almacena una copia de esta direccion en una base de datos interna dentro de la
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maquina virtual de instalacion de ONTAP Select (ONTAP Deploy), para evitar la reasignacién accidental
durante futuras puestas en marcha de nodos. En ningin momento el administrador deberia modificar la
direccion MAC asignada de un puerto de red.

Configuraciones de red compatibles

Seleccione el mejor hardware y configure la red para optimizar el rendimiento y la
flexibilidad.

Los proveedores de servidores comprenden que los clientes tienen distintas necesidades y que el margen de
eleccion es fundamental. Como resultado, al adquirir un servidor fisico, existen numerosas opciones
disponibles al tomar decisiones sobre conectividad de red. La mayoria de los sistemas de consumo incluyen
diversas opciones de NIC que proporcionan opciones de puerto unico y multipuerto con distintas
permutaciones de velocidad y rendimiento. Esto incluye compatibilidad con adaptadores NIC de 25GB Gb/s y
40GB Gb/s con VMware ESX.

Dado que el rendimiento de la maquina virtual de ONTAP Select esta directamente ligado a las caracteristicas
del hardware subyacente, aumentar el rendimiento a la maquina virtual seleccionando NIC de mayor velocidad
da como resultado un cluster de mayor rendimiento y una mejor experiencia general del usuario. Se pueden
utilizar cuatro NIC de 10 GB o dos NIC de alta velocidad (25/40 GB/s) para obtener una distribucién de red de
alto rendimiento. Existen otras configuraciones compatibles. Para clusteres de dos nodos, se admiten 4
puertos de 1 GB o 1 puerto de 10 GB. Se admiten 2 puertos de 1 GB para clusteres de un solo nodo.

Configuraciones minimas y recomendadas de red
El tamafio del cluster admite varias configuraciones de Ethernet.

Tamaino del cluster Requisitos minimos Recomendacion
Cluster de un solo nodo 2x 1 GbE 2 x 10 GbE

Cluster de dos nodos 0 SDS de 4 x 1 GbE o 1 x 10 GbE 2 x 10 GbE

MetroCluster

cluster de 4/6/8 nodos 2 x 10 GbE 4 x 10 GbE 0 2 x 25 GbE

No se admite la conversion entre topologias de enlace unico y de enlace multiple en un cluster
en ejecucion debido a la posible necesidad de convertir entre diferentes configuraciones de
equipos de NIC necesarias para cada topologia.

Configuraciéon de red mediante varios switches fisicos

Cuando haya suficiente hardware disponible, NetApp recomienda utilizar la configuracién de varios switches
que se muestra en la siguiente figura debido a la proteccion afiadida frente a fallos de switches fisicos.
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Virtual Port Channel (vPC)

Ethernet Switch 1 Ethernet Switch 2

EEEEEE EEEEEE
ENENEN EEEEEE } |

ONTAP-internal:
Virtual Switch Tagging
VLAN 10

ONTAP-external:
Virtual Guest Tagging
Native VLAN 20

ONTAP-external vSwitch 0

VMware vSphere vSwitch Configuration en ESXi

Configuraciéon de ONTAP Select vSwitch y politicas de equilibrio de carga para
configuraciones de dos NIC y cuatro NIC.

ONTAP Select admite el uso de configuraciones de vSwitch tanto estandar como distribuidas. Los vSwitch
distribuidos admiten las construcciones de agregacion de enlaces (LACP). La agregacion de enlaces es una
estructura de red comun que se utiliza para agregar ancho de banda entre varios adaptadores fisicos. LACP
es un estandar neutral en cuanto a proveedores que proporciona un protocolo abierto para extremos de red
que agrupa grupos de puertos de red fisicos en un unico canal l6gico. ONTAP Select puede trabajar con
grupos de puertos configurados como un grupo de agregacion de enlaces (LAG). Sin embargo, NetApp
recomienda utilizar puertos fisicos individuales como puertos de enlace ascendente simple (troncal) para
evitar la configuraciéon de LAG. En estos casos, las mejores practicas para vSwitch estandar y distribuido son
idénticas.

En esta seccidn se describen las directivas de configuracion de vSwitch y de equilibrio de carga que deben
utilizarse tanto en configuraciones de dos NIC como de cuatro NIC.

Al configurar los grupos de puertos que va a utilizar ONTAP Select, se deben seguir las siguientes practicas
recomendadas; la directiva de equilibrio de carga en el nivel de grupo de puertos es Ruta basada en Id. De
puerto virtual de origen. VMware recomienda que STP se establezca como PortFast en los puertos del switch
conectados a los hosts ESXi.

Todas las configuraciones de vSwitch requieren como minimo dos adaptadores de red fisicos incorporados en
un unico equipo de NIC. ONTAP Select admite un unico enlace de 10 GB para clusteres de dos nodos. Sin
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embargo, lo mas recomendable es NetApp garantizar la redundancia del hardware mediante la agregacion de
NIC.

En un servidor vSphere, los equipos NIC son la estructura de agregacion utilizada para agrupar varios
adaptadores de red fisicos en un Unico canal légico, lo que permite compartir la carga de red entre todos los
puertos miembros. Es importante recordar que los equipos NIC se pueden crear sin el soporte del conmutador
fisico. Las normativas de recuperacion tras fallos y equilibrio de carga se pueden aplicar directamente a un
equipo de NIC, que no conoce la configuracion de los switches ascendentes. En este caso, las directivas solo
se aplican al trafico saliente.

ONTAP Select no admite canales de puertos estaticos. Los canales habilitados para LACP son
compatibles con vSwitch distribuidos; sin embargo, el uso de LAG de LACP puede dar como
resultado una distribucion de la carga no uniforme entre los miembros de LAG.

Para los clusteres de un solo nodo, la puesta en marcha de ONTAP configura la maquina virtual de ONTAP
Select para usar un grupo de puertos para la red externa y el mismo grupo de puertos o, de manera opcional,
un grupo de puertos diferente para el trafico de gestion de nodos y clusteres. Para los clusteres de un solo
nodo, el numero deseado de puertos fisicos se puede anadir al grupo de puertos externo como adaptadores
activos.

En el caso de clusteres de varios nodos, ONTAP Deploy configura cada equipo virtual de ONTAP Select para
utilizar uno o dos grupos de puertos para la red interna y por separado, uno o dos grupos de puertos para la
red externa. El trafico de gestion de clusteres y nodos puede usar el mismo grupo de puertos que el trafico
externo o, de manera opcional, un grupo de puertos separado. El trafico de gestién de clusteres y nodos no
puede compartir el mismo grupo de puertos con trafico interno.

@ ONTAP Select admite un maximo de cuatro VMNIC.

VSwitch estandar o distribuido y cuatro puertos fisicos por nodo

En un cluster multinodo se pueden asignar cuatro grupos de puertos a cada nodo. Cada grupo de puertos
tiene un unico puerto fisico activo y tres puertos fisicos en espera, como se muestra en la siguiente figura.

VSwitch con cuatro puertos fisicos por nodo

Hypervisor
services

FPort groups

ESX - Failover
Standard Priority
vSwitch Order

VIMNICA VINMMNICE VMMNICT
[VMNICS Controller A
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El orden de los puertos de la lista en espera es importante. En la tabla siguiente se muestra un ejemplo de la
distribucion de puertos fisicos a través de los cuatro grupos de puertos.

Configuraciones de red minima y recomendadas

Grupo de puertos Externo 1 Externo 2 Interno 1 Interno 2
Activo vmnicO vmnic1 vmnic2 vmnic3
En espera 1 vmnic1 vmnicO vmnic3 vmnic2
En espera 2 vmnic2 vmnic3 vmnicO vmnic1
En espera 3 vmnic3 vmnic2 vmnic1 vmnicO

Las siguientes figuras muestran las configuraciones de los grupos de puertos de red externos de la interfaz
grafica de usuario de vCenter (ONTAP-External y ONTAP-External2). Tenga en cuenta que los adaptadores
activos proceden de tarjetas de red diferentes. En esta configuracién, vmnic 4 y vmnic 5 son puertos duales en
la misma NIC fisica, mientras que vmnic 6 y vminc 7 son puertos duales en una NIC independiente (vnics 0 a
3 no se utilizan en este ejemplo). El orden de los adaptadores en espera proporciona una conmutacion por
error jerarquica con los puertos de la red interna que se esta utilizando por ultima vez. El orden de los puertos
internos de la lista en espera se intercambia de forma similar entre los dos grupos de puertos externos.

Parte 1: Configuraciones de grupo de puertos externos ONTAP Select

S, ONTAPF Extadmsl - [E48 Semasgs

¥ milmpms o vy

A oo st ompete v
e
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Parte 2: Configuraciones de grupo de puertos externos ONTAP Select
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Para facilitar la lectura, las asignaciones son las siguientes:

ONTAP externo ONTAP-External2

Adaptadores activos: Vmnic5 adaptadores de espera: Adaptadores activos: Vmnic7 adaptadores de espera:
Vmnic7, vmnic4, vmnic6 Vmnic5, vmnic6, vmnic4

En las siguientes figuras se muestran las configuraciones de los grupos de puertos de red internos (ONTAP-
Internal y ONTAP-Internal2). Tenga en cuenta que los adaptadores activos proceden de tarjetas de red
diferentes. En esta configuracién, vmnic 4 y vmnic 5 son puertos dobles en el mismo ASIC fisico, mientras que
vmnic 6 y vmnic 7 son puertos duales en un ASIC independiente. El orden de los adaptadores en espera
proporciona una conmutacion por error jerarquica y los puertos de la red externa son los ultimos. El orden de
los puertos externos de la lista en espera se intercambia de forma similar entre los dos grupos de puertos
internos.

Parte 1: Configuraciones de grupos de puertos internos ONTAP Select
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Para facilitar la lectura, las asignaciones son las siguientes:
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ONTAP interno ONTAP-Internal2

Adaptadores activos: Vmnic4 adaptadores de espera: Adaptadores activos: Vmnic6 adaptadores de espera:
Vmnic6, vmnic5, vmnic7 Vmnic4, vmnic7, vmnic5

VSwitch estandar o distribuido y dos puertos fisicos por nodo
Cuando se utilizan dos NIC de alta velocidad (25/40 GB), la configuracion del grupo de puertos recomendada
es conceptualmente muy similar a la configuracion con cuatro adaptadores de 10 GB. Se deben utilizar cuatro

grupos de puertos incluso cuando se utilizan solo dos adaptadores fisicos. Las asignaciones de grupos de
puertos son las siguientes:

Grupo de puertos Externa1 (elay 1 interno (eOc, e0e) 2 interno (e0d, e0f) Externo 2 (e0g)

e0b)
Activo vmnicO vmnicO vmnic1 vmnic1
En espera vmnic1 vmnic1 vmnicO vmnicO

VSwitch con dos puertos fisicos de alta velocidad (25/40 GB) por nodo

Hypervisor
services

Port groups

ESX -
Standard
vSwitch

VMNIC1 VMNIC2

Controller A

Al usar dos puertos fisicos (10 GB o menos), cada grupo de puertos debe tener un adaptador activo y un
adaptador en espera configurado opuesto al otro. La red interna solo esta presente para clusteres multinodo
de ONTAP Select. Para los clusteres de un solo nodo, se pueden configurar ambos adaptadores como activos
en el grupo de puertos externo.

En el ejemplo siguiente se muestra la configuracion de un vSwitch y los dos grupos de puertos responsables
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de gestionar los servicios de comunicacion internos y externos para un cluster ONTAP Select multinodo. La
red externa puede utilizar VMNIC de red interna en caso de interrupcion de la red, ya que las VMNIC de red
interna forman parte de este grupo de puertos y se configuran en modo de espera. Lo opuesto es el caso de la
red externa. La alternancia de las vmnic de ONTAP Select activas y en espera entre los dos grupos de puertos

es critica para la recuperacion tras fallos adecuada de los equipos virtuales de durante las interrupciones de la
red.

VSwitch con dos puertos fisicos (10 GB o menos) por nodo

Hypervisor

services
vnics ) .

Port groups

ESX -
Standard

vSwitch

VMNIC1 VMNIC2
Controller A

VSwitch distribuido con LACP

Cuando se utiliza vSwitch distribuido en su configuracion, se puede utilizar LACP (aunque no es una practica
recomendada) para simplificar la configuracion de red. La Unica configuracién de LACP admitida requiere que
todas las vmnic se encuentren en un unico LAG. El switch fisico de enlace ascendente debe admitir un
tamafio de MTU entre 7,500 y 9,000 en todos los puertos del canal. Las redes ONTAP Select internas y
externas deben aislarse a nivel de grupo de puertos. La red interna debe utilizar una VLAN no enrutable
(aislada). La red externa puede utilizar VST, EST o VGT.

Los siguientes ejemplos muestran la configuracion de vSwitch distribuido mediante LACP.

Propiedades LAG cuando se utiliza LACP
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|0N‘I'AP-LAG

Mumber of ports:

Mode: | Active =]

Load balancing mode; [ Source and destination IP address, TCPUDP port and WLAN | - J

Port policies
You can apply VLAN and NelFlow palicies on individual LAGS within the same uplink pon group,
Unless overridden, the policies defined at uplink port group level will be applied.

VLAN type: Chvemide | WVLAN trunking

&

VLAN trunk range:

MetFlow,

Configuraciones de grupos de puertos externos mediante un vSwitch distribuido con LACP habilitado
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=1olx]

|Route based on IP hash -
|Link status only -~
|Yes 5]
[Yes =]

Select active and standby uplinks. During a failover, standby uplinks activate in the
order spedfied below.
Name i
Active Uplinks
ONTAP-LAG
Standby Uplinks
Unused Uplinks
dvlUplinkl

Configuraciones de grupos de puertos internos mediante un vSwitch distribuido con LACP habilitado
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< Polices -
[ Policles Teaming and Failover
Security e
Traffic Shaping Load Balanang: @ [Route based on IP hash -
Network Failover Detection: |Link status only -
“Hzms?‘m'?‘*mm" Notify Switches: [ves £
Miscellaneous Failback: |‘I'E‘S LI
Advanced
Failover Order

Select active and standby uplinks. During a fallover, standby uplinks activate in the
order specified below.

Name

Active Uplinks _vorets |
ONTAP-LAG
Standby Uplinks
Unused Uplinks
dvUplinkl

LACP requiere que se configuran los puertos del switch ascendentes como un canal de puertos.
@ Antes de activar esta opcién en el vSwitch distribuido, asegurese de que un canal de puerto
habilitado para LACP esta configurado correctamente.

Configuracion fisica del switch

Detalles de configuracion de switches fisicos anteriores basados en entornos de un unico
switch y varios switches.

Al tomar decisiones sobre conectividad, hay que prestar especial atencion a la hora de pasar de la capa de
switch virtual a los switches fisicos. La separacion del trafico interno del cluster de servicios de datos externos
deberia extenderse a la capa de red fisica anterior a través del aislamiento proporcionado por las VLAN de
capa 2.

Los puertos de switch fisicos deben configurarse como puertos de troquels. El trafico externo de ONTAP
Select se puede separar en varias redes de capa 2 de una de dos maneras. Un método es mediante el uso de
puertos virtuales etiquetados VLAN ONTAP con un unico grupo de puertos. El otro método es asignar grupos
de puertos independientes en modo VST al puerto de gestion e0a. También debe asignar puertos de datos a
e0b y e0c/e0g en funcion de la versién ONTAP Select y de la configuracion de un solo nodo o varios nodos. Si
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el trafico externo esta separado por varias redes de capa 2, los puertos de switch fisico de enlace ascendente
deben tener esas VLAN en su lista de VLAN permitida.

El trafico de red interna de ONTAP Select se produce mediante interfaces virtuales definidas con direcciones
IP locales de enlace. Debido a que estas direcciones IP no se pueden enrutar en modo no, el trafico interno
entre nodos del cluster debe fluir por una sola red de capa 2. Los saltos de ruta entre los nodos del cluster
ONTAP Select no son compatibles.

Switch fisico compartido

La siguiente figura muestra una posible configuracién de switch utilizada por un nodo en un cluster ONTAP
Select multinodo. En este ejemplo, las NIC fisicas utilizadas por los vSwitch que alojan los grupos de puertos
de red internos y externos se cablean al mismo switch de subida. El trafico de switches se mantiene aislado
mediante dominios de retransmision contenidos en VLAN independientes.

Para la red interna ONTAP Select, el etiquetado se realiza en el nivel de grupo de puertos.
Aunque en el siguiente ejemplo se utiliza VGT para la red externa, tanto VGT como VST son
compatibles con ese grupo de puertos.

Configuracion de red mediante conmutador fisico compartido

Single Switch
Ethernet Switch
P ] WAN
ONTAP-internal:
VLAN 30
ONTAP-external:
Virtual Guest Tagging
Mative VLAN 20
vSwilch 0

En esta configuracion, el switch compartido se convierte en un Unico punto de error. Si es
posible, se deben usar varios switches para evitar que un error fisico del hardware provoque
una interrupcion de la red del cluster.

Varios switches fisicos

Cuando se necesita redundancia, se deben utilizar varios switches de red fisicos. En la siguiente figura se
muestra una configuracion recomendada que utiliza un nodo en un cliuster ONTAP Select multinodo. Las NIC
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de los grupos de puertos internos y externos se cablean en diferentes conmutadores fisicos, lo que protege al
usuario de un unico fallo del conmutador de hardware. Se configura un canal de puerto virtual entre switches
para evitar problemas de arbol de expansion.

Configuracion de red mediante varios conmutadores fisicos

Virtual Port Channel (vPC)

Ethernet Switch 1 Ethernet Switch 2

EEEEEN NEEEER EEEEE] NEREEN
== EEEEEE EEEEEE [ ] == EEEEEE EEEEEE

ONTAP-internal:
Virtual Switch Tagging
VLAN 10

ONTAP-external:
Virtual Guest Tagging
Native VLAN 20

ONTAP-external vSwitch 0

Separacion del trafico de datos y gestion
Aisle el trafico de datos y el trafico de gestion en redes de capa 2 independientes.

El trafico de red externa de ONTAP Select se define como trafico de datos (CIFS, NFS e iSCSI), gestion y
replicacion (SnapMirror). Dentro de un cluster de ONTAP, cada estilo de trafico utiliza una interfaz logica
independiente que se debe alojar en un puerto de red virtual. En la configuracion multinodo de ONTAP Select,
se designan como puertos eOa y eOb/e0g. En la configuracién de nodo unico, se designan como eOa y
e0b/e0c, mientras que el resto de los puertos estan reservados para los servicios de cluster internos.

NetApp recomienda aislar el trafico de datos y el de gestion en redes de capa 2 independientes. En el entorno
ONTAP Select, esto se realiza mediante etiquetas VLAN. Esto se puede lograr asignando un grupo de puertos
con etiqueta VLAN al adaptador de red 1 (puerto e0a) para el trafico de gestion. A continuacion, se pueden
asignar grupos de puertos independientes a los puertos eOb y eOc (clusteres de un solo nodo) y eOb y eOg
(clusteres multinodo) para el trafico de datos.

Si la solucién VST descrita anteriormente en este documento no es suficiente, puede que sea necesario

localizar los LIF de datos y de gestion en el mismo puerto virtual. Para ello, utilizar un proceso conocido como
VGT, en el que el VM realiza el etiquetado de VLAN.
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La separacion de la red de datos y gestion mediante VGT no esta disponible cuando se utiliza
@ la utilidad ONTAP Deploy. Este proceso se debe realizar una vez completada la configuracion
del cluster.

Hay una advertencia adicional cuando se utilizan clusteres de dos nodos y VGT. En configuraciones de cluster
de dos nodos, la direccion IP de gestion de nodos se utiliza para establecer la conectividad con el mediador
antes de que ONTAP esté completamente disponible. Por lo tanto, solo es posible el etiquetado de EST y VST
en el grupo de puertos asignado a la LIF de gestion de nodos (puerto e0a). Ademas, si el trafico de datos y
gestion utilizan el mismo grupo de puertos, solo se admiten EST/VST para todo el cluster de dos nodos.

Se admiten ambas opciones de configuracion, VST y VGT. La siguiente figura muestra el primer escenario,
VST, en el que el trafico se etiqueta en la capa vSwitch a través del grupo de puertos asignado. En esta
configuracion, las LIF de gestidn de cluster y nodo se asignan al puerto ONTAP e0a y se etiquetan con el ID
de VLAN 10 a través del grupo de puertos asignado. Los LIF de datos se asignan al puerto eOb y eOc 0 e0g y
el ID de VLAN 20 proporcionado mediante un segundo grupo de puertos. Los puertos de cluster utilizan un
tercer grupo de puertos y estan en el ID de VLAN 30.

Separacion de datos y gestion mediante VST

Ethernet Switch
CE
PortGroup 1
Management traffic
VLAN 10 (VST)
v w0 | PortGroup 2
= Data traffic
vowo | v VLAN 20 VLAN 20 (VST)
= == LJ e PortGroup 3
Cluster traffic
VLAN 30 (VST)
' TDatad LI
{ Cluster-management LIF: . i
; 10.0.0.100/24 152.168.0.1/24 i
i Data-2 LIF: !
{ Node-managementLIF: - :
| 10.0.0.1/724 152.188.0.2724 |

¥

En la siguiente figura, se muestra el segundo escenario, VGT, en el cual el trafico se etiqueta por el equipo
virtual ONTAP mediante puertos VLAN ubicados en dominios de retransmision independientes. En este
ejemplo, los puertos virtuales e0a-10/e0b-10/(e0c o e0g)-10 y e0a-20/e0b-20 se colocan sobre los puertos e0a
y e0b. Esta configuracién permite que el etiquetado de red se realice directamente en ONTAP, en lugar de en
la capa de vSwitch. Los LIF de datos y gestion se colocan en estos puertos virtuales, lo que permite una

subdivisién de capa 2 dentro de un Unico puerto del equipo virtual. La VLAN del cluster (ID de VLAN 30) sigue
etiquetada en el grupo de puertos.

Notas:

« Este estilo de configuracion es especialmente deseable cuando se utilizan varios espacios IP. Agrupar

puertos VLAN en espacios IP personalizados separados si se desea mayor aislamiento l6gico y multi-
tenancy.

» Para admitir VGT, los adaptadores de red de host ESXi/ESX deben estar conectados a puertos troncales
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en el switch fisico. Los grupos de puertos conectados al switch virtual deben tener su ID de VLAN
establecido en 4095 para permitir la conexion de enlaces en el grupo de puertos.

Separacion de datos y gestion mediante VGT

Ethernet Switch

EERTET

PortGroup 1 - No tagging at Port Group Level
Management traffic

VLAN 10 (VGT)

Data traffic

I VLAN 20 (VGT)

v Shusior Port Group 2
Cluster traffic

El AN VLAN 20 (VST)

Default IPSpace

""" "

Broadcast Domain: BD1 Broadcast Domain: BD2 |
Cluster-management LIF: i 010 |1 el0 i w2 | [ wwa | ! Data1 LIF: !
10.0.0.100/24 | 192.168.0.1/24 '
. i
Node-management LIF: i oo e el Data-2 LIF: E
10.0.0.1/24 i 192.188.0.2/24 E
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este producto no lleva implicita ninguna licencia con derechos de patente, de marcas comerciales o cualquier
otro derecho de propiedad intelectual de NetApp.

Es posible que el producto que se describe en este manual esté protegido por una o mas patentes de EE.
UU., patentes extranjeras o solicitudes pendientes.

LEYENDA DE DERECHOS LIMITADOS: el uso, la copia o la divulgacion por parte del gobierno estan sujetos
a las restricciones establecidas en el subparrafo (b)(3) de los derechos de datos técnicos y productos no
comerciales de DFARS 252.227-7013 (FEB de 2014) y FAR 52.227-19 (DIC de 2007).

Los datos aqui contenidos pertenecen a un producto comercial o servicio comercial (como se define en FAR
2.101) y son propiedad de NetApp, Inc. Todos los datos técnicos y el software informatico de NetApp que se
proporcionan en este Acuerdo tienen una naturaleza comercial y se han desarrollado exclusivamente con
fondos privados. El Gobierno de EE. UU. tiene una licencia limitada, irrevocable, no exclusiva, no transferible,
no sublicenciable y de alcance mundial para utilizar los Datos en relacion con el contrato del Gobierno de los
Estados Unidos bajo el cual se proporcionaron los Datos. Excepto que aqui se disponga lo contrario, los Datos
no se pueden utilizar, desvelar, reproducir, modificar, interpretar o mostrar sin la previa aprobacién por escrito
de NetApp, Inc. Los derechos de licencia del Gobierno de los Estados Unidos de América y su Departamento
de Defensa se limitan a los derechos identificados en la clausula 252.227-7015(b) de la seccién DFARS (FEB
de 2014).

Informacién de la marca comercial
NETAPP, el logotipo de NETAPP y las marcas que constan en http://www.netapp.com/TM son marcas

comerciales de NetApp, Inc. El resto de nombres de empresa y de producto pueden ser marcas comerciales
de sus respectivos propietarios.
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