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Administracion

Antes de empezar a administrar ONTAP Select

Después de crear un cluster de ONTAP Select, puede dar soporte a la implementaciéon
mediante la ejecucion de varias tareas administrativas. Hay algunas consideraciones
generales que tener en cuenta.

En general, los procedimientos que se pueden realizar mediante la interfaz web de implementacion se dividen
en una de las tres categorias.

Ponga en marcha un cluster de ONTAP Select

Puede poner en marcha un cluster de un unico nodo o de varios nodos. Consulte "Ponga en marcha un cluster
de ONTAP Select" si quiere mas informacion.

Realice un procedimiento con un cluster de ONTAP Select existente
Los procedimientos administrativos se organizan en diversas categorias, como Security y Clusters.

Realice un procedimiento en la utilidad Deploy
Hay varios procedimientos especificos para implementar (como cambiar la contrasefia del administrador).

Administrar ONTAP Select

Hay muchos procedimientos administrativos diferentes disponibles como parte del apoyo a ONTAP Select.
Ademas, existen procedimientos especificos de la utilidad administrativa de despliegue. A continuacion se
presentan los procedimientos mas importantes. En general, todos utilizan la interfaz de usuario web de
despliegue.

@ También puede hacerlo "utilice la interfaz de linea de comandos" Para administrar ONTAP
Select.

Ejecute una configuracion de ONTAP adicional

Tras la puesta en marcha de un cluster de ONTAP Select, puede configurar y gestionar el clister del mismo
modo que lo haria con un sistema ONTAP basado en hardware. Por ejemplo, puede usar ONTAP System
Manager o la interfaz de linea de comandos de ONTAP para configurar el cluster de ONTAP Select.

Software cliente NetApp
Puede conectarse a ONTAP Select utilizando el siguiente software cliente de NetApp compatible:

+ System Manager de ONTAP

« Active 1Q Unified Manager

* OnCommand Insight

* OnCommand Workflow Automation
« SnapCenter

« Virtual Storage Console para VMware vSphere

Para identificar las versiones compatibles del software cliente, revise el "Herramienta de matriz de


https://docs.netapp.com/es-es/ontap-select/task_deploy_cluster.html
https://docs.netapp.com/es-es/ontap-select/task_deploy_cluster.html
https://docs.netapp.com/us-en/ontap-select/task_cli_signing_in.html
https://mysupport.netapp.com/matrix/

interoperabilidad”. Si el software cliente admite ONTAP 9, ONTAP Select también admite la misma version.

El uso de SnapCenter y los complementos correspondientes requiere licencias basadas en
servidor. ONTAP Select no admite actualmente la licencia del sistema de almacenamiento de
los complementos de SnapCenter.

ONTAP Select no admite ningun otro software de cliente de NetApp que no esté incluido en la lista.

Posibles opciones de configuracién
Hay varias opciones disponibles al configurar el cluster, incluidas las siguientes:

» Creacion de la configuracion de redes
* Disposicion de los agregados

» Crear las maquinas virtuales de almacenamiento de datos (SVM)

Las licencias adquiridas con capacidad de almacenamiento

Si decidioé no instalar los archivos de licencia con capacidad de almacenamiento como parte de la
implementacion del cluster de ONTAP Select, debe adquirir e instalar los archivos de licencia antes de que el
periodo de gracia caduque para los clusteres que se ejecuten con una licencia adquirida.

Agregados reflejados

La utilidad de administracion Deploy crea discos de reserva de datos en cada nodo ONTAP Select del espacio
utilizable del almacén de datos (como Pool0 y Pool1). Para implementar la alta disponibilidad de los datos en
un cluster de varios nodos, debe crear un agregado reflejado con estos repuestos.

@ La toma de control de alta disponibilidad solo se admite cuando los agregados de datos se
configuran como agregados reflejados.

Actualice los nodos ONTAP Select

Después de implementar un cluster de ONTAP Select, puede actualizar la imagen de
ONTAP en cada nodo del cluster segun sea necesario.

No se puede usar la utilidad de administracion de implementacién para realizar actualizaciones
de los nodos ONTAP Select existentes. La utilidad de implementacién solo se puede usar para
crear clusteres de ONTAP Select nuevos.

Procedimiento general

En un nivel superior, debe seguir los siguientes pasos para actualizar un nodo ONTAP Select existente.

Pasos

1. Accede a la pagina "NetApp Support Site descargas".

. Desplazate hacia abajo y selecciona ONTAP Select Image.

2

3. Selecciona la version que quieres de la imagen de instalacion.

4. Revise el Contrato de licencia de usuario final (EULA) y seleccione Aceptar y continuar.
5

. Selecciona y descarga el paquete ONTAP Select Image Upgrade adecuado. Responde a todas las
preguntas que se necesiten.


https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/site/downloads/

Revisa "notas de la version" para obtener informacion adicional y cualquier procedimiento necesario antes
de actualizar un nodo ONTAP Select.

6. Actualice el nodo ONTAP Select mediante los procedimientos de actualizacion estandar de ONTAP con el
archivo de actualizacion de ONTAP Select. Para obtener informacion sobre las rutas de actualizacion
admitidas, consulte "Rutas de actualizacion de ONTAP admitidas".

Revierte un nodo ONTAP Select

No puede revertir un nodo ONTAP Select a una version anterior a la que estaba instalado originalmente. Por
ejemplo:

ONTAP Select 9.16.1 se instala inicialmente
Puede actualizar el nodo a la versiéon 9.17.1 y luego volver a la version 9.16.1 si es necesario.

ONTAP Select 9.17.1 se instala inicialmente
No es posible revertir el proceso porque no habia ninguna version anterior instalada.

Utilice el controlador de red VMXNet3

VMXNet3 es el controlador de red predeterminado que se incluye con las puestas en marcha de clusteres
nuevos en VMware ESXi. Si actualiza un nodo ONTAP Select existente que ejecuta ONTAP Select 9,4 o una
version anterior, el controlador de red no se actualiza automaticamente. Debe actualizar manualmente a
VMXNEL3. Debe ponerse en contacto con el soporte de NetApp para obtener ayuda con la actualizacion.

Informacion relacionada
"Informacion general de la actualizacion de ONTAP"

Diagnéstico y asistencia de ONTAP Select

Existen varias tareas relacionadas de diagndstico y soporte que se pueden realizar como
parte de la administraciéon de ONTAP Select.

Configure el sistema de despliegue

Debe establecer los parametros basicos de configuracion del sistema que afectan al funcionamiento de la
utilidad Deploy.

Acerca de esta tarea
AutoSupport utiliza los datos de configuracion de despliegue.

Pasos

1. Inicie sesion en la interfaz de usuario web de la utilidad de implementacion mediante la cuenta de
administrador.

2. Haga clic en la ficha Administracion situada en la parte superior de la pagina.
3. Haga clic en Configuracion y AutoSupport y, a continuacion, haga clic en j‘ )
4. Proporcione los datos de configuracion segun corresponda a su entorno y haga clic en Modificar.

Si utiliza un servidor proxy, puede configurar la URL del proxy del siguiente modo:
http://USERNAME : PASSWORD@<FQDN | IP>:PORT


https://docs.netapp.com/es-es/ontap-select/reference_release_notes.html
https://docs.netapp.com/us-en/ontap/upgrade/concept_upgrade_paths.html
https://docs.netapp.com/us-en/ontap/upgrade/index.html

Ejemplo
http://userl:mypassword@proxy.company-demo.com: 80

Muestra los mensajes de eventos de despliegue de ONTAP Select

La utilidad ONTAP Select Deploy incluye una funcidn de registro de eventos que proporciona informacion
sobre la actividad del sistema. Debe ver el contenido del registro de eventos para depurar cualquier problema
0 cuando el equipo de soporte lo indica.

Acerca de esta tarea
Puede filtrar la lista de mensajes de eventos segun varias caracteristicas, como:

» Estado

* Tipo

» Categoria

* Instancia

* Tiempo

» Descripcion

Pasos

1. Inicie sesion en la interfaz de usuario web de la utilidad de implementacién mediante la cuenta de
administrador.

2. Haga clic en la ficha Administracion situada en la parte superior de la pagina.
3. Haga clic en Eventos y trabajos y, a continuacion, en Eventos.

4. Silo desea, haga clic en filtro y cree un filtro para limitar los mensajes de eventos que se muestran.

Habilite AutoSupport

Puede habilitar y deshabilitar la funcién AutoSupport segin sea necesario.

Acerca de esta tarea

AutoSupport es la principal herramienta de solucion de problemas que usa NetApp para respaldar ONTAP
Select. Por lo tanto, no debe deshabilitar AutoSupport a menos que sea absolutamente necesario. Si
deshabilita AutoSupport, los datos se recopilan pero no se transmiten a NetApp.

Pasos

1. Inicie sesion en la interfaz de usuario web de la utilidad de implementacién mediante la cuenta de
administrador.

2. Haga clic en la ficha Administracioén situada en la parte superior de la pagina.
3. Haga clic en Configuraciéon y AutoSupport y, a continuacién, haga clic en :.

4. Habilite o deshabilite la funcién AutoSupport segun sea necesario.

Generar y descargar un paquete AutoSupport

ONTAP Select incluye la capacidad de generar un paquete AutoSupport. Debe generar un paquete para
depurar cualquier problema o cuando el equipo de soporte lo indique.



Acerca de esta tarea
Puede generar los siguientes paquetes AutoSupport bajo la direccion y guia del soporte de NetApp:

» Despliegue los archivos de registro de registros creados por la utilidad ONTAP Select Deploy

 Solucion de problemas e informacion de depuracion sobre los hosts del hipervisor y los nodos ONTAP
Select

» Rendimiento Informacién sobre los hosts del hipervisor y los nodos ONTAP Select

Pasos

1. Inicie sesion en la interfaz de usuario web de la utilidad de implementacién mediante la cuenta de
administrador.

Haga clic en la ficha Administracion situada en la parte superior de la pagina.
Haga clic en Configuracion y AutoSupport y, a continuacion, haga clic en i.

Haga clic en generar.

ok~ w0 D

Seleccione el tipo y proporcione una descripcion para el paquete; opcionalmente puede proporcionar un
numero de caso.

6. Haga clic en generar.
A cada paquete AutoSupport se le asigna un numero de identificacién de secuencia unico.

7. Opcionalmente, en Historial de AutoSupport, seleccione el paquete correcto y haga clic en el icono de
descarga para guardar el archivo AutoSupport en su estacion de trabajo local.

Proteja una puesta en marcha de ONTAP Select

Existen varias tareas relacionadas que puede realizar como parte de la proteccion de
una puesta en marcha de ONTAP Select.

Cambie la contraseiia del administrador de despliegue

Puede cambiar la contrasefia de la cuenta de administrador de la maquina virtual de implementacion segun
sea necesario mediante la interfaz de usuario web.

Pasos

1. Inicie sesion en la interfaz de usuario web de la utilidad de implementacién mediante la cuenta de
administrador.

2. Haga clic en el icono de figura situado en la parte superior derecha de la pagina y seleccione Cambiar
contrasena.

3. Introduzca la contrasefa actual y la nueva segun se le solicite y haga clic en Enviar.

Agregue una cuenta de servidor de gestion

Puede agregar una cuenta del servidor de gestién a la base de datos del almacén de credenciales de
despliegue.

Antes de empezar

Debe estar familiarizado con los tipos de credenciales y con como se utilizan en la implementacién de ONTAP
Select.



Pasos

1. Inicie sesion en la interfaz de usuario web de la utilidad de implementacién mediante la cuenta de
administrador.

2. Haga clic en la ficha Administracion situada en la parte superior de la pagina.
3. Haga clic en servidores de administracion y, a continuacion, haga clic en Agregar vCenter.

4. Introduzca la siguiente informacion y haga clic en Agregar.

En este campo... Haga lo siguiente ...

Nombre/direccion IP Proporcione el nombre de dominio o la direccion IP de vCenter Server.
Nombre de usuario Introduzca el nombre de usuario de la cuenta para acceder a vCenter.
Contrasefa Introduzca la contrasefia del nombre de usuario asociado.

5. Una vez afadido el nuevo servidor de gestion, puede hacer clic opcionalmente : y seleccione una de las
siguientes opciones:

o Actualizar las credenciales
o Verificar credenciales

o Quitar el servidor de gestion

Configure MFA

A partir de la version 9.13.1 de ONTAP Select, se admite la autenticacion multifactor (MFA) para la cuenta de
administrador de ONTAP Select Deploy:

* "ONTAP Select implementa el inicio de sesion MFA de CLI mediante la autenticacion de verificacion de
identidad personal (PI1V) o Fast identity Online (FIDO2) de YubiKey"

* ONTAP Select Implemente el inicio de sesion MFA de la CLI mediante ssh-keygen

ONTAP Select implementa el inicio de sesion MFA de la CLI mediante la
autenticacion PIV o FIDO2 de YubiKey

YubiKey PIV

Configure el PIN YubiKey y genere o importe la clave privada y el certificado del agente de soporte remoto
(RSA) o el algoritmo de firma digital de curva eliptica (ECDSA) con los pasos descritos en "TR-4647:
Autenticacion multifactor en ONTAP".

» Para Windows: La seccion YubiKey PIV Client configuration for Windows del informe técnico.

» Para macOS: La seccion de configuracion del cliente YubiKey PIV para MAC OS y Linux del informe
técnico.

FIDO2

Si elige optar por la autenticacion YubiKey FIDO2, configure el PIN YubiKey FIDO2 usando el Administrador
YubiKey y genere la clave FIDO2 con una PuTTY-CAC (Common Access Card) para Windows o ssh-keygen
para macOS. Los pasos para hacerlo estan en el informe técnico "TR-4647: Autenticacion multifactor en
ONTAP".


https://docs.netapp.com/us-en/ontap-technical-reports/security.html#multifactor-authentication
https://docs.netapp.com/us-en/ontap-technical-reports/security.html#multifactor-authentication
https://docs.netapp.com/us-en/ontap-technical-reports/security.html#multifactor-authentication
https://docs.netapp.com/us-en/ontap-technical-reports/security.html#multifactor-authentication

« Para Windows: La seccion de configuracion del cliente YubiKey FIDO2 para Windows del informe
técnico.

» Para macOS: La seccion de configuracion del cliente YubiKey FIDO2 para Mac OS y Linux del informe
técnico.

Obtenga la clave publica YubiKey PIV o FIDO2

La obtencién de la clave publica depende de si eres un cliente de Windows o macOS y de si utilizas PIV o
FIDO2.

Para Windows:

* Exporte la clave publica PIV utilizando la funcion Copiar al portapapeles bajo el certificado SSH — como
se describe en la seccién Configuracion del cliente SSH PUuTTY-CAC de Windows para la
autenticacion PIV YubiKey en la pagina 16 de TR-4647.

* Exporte la clave publica FIDO2 usando la funciéon Copiar al portapapeles bajo el certificado SSH — como
se describe en la seccion Configuracion del cliente SSH PuTTY-CAC de Windows para la
autenticacion YubiKey FIDO2 en la pagina 30 de TR-4647.

Para macOS:

* La clave publica PIV se debe exportar mediante el ssh-keygen -e Comando como se describe en la
seccion Configure el cliente SSH de Mac OS o Linux para la autenticacion PIV YubiKey en la pagina
24 de TR-4647.

* La clave publica FIDO2 se encuentra en la id ecdsa_ sk.pub file 0. id edd519 sk.pub Archivo,
dependiendo de si usa ECDSA o EDD519, como se describe en la seccion Configure el cliente MAC OS
o Linux SSH para la autenticacion YubiKey FIDO2 en la pagina 39 de TR-4647.

Configure la clave publica en ONTAP Select Deploy

La cuenta de administrador utiliza SSH para el método de autenticacién de clave publica. EI comando utilizado
es el mismo si el método de autenticacion es la autenticacion de clave publica SSH estandar o la
autenticacion YubiKey PIV o FIDO2.

Para la MFA de SSH basada en hardware, los factores de autenticacion ademas de la clave publica
configurada en la puesta en marcha de ONTAP Select son los siguientes:

* PIN PIV o FIDO2

» Posesion del dispositivo de hardware YubiKey. Para FIDOZ2, esto se confirma tocando fisicamente el
YubiKey durante el proceso de autenticacion.

Antes de empezar

Establezca la clave publica PIV o FIDO2 que esta configurada para YubiKey. El comando de implementacion
de la CLI de ONTAP Select security publickey add -key Es el mismo para PIV o FIDO2 y la cadena
de clave publica es diferente.

La clave publica se obtiene de:

 La funcién Copy to Clipboard para PuTTY-CAC para PIV y FIDO2 (Windows)

* Exportando la clave publica en un formato compatible con SSH mediante el ssh-keygen -e Comando
para PIV

* El archivo de clave publica ubicado enla ~/.ssh/id *** sk.pub Archivo para FIDO2 (macOS)



Pasos

1.
2.

In

Busque la clave generada en la .ssh/id_***.pub archivo.

Agregue la clave generada a la implementacion de ONTAP Select mediante security publickey add
-key <key> comando.

(ONTAPdeploy) security publickey add -key "ssh-rsa <key>
user@netapp.com"

. Habilite la autenticacion MFA con el security multifactor authentication enable comando.

(ONTAPdeploy) security multifactor authentication enable
MFA enabled Successfully

icie sesion en la implementacion de ONTAP Select mediante la autenticaciéon PIV

de YubiKey a través de SSH

Puede iniciar sesion en ONTAP Select Deploy con la autenticacion PIV de YubiKey a través de SSH.

Pasos

1.

3.

la autenticacion PIV YubiKey MFA a través de SSH.

Inicie sesion en ONTAP Select Deploy. Si esta utilizando el cliente SSH PuTTY-CAC de Windows,
aparecera un cuadro de diadlogo que le pedira que introduzca su PIN YubiKey.

Inicie sesion desde su dispositivo con el YubiKey conectado.

Resultado de ejemplo

(0

login as: admin

Authenticating with public key "<public key>"
Further authentication required

<admin>'s password:

NetApp ONTAP Select Deploy Utility.
Copyright (C) NetApp Inc.
All rights reserved.

Version: NetApp Release 9.13.1 Build:6811765 08-17-2023 03:08:09

(ONTAPdeploy)

NTAP Select Implemente el inicio de sesion MFA de la CLI mediante ssh-keygen

La ssh-keygen Command es una herramienta para crear nuevas parejas de claves de autenticacion para
SSH. Los pares de claves se utilizan para automatizar inicios de sesion, inicio de sesion unico y para

Después de configurar el token YubiKey, el cliente SSH y la implementacion de ONTAP Select, puede usar



autenticar hosts.

La ssh-keygen command soporta varios algoritmos de clave publica para claves de autenticacion.

* El algoritmo se selecciona con la -t opcion

* El tamano de la clave se selecciona con el -b opcion

Resultado de ejemplo

ssh-keygen -t ecdsa -b 521
ssh-keygen -t ed25519
ssh-keygen -t ecdsa

Pasos

1.

Busque la clave generada en la . ssh/id_***.pub archivo.

2. Agregue la clave generada a la implementacién de ONTAP Select mediante security publickey add

-key <key> comando.

(ONTAPdeploy) security publickey add -key "ssh-rsa <key>
user@netapp.com"

Habilite la autenticacion MFA con el security multifactor authentication enable comando.

(ONTAPdeploy) security multifactor authentication enable
MFA enabled Successfully

Inicie sesion en el sistema ONTAP Select Deploy después de habilitar MFA. Deberia recibir una salida
similar al ejemplo siguiente.

[<user ID> ~]$%$ ssh <admin>
Authenticated with partial success.
<admin>'s password:

NetApp ONTAP Select Deploy Utility.
Copyright (C) NetApp Inc.
All rights reserved.

Version: NetApp Release 9.13.1 Build:6811765 08-17-2023 03:08:09

(ONTAPdeploy)



Migre de MFA a la autenticacién de factor Unico

La MFA se puede deshabilitar para la cuenta de administrador de despliegue mediante los siguientes
métodos:

 Si puede iniciar sesion en la CLI de Despliegue como administrador mediante Secure Shell (SSH), ejecute
la para deshabilitar MFA security multifactor authentication disable Desde la CLI de
puesta en marcha.

(ONTAPdeploy) security multifactor authentication disable
MFA disabled Successfully

+ Si no puede iniciar sesion en la CLI de despliegue como administrador mediante SSH:

a. Conéctese a la consola de video de la maquina virtual (VM) de puesta en marcha a través de vCenter
o vSphere.

b. Inicie sesion en la interfaz de linea de comandos de despliegue con la cuenta de administrador.

C. Ejecute el security multifactor authentication disable comando.

Debian GNU/Linux 11 <user ID> ttyl

<hostname> login: admin
Password:

NetApp ONTAP Select Deploy Utility.
Copyright (C) NetApp Inc.
All rights reserved.

Version: NetApp Release 9.13.1 Build:6811765 08-17-2023 03:08:09

(ONTAPdeploy) security multifactor authentication disable
MFA disabled successfully

(ONTAPdeploy)

* El administrador puede suprimir la clave publica con:
security publickey delete -key

Confirme la conectividad entre los nodos ONTAP Select

Se puede probar la conectividad de red entre dos o0 mas nodos ONTAP Select en la red
de cluster interna. Normalmente, se ejecuta esta prueba antes de que se ponga en
marcha un cluster de varios nodos para detectar problemas que podrian provocar errores
en la operacion.

Antes de empezar

10



Todos los nodos ONTAP Select incluidos en la prueba deben estar configurados y encendidos.

Acerca de esta tarea

Cada vez que inicie una prueba, se creara una nueva ejecucion de proceso en segundo plano y se le asignara
un identificador de ejecucion unico. Sélo una secuencia puede estar activa a la vez.

La prueba tiene dos modos que controlan su funcionamiento:
* Rapido este modo realiza una prueba basica sin interrupciones. Se realiza una prueba DE PING, asi como

una prueba del tamafio de MTU de red y del vSwitch.

» Este modo ampliado realiza una prueba mas completa de todas las rutas de red redundantes. Si ejecuta
esto en un cluster ONTAP Select activo, el rendimiento del cluster puede verse afectado.

Se recomienda que siempre ejecute una prueba rapida antes de crear un cluster de varios
nodos. Una vez finalizada la prueba rapida con éxito, puede realizar opcionalmente una prueba
ampliada en funcién de sus requisitos de produccion.

Pasos

1. Inicie sesion en la interfaz de usuario web de la utilidad de implementacion mediante la cuenta de
administrador.

2. Haga clic en la ficha Administracién en la parte superior de la pagina y haga clic en Comprobador de
red.

3. Haga clic en Iniciar nueva ejecucion y seleccione los hosts y las redes para el par ha
Puede anadir y configurar parejas de alta disponibilidad adicionales segun sea necesario.

4. Haga clic en Iniciar para iniciar la prueba de conectividad de red.

Administrar los servicios de mediador de despliegue de
ONTAP Select

Cada cluster de dos nodos de ONTAP Select es supervisado por el servicio mediador,
que ayuda a gestionar la funcionalidad de alta disponibilidad compartida por los nodos.

Ver el estado del servicio de mediador

Puede ver el estado del servicio mediador con respecto a cada uno de los clusteres de dos nodos definidos en
la utilidad de puesta en marcha de ONTAP Select.
Acerca de esta tarea

Puede ver la configuracion de cada mediador, incluido el estado actual, los dos nodos ONTAP Select y el
destino iISCSI donde se almacena la informacion de control de alta disponibilidad. Pase el raton sobre los
objetos de la pagina para mostrar informacion detallada.

Pasos

1. Inicie sesion en la interfaz de usuario web de la utilidad de implementacién mediante la cuenta de
administrador.

2. Haga clic en la pestafia Administracion en la parte superior de la pagina y haga clic en mediadores.

3. Opcionalmente, haga clic en filtro para personalizar la vista de los clusteres de dos nodos supervisados
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por el servicio mediador.

De cluster

Administrar clusteres de ONTAP Select

Existen varias tareas relacionadas que puede realizar para administrar un cluster de
ONTAP Select.

Mueva un clister de ONTAP Select sin conexion y en linea

Después de crear un cluster, puede desconectarlo y conectarlo de acuerdo a sus necesidades.

Antes de empezar
Después de crear el cluster, inicialmente esta en estado en linea.

Pasos

1. Inicie sesion en la interfaz de usuario web de la utilidad de implementacién mediante la cuenta de
administrador.

2. Haga clic en la ficha Clusters en la parte superior de la pagina y seleccione el cluster deseado en la lista.

3. Haga clic en : Ala derecha del cluster y seleccione desconectar.
Si la opcidn sin conexion no esta disponible, el cluster ya esta en el estado sin conexion.

. Haga clic en Si en la ventana emergente para confirmar la solicitud.

4
5. Haga clic en Actualizar ocasionalmente para confirmar que el cluster esta sin conexion.
6. Para volver a conectar el cluster, haga clic en : Y seleccione traer en linea.

7

. Haga clic en Actualizar ocasionalmente para confirmar que el cluster esta en linea.

Eliminar un clister de ONTAP Select

Es posible eliminar un cluster de ONTAP Select cuando ya no se necesita.

Antes de empezar
El cluster debe estar en el estado sin conexion.

Pasos

1. Inicie sesion en la interfaz de usuario web de la utilidad de implementacién mediante la cuenta de
administrador.

2. Haga clic en la ficha Clusters en la parte superior de la pagina y seleccione el cluster deseado en la lista.

3. Haga clic en : Ala derecha del cluster y seleccione Eliminar.
Si la opcidn de eliminacion no esta disponible, el cluster no tiene el estado sin conexion.

4. Haga clic en Actualizar ocasionalmente para confirmar que el cluster se ha eliminado de la lista.

Actualice la configuracion del cluster de puesta en marcha

Después de crear un cluster de ONTAP Select, puede realizar cambios en el cluster o en la configuraciéon de
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maquina virtual fuera de la utilidad de implementacion mediante las herramientas de administracion de
hipervisores o de ONTAP. La configuracion de una maquina virtual también puede cambiar después de la
migracion.

Cuando se producen estos cambios en el cluster o en la maquina virtual, la base de datos de configuracion de
la utilidad de implementacion no se actualiza automaticamente y puede quedar sin sincronizar con el estado
del cluster. Debe realizar una actualizacion del cluster en estas y otras situaciones para actualizar la base de
datos de implementacion en funcion del estado actual del cluster.

Antes de empezar
Informacién obligatoria
Debe tener la informacién de configuracion actual del cluster, incluidos los siguientes:

e Credenciales de administrador de ONTAP
* Direccion IP de gestion del cluster

* Nombres de los nodos del cluster

Estado de cluster estable

El cluster debe tener el estado estable. No se puede actualizar un cluster cuando esta en proceso de
creacion o eliminacion, o cuando esta en el estado create failed o delete failed.

Tras la migracion de una maquina virtual

Después de migrar una maquina virtual que ejecuta ONTAP Select, debe crear un host nuevo con la
utilidad de implementacion antes de realizar una actualizacion de cluster.

Acerca de esta tarea

Puede realizar una actualizacion del cluster para actualizar la base de datos de configuracion de despliegue
mediante la interfaz de usuario web.

@ En lugar de utilizar la Ul de implementacion, puede utilizar el comando de actualizacion de
cluster en el shell CLI de implementacién para actualizar un cluster.

Configuracion de clusteres y maquinas virtuales
Algunos de los valores de configuracidon que pueden cambiar y causar que la base de datos de

implementacién se quede sin sincronizar son:
* Los nombres del cluster y del nodo
» Configuracion de red ONTAP
» Version de ONTAP (después de una actualizacion)
* Nombres de maquinas virtuales
* Nombres de red host

* Nombres del pool de almacenamiento

estados del cluster y del nodo

Un cluster o nodo de ONTAP Select puede estar en un estado que le impida funcionar correctamente.
Debe realizar una operacién de actualizacion de cluster para corregir las siguientes condiciones:

* Nodo en el estado unknown un nodo ONTAP Select puede estar en el estado unknown por varios
motivos, incluido el nodo no se encuentra.
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+ Cluster en estado degradado Si un nodo esta apagado, podria parecer que esta en linea en la utilidad
Deploy. En esta situacion, el cluster tiene el estado degraded.

Pasos

1. Inicie sesion en la interfaz de usuario web de la utilidad de implementacién mediante la cuenta de
administrador.

2. Haga clic en la ficha Clusters en la parte superior izquierda de la pagina y seleccione el cluster deseado
en la lista.

3. Haga clic en : En el lado derecho de la pagina y seleccione actualizacion de cluster.
4. En credenciales de cluster, proporcione la contrasefia de administrador de ONTAP para el cluster.

5. Haga clic en Actualizar.

Después de terminar

Si la operacion se realiza correctamente, se actualiza el campo Last Refresh. Debe realizar un backup de los
datos de configuracion de implementacion después de completar la operacion de actualizacion del cluster.

Expandir o contraer un cluster ONTAP Select en un host ESXi o KVM

Aumentar o disminuir el tamafo del cluster de un cluster ONTAP Select existente para
hosts de hipervisor ESXi y KVM. Para ambos tipos de host, puede aumentar y disminuir
el tamano del cluster en incrementos de entre cuatro y doce nodos.

Las siguientes expansiones y contracciones de cluster no son compatibles con los hosts ESXi y KVM:

» Expansiones de grupos de uno o dos nodos a grupos de seis, ocho, diez o doce nodos.

» Contraccion de grupos de seis, ocho, diez o doce nodos a grupos de uno o dos nodos.

Para cambiar la cantidad de nodos de un cluster a un tamafio que no sea compatible con la
expansion o contraccion del cluster, debe realizar las siguientes tareas:

@ 1. Implemente un nuevo cluster de multiples nodos mediante el uso de "CLI" o el "interfaz de
usuario web" proporcionado con la utilidad de administracion ONTAP Select Deploy.

2. Si corresponde, migre los datos al nuevo cluster mediante "Replicacion de SnapMirror" .

Puede iniciar los procedimientos de expansion y contraccion del cluster desde ONTAP Select Deploy mediante
la CLI, la API o la interfaz web.

Consideraciones sobre hardware y almacenamiento

La funcién de expansion y contraccion del cluster es compatible con los siguientes hosts de hipervisor KVM y
ESXi.
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ESXi

A partir de ONTAP Select 9.15.1, la expansion y contraccion de clusteres se admite en los hosts de
hipervisor ESXi.

La expansion y contraccion del cluster es compatible con las siguientes versiones de hipervisor ESXi:

* ESXi 9.0

ESXi 8,0 U3
ESXi 8,0 U2
ESXi 8,0 U1
ESXi 8,0GA

KVM

A partir de ONTAP Select 9.17.1, la expansion y contraccion de clusteres se admite en los hosts de
hipervisor KVM.

La expansion y contraccion del cluster es compatible con las siguientes versiones de hipervisor KVM:

* Red Hat Enterprise Linux (RHEL) 64-bit 10.1, 10.0, 9.7, 9.6, 9.5,9.4,9.3,9.2,9.1,9.0,8.8,8.7y 8.6
* Rocky Linux 10.1, 10.0, 9.7, 9.6, 9.5,9.4,9.3,9.2,9.1,9.0,8.9,8.8,8.7y 8.6

Expanda el cluster

Utilice la funcion de expansion de cluster para aumentar el tamafio de un cluster ONTAP Select existente.
Puede aumentar el tamafio de un cluster existente en un host ESXi o KVM en los siguientes incrementos:

* De cuatro nodos a seis, ocho, diez o doce nodos
* De seis nodos a ocho, diez o doce nodos
* De ocho nodos a diez o doce nodos

* De diez a doce nodos

Acerca de esta tarea

Para preparar la expansion del cluster, se afiaden nuevos hosts ESXi y KVM al inventario y se asignan los
detalles de los nuevos nodos. Antes de iniciar el proceso de expansion del cluster, se realiza una
comprobacion previa de la red para verificar la red interna seleccionada.

Antes de empezar

* Al implementar un cluster multinodo, debe familiarizarse con el verificador de conectividad de red. Puede
ejecutarlo mediante el "interfaz de usuario web" o el "CLI" .

» Compruebe que tiene los detalles de la licencia para los nodos nuevos.

Pasos

1. Inicie sesion en la interfaz de usuario web de la utilidad de implementacién mediante la cuenta de
administrador.

2. Seleccione la pestafia Cluster en la parte superior de la pagina y seleccione el cluster deseado de la lista.

3. En la pagina de detalles del cluster, seleccione el icono de engranaje a la derecha de la pagina y
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4,
5.

10.

1.

seleccione Expandir cluster.
Navega a la seccion HA Pair 4.
Elija los siguientes detalles de configuracién de par de alta disponibilidad (HA) para el cuarto par de HA:
o Tipo de instancia
> Nombres de nodo
o Hosts de hipervisores asociados
o Direcciones IP del nodo
o Licencias
o Configuracion de redes
o Configuracion del almacenamiento (tipo de RAID y pools de almacenamiento)
Seleccione Guardar par HA para guardar los detalles de la configuracion.
Proporcione las credenciales de ONTAP y seleccione Expandir cluster.
Seleccione Siguiente y ejecute la comprobacion previa de la red seleccionando Ejecutar.

La comprobacion previa de red valida que la red interna seleccionada para el trafico del cluster de ONTAP
funcione correctamente.

Seleccione Expand Cluster para comenzar el proceso de expansion del cluster y luego seleccione OK en
el cuadro de dialogo.

El cluster puede tardar hasta 45 minutos en ampliarse.

Supervise el proceso de expansion del cluster en varios pasos para confirmar que el cluster se ha
expandido correctamente.

Consulte la pestana Eventos para obtener actualizaciones periddicas sobre el progreso de la operacion.
La pagina se actualiza automaticamente a intervalos regulares.

Después de terminar

Tras expandir el cluster, deberia"Realizar una copia de seguridad de los datos de configuracion de ONTAP
Select Deploy" .

Contraiga el cluster

Utilice la funcién de contraccién de cluster para disminuir el tamafio de un cluster ONTAP Select existente.

Puede reducir el tamafio de un cluster existente en un host ESXi o KVM en los siguientes incrementos:

De doce nodos a diez, ocho, seis o cuatro nodos
De diez nodos a ocho, seis o cuatro nodos
De ocho a seis o cuatro nodos

De seis a cuatro nodos

Acerca de esta tarea

El par de nodos de alta disponibilidad deseado en el cluster se ha seleccionado para preparar la contraccion
del cluster durante el procedimiento.

Pasos
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1. Inicie sesion en la interfaz de usuario web de la utilidad de implementacion mediante la cuenta de
administrador.

2. Seleccione la pestafia Cluster en la parte superior de la pagina y seleccione el cluster deseado de la lista.

3. En la pagina de detalles del cluster, seleccione el icono de engranaje a la derecha de la pagina 'y, a
continuacion, seleccione Cluster de contrato.

4. Seleccione los detalles de configuracién del par de alta disponibilidad para cualquier par de alta
disponibilidad que desee eliminar y proporcione las credenciales de ONTAP, luego seleccione * Cluster de
contrato *.

El cluster puede tardar hasta 30 minutos en contratarse.

5. Supervise el proceso de contraccion del cluster de varios pasos para confirmar que el cluster se ha
contraido correctamente.

6. Consulte la pestafia Eventos para obtener actualizaciones periddicas sobre el progreso de la operacion.
La pagina se actualiza automaticamente a intervalos regulares.

Nodos y hosts

Acceda a la consola de videos de ONTAP Select

Puede acceder a la consola de video de la maquina virtual del hipervisor donde se esta
ejecutando ONTAP Select.

Acerca de esta tarea

Es posible que deba acceder a la consola de maquinas virtuales para solucionar un problema o cuando el
soporte de NetApp lo solicite.

Pasos

1. Acceda al cliente vSphere e inicie sesion.

2. Desplacese hasta la ubicacion adecuada de la jerarquia para localizar la maquina virtual de ONTAP
Select.

3. Haga clic con el botdn derecho del ratén en la maquina virtual y seleccione Abrir consola.

Cambie el tamano de los nodos del cluster de ONTAP Select

Después de implementar un cluster de ONTAP Select, puede actualizar el tipo de
instancia del hipervisor de los nodos mediante la utilidad de administracion Deploy.

@ Se puede realizar la operacion de cambio de tamafio de nodos de cluster cuando se utiliza el
modelo de licencia de niveles de capacidad y el modelo de licencias de pools de capacidad.

@ El cambio de tamafio al tipo de instancia grande solo se admite en ESXi.

Antes de empezar
El cluster debe estar en el estado en linea.

Acerca de esta tarea

Esta tarea describe como utilizar la interfaz de usuario web de implementacion. También se puede utilizar la
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interfaz de linea de comandos de implementacién para realizar el cambio de tamafio de la instancia.
Independientemente de la interfaz que utilice, el tiempo necesario para la operacion de ajuste de tamafio
puede variar significativamente en funcion de varios factores y puede tardar mas tiempo en completarse. Solo
puede cambiar el tamafo de un nodo a un tamafo mayor.

Pasos

1. Inicie sesion en la interfaz de usuario web de la utilidad de implementacién mediante la cuenta de
administrador.

2. Haga clic en la ficha Cluster en la parte superior de la pagina y seleccione el cluster deseado en la lista.

3. En la pagina de detalles del cluster, haga clic en el icono de engranaje situado a la derecha de la pagina y
seleccione ajuste de tamaifio de instancia.

4. Seleccione Tipo de instancia y proporcione las credenciales de ONTAP y, a continuacioén, haga clic en
Modificar.

Después de terminar
Debe esperar a que se complete la operacion de cambio de tamario.

Sustituir las unidades RAID de software que fallen para ONTAP Select

Cuando falla una unidad con el software RAID, ONTAP Select asigna una unidad de
repuesto si hay una disponible e inicia el proceso de recompilacion automaticamente.
Esto es similar a como funciona ONTAP en FAS y AFF. Sin embargo, si no hay ninguna
unidad de repuesto disponible, es necesario afiadir una al nodo ONTAP Select.

Tanto la eliminacion de la unidad con error como la adiciéon de una unidad nueva (marcada
como repuesto) se deben realizar mediante la implementacion de ONTAP Select. No se admite
la asociacion de una unidad a la maquina virtual de ONTAP Select con vSphere.

Identifique la unidad con error

Cuando se produce un error en una unidad, es necesario utilizar la interfaz de linea de comandos ONTAP
para identificar el disco con errores.
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KVM

Antes de empezar

El ID de maquina virtual de ONTAP Select es necesario, asi como las credenciales de la cuenta de
administrador de ONTAP Select y ONTAP Select Deploy.

Acerca de esta tarea

Solo debe usar este procedimiento cuando el nodo ONTAP Select se esté ejecutando en KVM y se haya
configurado para usar RAID de software.

Pasos
1. Enla CLI de ONTAP Select, identifique el disco que se va a reemplazar:

a. ldentifique el disco por numero de serie, UUID o direccion de destino en la maquina virtual.

disk show -fields serial,vmdisk-target-address,uuid

b. Opcionalmente, se muestra una lista completa de la capacidad de disco de reserva con los
discos particionados.
show-spare-disks del agregado de almacenamiento

2. En lainterfaz de linea de comandos de Linux, localice el disco.

a. Examine los dispositivos del sistema, buscando el numero de serie del disco o UUID (nombre del
disco):

find /dev/disk/by-id/<SN|ID>

b. Examine la configuracion de la maquina virtual, buscando la direccion de destino:

virsh dumpxml VMID

ESXi
Pasos
1. Inicie sesidn en la interfaz de linea de comandos de ONTAP con la cuenta de administrador.

2. ldentifique la unidad de disco con errores.

<cluster name>::> storage disk show -container-type broken
Usable Disk Container Container
Disk Size Shelf Bay Type Type Name Owner

NET-1.4 893.3GB - - SSD broken - sti-rx2540-346a'’'

19



Quite la unidad con error

Después de identificar la unidad que ha fallado, quite el disco.
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KVM mediante Deploy

Es posible desconectar un disco de un host KVM como parte de reemplazar el disco o cuando ya no se
necesita.

Antes de empezar

Debe tener las credenciales de cuenta de administrador de ONTAP Select y ONTAP Select implementar.

Pasos

1.

Inicie sesion en la interfaz de usuario web de la utilidad de implementacién mediante la cuenta de
administrador.

Seleccione la pestafna Clusters en la parte superior de la pagina y seleccione el cluster deseado de
la lista.

Seleccione + junto al par o nodo HA deseado.
Si la opcidn esta deshabilitada, la implementacion esta actualizando la informacion de
almacenamiento.

Seleccione Editar almacenamiento en la pagina Editar almacenamiento de nodos.

Anule la seleccion de los discos que se van a separar del nodo, introduzca las credenciales de
administrador de ONTAP y seleccione Editar almacenamiento para aplicar los cambios.

Seleccione Si para confirmar la advertencia en la ventana emergente.

Seleccione la pestafa Events para que el cluster supervise y confirme la operacion de desconexion.

Es posible quitar el disco fisico del host si ya no se necesita.

KVM mediante la CLI
Después de identificar el disco, siga los pasos que se indican a continuacion.

Pasos

1.

Desconecte el disco de la maquina virtual:

a. Vuelque la configuracion.

virsh dumpxml VMNAME > /PATH/disk.xml

b. Edite el archivo y elimine todo, excepto el disco que se va a desvincular de la maquina virtual.

La direccion de destino del disco debe corresponder al campo vmdisk-target-address de ONTAP.
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<disk type='block' device='lun'>

<driver name='gemu' type='raw' cache='directsync'/>

<source dev='/dev/disk/by-id/ata-
Micron 5100 MTFDDAK960TCC 171616D35277'/>

<backingStore/>

<target dev='sde' bus='scsi'/>

<alias name='scsi0-0-0-4"'/>

<address type='drive' controller='0' bus='0' target='0' unit='4"'/>
</disk>

a. Desconecte el disco.

virsh detach-disk --persistent /PATH/disk.xml

2. Sustituya el disco fisico:
Puede usar una utilidad como 1ledctl locate= para localizar el disco fisico, si es necesario.

a. Quite el disco del host.
b. Seleccione un disco nuevo e instalelo en el host si es necesario.

3. Edite el archivo de configuracion de disco original y agregue el nuevo disco.

Debe actualizar la ruta del disco y cualquier otra informacion de configuracidén segun sea necesario.

<disk type='block' device='lun'>

<driver name='gemu' type='raw' cache='directsync'/>

<source dev='/dev/disk/by-id/ata-
Micron 5100 MTFDDAK960TCC 171616D35277'/>

<backingStore/>

<target dev='sde' bus='scsi'/>

<alias name='scsi0-0-0-4"'/>

<address type='drive' controller='0' bus='0' target='0' unit='4'/>
</disk>

ESXi
Pasos
1. Inicie sesion en la interfaz de usuario web de implementacién mediante la cuenta de administrador.

2. Seleccione la pestafia Clusters y seleccione el cluster correspondiente.



@ Node Details

> HAPairl

L]

[ =

Il Mode1l sti-n@540-345a — B73TB 4 # Host1 sti-r2540-345 — (Small {4 CPU, 16 GB Memory})
'”.l Node2 sti-n2540-336a — B.73TB - # Host2 sti-2540-346 — (Small (4 CPU, 16 GB Memory))

3. Seleccione + para expandir la vista de almacenamiento.

Fdit Node Starage

Mode | st-r2LA0-315a (Capacity: 135 GH, Licensed L0 1H) |:| welectLicense
@ storage Disks Details Edil #
Data Disks for sti-ncibav-34sa ONTAP Name Device Name Device Type Adapter Capacity used by
NFT 1.1 LS00 SERCA0N 04d =5D wiTihibad 475 GR sl T2 540 3450 L.
NEI-122 Naa.LYulissscIVbadfib Sal wmhbad BYA.LL GB SU-RELAU-310a=>"...
NLCT-1.3 Naa.So0z538c40b4e0az SSD wvmhbad 89425 G0 St-r¥2540-345a3=>"_ .
NFT 1.4 1 5002528040 40040 |8 wirihibsad R4 D25 GR sli T 2540 2450 '
MET-1.3 naa.s002538cA0b4e041 55D wmhlkad 891.25 GB sti-3@540-315a=="...
NLI-1.6 naa. bulzsidcalbadfsa LSS0 wvmhbad Ha4 25 G St-resal-145a=>"_
NIT-1.7 naa.sSNN53Ac4Anhadfsa 50 wmhhad A94.25 G0 afl-re?540-345a==". .
MNET 1.8 naa.5002528c40b4d 140 85D wirihibiad 804.25 GB sli rx2540 3450 ...
NEI-1.9 Naa.LuuiLs8dciUbielse -k wvmhbad BY1.LL BB SU-IHELAU-310a=>"...
MNLCT-1.10 nNaa.S002538c40b4e046 SSD wvmhbad 89425 CD St-rx2540-345a==>"___
4. Seleccione Editar para realizar cambios en los discos adjuntos y desmarque la unidad fallida.
Node sti-rx2540-345a (Capacity: 135 GB, Licensed 50 TB) v Select License
© storage Disks Details
Select Disks for sti-nx2540-345a ONTAP Na... Device Name Device Type Adapter  Capacity Used by
~
NET-1.1 N3a.5002538c40b4e044 SSD vmhbad  89425GB  sti-x2540-345a=...
NET-1.2 N3a.5002538c40b4dfab SSD vmhbad  89425GB  sti-7x2540-345a=...
NET-1.3 naa.5002538c40b4e042 SSD vmhbad  89425GB  sti-2540-345a=...
NET-1.4 naa.5002538¢c40b4e049 SSD vmhbad  89425GB  sti-x2540-345a=...
NET-1.5 n2a.5002538c40b4e041 SSD vmhbad  89425GB  sti-n2540-345a=...
NET-1.6 N3a.5002538c40b4df54 SSD vmhbad  89425GB  sti-nx2540-345a=...
NET-1.7 N33.5002538c40b4df53 SSD vmhbad  89425GB  sti-x2540-345a=...
B neT1s naa.5002538c40b4dfda SsD vmhbad  89425GB  sti-n@540-345a=...
M neTo naa.5002538¢40b4e03e sSD vmhbad ~ 89425GB  sti-n2540-345a=... ¥

Selerted Canacitv: 7.86 TR (9710 disks)
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5. Proporcione las credenciales del cluster y seleccione Editar almacenamiento.

Selected Capacity: 8.73 TB (10/10 disks)

© ONTAP Credentials

Cluster Username admin Cluster Password seeseeee

Cancel Edit Storage

6. Confirme la operacion.

Selecting a disk will result in loss of existing data from the disk and deselecting a disk will detach it from the
node. Do you want to continue?

Anada la unidad de repuesto nueva

Después de quitar la unidad con error, agregue el disco de repuesto.
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KVM mediante Deploy
Asociar un disco mediante Deploy

Es posible conectar un disco a un host KVM como parte de reemplazar un disco o afiadir mas capacidad
de almacenamiento.

Antes de empezar
Debe tener las credenciales de cuenta de administrador de ONTAP Select y ONTAP Select implementar.

El nuevo disco se debe instalar fisicamente en el host KVM Linux.

Pasos

1. Inicie sesion en la interfaz de usuario web de la utilidad de implementacién mediante la cuenta de
administrador.

2. Seleccione la pestafia Clusters en la parte superior de la pagina y seleccione el cluster deseado de
la lista.

3. Seleccione + junto al par o nodo HA deseado.
Si la opcidn esta deshabilitada, la implementacion esta actualizando la informacion de
almacenamiento.

4. Seleccione Editar almacenamiento en la pagina Editar almacenamiento de nodos.

5. Seleccione los discos que se van a conectar al nodo, introduzca las credenciales de administrador de
ONTAP y seleccione Editar almacenamiento para aplicar los cambios.

6. Seleccione la pestafia Eventos para supervisar y confirmar la operacion de adjuntar.

7. Examine la configuracion de almacenamiento del nodo para confirmar que el disco esta conectado.

KVM mediante la CLI
Después de identificar y quitar la unidad con error, es posible adjuntar una unidad nueva.

Pasos
1. Conecte el nuevo disco a la maquina virtual.

virsh attach-disk --persistent /PATH/disk.xml

Resultados

El disco se asigna como reserva y esta disponible para ONTAP Select. El disco puede tardar un minuto o
mas en estar disponible.

Después de terminar

Debido a que la configuracion del nodo ha cambiado, debe realizar una operacion de actualizacion del
cluster con la utilidad de administracion Deploy.

ESXi
Pasos

1. Inicie sesion en la interfaz de usuario web de implementacién mediante la cuenta de administrador.

2. Seleccione la pestafia Clusters y seleccione el cluster correspondiente.
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@ nNode Details

> HAPairl

M ==

MNodel sti-rx2540-345a — 8.73TB - #

I'” — |”'| Node2 sti-rx2540-346a — B.73TB - #

Host1 sti-r2540-345 — (Small (4 CPU, 16 GB Memory})

Host2 sti-2540-346 — (Small (4 CPU, 16 GB Memory))

3. Seleccione + para expandir la vista de almacenamiento.

Edit Node Storage

MNode

@@ storage Disks Details

Data Disks for sti-rx2540-3245a ONTAP Na

Device Name

MNET-1.1

HNET-1.2

MNET-1.3

MNET-1.4

MET-1.5

MNET-1.6

HNET-1.7

MNET-1.8

MNET-1.9

MNET-1.10

Naa.5002538cafbae0as

nNaa.5002538catbadfab

Nnaa. 5002538c40bae042

naa 5002538c40b4e049

naa.S002538catbieal

nNaa.5002538catbadfsa

Naa.5002538catbadfs3

naa.S002538ca0badiaa

Maa.5002538c40b4e03e

Naa.5002538c10bae046

=ti-rx2540-345a (Capacity: 135 GB, Licensed 50 TB) -

Select License

Device Type Adapter
550 vmhbad
55D vmhbad
S50 vmhbad
S5D vmhbad
550 vmhbad
55D wvmhbad
55D vmhbad
SsSp vmhbad
S5D vmhbad
55D vmhbad

Capacity

894.25 GB
B894.25 GB
B894.25 GB
BR4.25 GB
894,25 GB
B894.25 GB
B894.25 GB
894.25 GB
204,25 GB

894,25 GB

4. Seleccione Editar y confirme que la nueva unidad esta disponible y seleccidnela.

Select License

Mode = sti-re2540-345a (Capacity: 135 GB, Licensed 50 TB) IV
© storage Disks Details
Select Disks for sti-rx2540-345a ONTAP Na... Device Name Device Type  Adapter
Naa.5002538c40b4e049 S50 vmhbad
NET-1.1 naa.5002538c40b4e044 SSD vmhbad
NET-1.2 naa.5002538c40b4df4b SSD vmhbad
NET-1.3 naa.5002538c40b4e042 SSD vmhbad
MNET-1.5 naa.5002538c40bde0d1 S50 vmhbad
NET-1.6 naa.5002538c40b4dfs4 SSD vmhbad
NET-1.7 naa.5002538c40badfs3 55D vmhbad
NET-1.8 naa.5002538c40b4df4a 55D vmhbad
/| NET-1.9 naa.5002538c40bdel3e 55D vmhbad

Capacity

89425 GB

89425 GB

89425 GB

89425 GB

89425 GB

89425 GB

89425 GB

89425 GB

89425 GB

5. Proporcione las credenciales del cluster y seleccione Editar almacenamiento.

Edit

Used by

s5ti-rx2540-345a==". ..
sti-rx2540-345a=>"...
Sti-rx2540-345a=>"...
sti-rx2540-345am=",
sti-rk2540-345a=>"..,
stl-r2540-345a3=>", ..
sti-rx2540-345a=>"...
Sti-r2540-345a=>" .
Sti-rx2540-345a0-"

sti-m2540-345a==", .,

Used by

sti-x2540-345a-...

sti-x2540-345a-...

sti-x2540-345a-...

sti-x2540-345a-...

sti-x2540-345a-...

sti-x2540-345a-. ..

sti-x2540-345a-. ..

sti-x2540-345a=... ¥



Selected Capacity: 8.73 TB (10/10 disks)
© ONTAP Credentials

Cluster Username admin Cluster Password seeseeee

Cancel Edit Storage

6. Confirme la operacion.

4L Warning

Selecting a disk will result in loss of existing data from the disk and deselecting a disk will detach it from the
node. Do you want to continue?

Actualice el nodo ONTAP Select a VMFS6 mediante Storage vMotion

VMware no admite una actualizacion in situ de VMFS 5 a VMFS 6. Puede utilizar Storage
vMotion para realizar la transicién de un almacén de datos VMFS 5 a un almacén de
datos VMFS 6 para un nodo de ONTAP Select existente.

Para maquinas virtuales de ONTAP Select, Storage vMotion se puede utilizar para clusteres de un unico nodo
y de varios nodos. Se puede utilizar Unicamente para migraciones de almacenamiento y de computacion y
almacenamiento.
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1 Deploy 2261 1P 10.193.85.71 - Migiate ?

B

% 1 Select the migration type Select the migration type

Change he vitluAl rmAchines” compole rtesounece storAge, o boldh
2 Xoloct a compute regsource

3 Seleclsiorage (_) Change compute resource only

R e R Migrate the virtual machines to another Nost or cluster.

5 Select vMotion priority
i) Change storage only

G Heady to complets Migrale the virlual rmachines” slorage o g cormpalible dalaslore or dalaslore clusler.

=) Change both compute resource and storage
Migrale the virlual machines lo 8 speciiic bosl o clusler and lhein slorsyge o g speciic dalaslores o dalaslone clusler,

(=) 3elect compute resource first

 J Secloct storage nrst

Naxt Cancel

Antes de empezar

Asegurese de que el host nuevo pueda admitir el nodo ONTAP Select. Por ejemplo, si se utilizan una
controladora RAID y un almacenamiento DAS en el host original, debe haber una configuracion similar en el
nuevo host.

@ Si el equipo virtual de ONTAP Select se vuelve a alojar en un entorno inadecuado, se pueden
producir problemas de rendimiento graves.

Pasos

1. Apague la maquina virtual de ONTAP Select.

Si el nodo forma parte de un par de alta disponibilidad, realice primero una conmutacion al nodo de
respaldo del almacenamiento.

2. Borre la opcion Unidad de CD/DVD.

Este paso no aplica si instald6 ONTAP Select sin usar ONTAP Deploy.
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41 admin-1 - Edit Settings 2 »

| Vifual Hardware | VM Options | SDRS Rules ‘ vApp Options ]

» [ CPU - © 2}
» @R Memory - =
» &= Hard disk 1 9.9091796875 E{ | cB [~]
» (3 Hard disk 2 120 < (e8 |+]
Other disks Manage other disks

» SCSlcontroller 0 LSI Logic SAS
» (8, SCSicontroller 1 LSI Logic SAS
> SCSlcontroller2 LSl Logic SAS
» &8, SCSlcontroller3 LSl Logic SAS

> Network adapter 1 | -OS-mgmt-vian-Sg3 (DS1) ‘- | ™ Connected
> Network adapter 2 | 0S-mgmt-vlan-653 (DS 1) | v ¥ connected
» Network adapter 3 | OS-mgmt-vian-653 (DS1) | v| & Connected
» @ CDIDVD drive 1 | Datastore ISO File | v | [J Connected
» [= Floppy drive 1 [ Client Device B

» [ video card f - tt -

» 4k VMCI device
o Dthar Diosicoc

New device: [ —— Select

‘v|

Compatibility: ESXi 5.5 and later (VM version 10) OK Cancel

3. Una vez completada la operacién Storage vMotion, encienda la maquina virtual ONTAP Select.
Si este nodo forma parte de un par de alta disponibilidad, puede realizar una devolucién manual.

4. Realice una cluster refresh Funcionamiento con la utilidad Deploy y confirmar que se ha realizado
correctamente.

5. Realice una copia de seguridad de la base de datos de la utilidad Deploy.

Después de terminar

Cuando se completa la operacion Storage vMotion, se debe utilizar la utilidad de implementacion para ejecutar
un cluster refresh funcionamiento. La cluster refresh Actualiza la base de datos de implementacion
de ONTAP con la nueva ubicacion del nodo ONTAP Select.

Gestionar licencias de ONTAP Select

Existen varias tareas relacionadas que se pueden realizar como parte de la
administracion de las licencias de ONTAP Select.
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Gestione las licencias del nivel de capacidad

Se pueden afadir, editar y eliminar licencias de nivel de capacidad de ONTAP Select segun sea necesario.

Pasos

1.

o o kc w0 BN

Inicie sesion en la utilidad de implementacion a través de la interfaz web mediante la cuenta de
administrador.

Seleccione la pestafia Administration en la parte superior de la pagina.

Selecciona Licencias y selecciona Nivel de capacidad.

Opcionalmente seleccione Filtro y para limitar las licencias mostradas.

Para reemplazar una licencia existente, seleccione una licencia, seleccione :y seleccione Actualizar.

Para agregar una nueva licencia, seleccione Agregar en la parte superior de la pagina y, a continuacion,
seleccione Cargar licencia(s) y seleccione un archivo de licencia de su estacion de trabajo local.

Gestione las licencias del pool de capacidad

Es posible anadir, editar y eliminar licencias de ONTAP Select Capacity Pool segun sea necesario.

Pasos

1.

o o~ W DN

Inicie sesion en la utilidad de implementacion a través de la interfaz web mediante la cuenta de
administrador.

. Seleccione la pestafia Administration en la parte superior de la pagina.

. Selecciona Licencias y selecciona Grupos de capacidad.

. Opcionalmente, seleccione Filtro y para limitar las licencias mostradas.

. Opcionalmente, seleccione una licencia y seleccione : para gestionar una licencia existente.

. Agregar una nueva licencia o renovar una existente:

Anadir una licencia nueva
Para agregar una nueva licencia, seleccione Agregar en la parte superior de la pagina.

Renovar la licencia existente

Para renovar una licencia existente:

a. Seleccione : una licencia existente.
b. Selecciona Cargar licencia(s).

¢. Seleccione un archivo de licencia de su estacion de trabajo local.

7. Para ver una lista de los pools de capacidad:
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a. Selecciona Resumen.

b. Seleccione y expanda un pool para ver los clusteres y los nodos, donde puede arrendar
almacenamiento desde el pool.

c. Consulte el estado actual de la licencia en Informacion de licencia.

d. Puede cambiar la duracion de los arrendamientos emitidos para el pool bajo vencimiento del
arrendamiento.



8. Para ver una lista de los clusteres:
a. Seleccione Detalles.

b. Seleccione y expanda el cluster para ver aprovechamiento del almacenamiento.

Vuelva a instalar una licencia de Capacity Pool

Todas las licencias activas de Capacity Pool se bloquean en una instancia especifica del Administrador de
licencias, que se incluye en una instancia de la utilidad de administracion de Desplegar. Si utiliza una licencia
Capacity Pool y luego restaura o recupera la instancia de implementacion, la licencia original ya no es valida.
Debe generar un nuevo archivo de licencia de capacidad y, a continuacion, instalar la licencia en la nueva
instancia de implementacion.

Antes de empezar

» Determinar todas las licencias de pool de capacidad utilizadas por la instancia de puesta en marcha
original.

« Si restaura un backup como parte de la creacion de la nueva instancia de implementacion, determine si el
backup esta actualizado y actualizado.

* Busque los nodos de ONTAP Select que se crearon mas recientemente con la instancia de
implementacion original (solo si un backup actualizado de la instancia de implementacion original no se
restaura a la nueva instancia de implementacion).

* Restaure o vuelva a crear la instancia de implementacion

Acerca de esta tarea

En lineas generales, esta tarea esta compuesta por tres partes. Debe volver a generar e instalar todas las
licencias de Capacity Pool que utiliza la instancia de puesta en marcha. Una vez reinstaladas todas las
licencias en la nueva instancia de despliegue, puede restablecer el numero de secuencia de serie si es
necesario. Por ultimo, si la direccion IP de puesta en marcha ha cambiado, debe actualizar todos los nodos
ONTAP Select que utilicen una licencia de pools de capacidad.

Pasos

1. Pongase en contacto con el servicio de soporte de NetApp y disponga de todas las licencias Capacity Pool
de la instancia de implementacion original sin asignar y sin registrar.

2. Adquiera y descargue un nuevo archivo de licencia para cada una de las licencias de Capacity Pool.
Consulte "Adquiera una licencia de Capacity Pool" para obtener mas informacion.

3. Instale las licencias del pool de capacidad en la nueva instancia de puesta en marcha:

a. Inicie sesion en la interfaz de usuario web de la utilidad de implementacion mediante la cuenta de
administrador.

b. Seleccione la pestaiia Administration en la parte superior de la pagina.
c. Seleccione Licencias y luego seleccione Pool de capacidad.
d. Seleccione Agregar y luego Cargar Licencia(s) para seleccionar y cargar las licencias.

4. Si cred la nueva instancia de implementacion sin restaurar una copia de seguridad o utilizé una copia de
seguridad que no estaba actualizada y no estaba actualizada, debe actualizar el numero de secuencia de
serie:

a. Inicie sesion en la interfaz de linea de comandos de la utilidad de implementacion mediante la cuenta
de administrador.
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https://docs.netapp.com/es-es/ontap-select/task_lic_acquire_cp.html

b. Muestra el numero de serie de un nodo creado recientemente por la instancia de implementacion
original:

node show -cluster—-name CLUSTER NAME -name NODE NAME -detailed
c. Extraiga los ultimos ocho digitos del nimero de serie del nodo de veinte digitos para obtener el ultimo
numero de secuencia de serie utilizado por la instancia de despliegue original.

d. Adada 20 al numero de secuencia de serie para crear el nuevo numero de secuencia de serie.

e. Establezca el numero de secuencia de serie para la nueva instancia de despliegue:
license-manager modify -serial-sequence SEQ NUMBER

5. Si la direccion IP asignada a la nueva instancia de implementacion es diferente de la direccion IP de la
instancia de implementacion original, debe actualizar la direccion IP en cada nodo de ONTAP Select que
utilice una licencia de pools de capacidad:

a. Inicie sesion en la interfaz de linea de comandos de ONTAP del nodo ONTAP Select.

b. Entre en el modo de privilegio avanzado:
set adv
c. Mostrar la configuracion actual:
system license license-manager show
d. Establezca la direccion IP del Gestor de licencias (despliegue) que utiliza el nodo:

system license license-manager modify -host NEW IP ADDRESS

Convertir una licencia de evaluacion en una licencia de produccioén

Puede actualizar un cluster de evaluacién de ONTAP Select para usar una licencia de nivel de capacidad de
produccion con la utilidad de administracion Deploy.

Antes de empezar

« Cada nodo debe tener suficiente almacenamiento asignado para admitir el minimo requerido para una
licencia de produccion.

» Debe tener licencias de nivel de capacidad para cada nodo del cluster de evaluacion.

Acerca de esta tarea

La realizacion de una modificacion de la licencia de cluster para un cluster de un solo nodo es disruptiva. Sin
embargo, este no es el caso con un cluster de varios nodos, ya que el proceso de conversion reinicia cada
nodo de uno en uno para aplicar la licencia.

Pasos

1. Inicie sesion en la interfaz de usuario web de la utilidad de implementacién mediante la cuenta de
administrador.

2. Seleccione la pestafia Clusters en la parte superior de la pagina y seleccione el cluster deseado.

3. En la parte superior de la pagina de detalles del cluster, seleccione Haga clic aqui para modificar la
licencia del cluster.
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También puede seleccionar Modificar junto a la licencia de evaluacion en la seccion Detalles del cluster.

4. Seleccione una licencia de produccion disponible para cada nodo o cargue licencias adicionales segun
sea necesario.

5. Proporcione las credenciales de ONTAP y seleccione Modificar.

La actualizacion de licencia para el cluster puede tardar varios minutos. Permita que el proceso se
complete antes de salir de la pagina o realizar otros cambios.

Después de terminar

Los numeros de serie de los nodos de veinte digitos asignados originalmente a cada nodo para la
implementacion de evaluacion se sustituyen por los numeros de serie de nueve digitos de las licencias de
produccion utilizadas para la actualizacién.

Gestione una licencia Capacity Pool caducada

Por lo general, cuando expira una licencia, nada sucede. Sin embargo, no puede instalar una licencia diferente
porque los nodos estan asociados con la licencia caducada. Hasta que renueve la licencia, debe no hacer
cualquier cosa que desconecte el agregado, como una operacién de reinicio o conmutacion por error. La
accion recomendada es acelerar la renovacion de la licencia.

Para obtener mas informacién sobre ONTAP Select y la renovacion de licencia, consulte la seccion Licencias,
instalacion, actualizaciones y revertir en la "PREGUNTAS FRECUENTES".

Gestionar licencias complementarias

En el caso del producto ONTAP Select, las licencias complementarias se aplican directamente en ONTAP y no
se gestionan a través de la puesta en marcha de ONTAP Select. Consulte "Informacion general sobre
gestionar licencias (solo administradores de cluster)" y.. "Habilite nuevas funciones afiadiendo claves de
licencia" si quiere mas informacion.
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Informacién de copyright

Copyright © 2026 NetApp, Inc. Todos los derechos reservados. Imprimido en EE. UU. No se puede reproducir
este documento protegido por copyright ni parte del mismo de ninguna forma ni por ningin medio (grafico,
electrénico o mecanico, incluidas fotocopias, grabaciones o almacenamiento en un sistema de recuperacion
electrénico) sin la autorizacion previa y por escrito del propietario del copyright.

El software derivado del material de NetApp con copyright esta sujeto a la siguiente licencia y exencion de
responsabilidad:

ESTE SOFTWARE LO PROPORCIONA NETAPP «TAL CUAL» Y SIN NINGUNA GARANTIA EXPRESA O
IMPLICITA, INCLUYENDO, SIN LIMITAR, LAS GARANTIAS IMPLICITAS DE COMERCIALIZACION O
IDONEIDAD PARA UN FIN CONCRETO, CUYA RESPONSABILIDAD QUEDA EXIMIDA POR EL PRESENTE
DOCUMENTO. EN NINGUN CASO NETAPP SERA RESPONSABLE DE NINGUN DANO DIRECTO,
INDIRECTO, ESPECIAL, EJEMPLAR O RESULTANTE (INCLUYENDO, ENTRE OTROS, LA OBTENCION
DE BIENES O SERVICIOS SUSTITUTIVOS, PERDIDA DE USO, DE DATOS O DE BENEFICIOS, O
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NetApp se reserva el derecho de modificar cualquiera de los productos aqui descritos en cualquier momento y
sin aviso previo. NetApp no asume ningun tipo de responsabilidad que surja del uso de los productos aqui
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Es posible que el producto que se describe en este manual esté protegido por una o mas patentes de EE.
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LEYENDA DE DERECHOS LIMITADOS: el uso, la copia o la divulgacion por parte del gobierno estan sujetos
a las restricciones establecidas en el subparrafo (b)(3) de los derechos de datos técnicos y productos no
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Los datos aqui contenidos pertenecen a un producto comercial o servicio comercial (como se define en FAR
2.101) y son propiedad de NetApp, Inc. Todos los datos técnicos y el software informatico de NetApp que se
proporcionan en este Acuerdo tienen una naturaleza comercial y se han desarrollado exclusivamente con
fondos privados. El Gobierno de EE. UU. tiene una licencia limitada, irrevocable, no exclusiva, no transferible,
no sublicenciable y de alcance mundial para utilizar los Datos en relacion con el contrato del Gobierno de los
Estados Unidos bajo el cual se proporcionaron los Datos. Excepto que aqui se disponga lo contrario, los Datos
no se pueden utilizar, desvelar, reproducir, modificar, interpretar o mostrar sin la previa aprobacién por escrito
de NetApp, Inc. Los derechos de licencia del Gobierno de los Estados Unidos de América y su Departamento
de Defensa se limitan a los derechos identificados en la clausula 252.227-7015(b) de la seccién DFARS (FEB
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Informacién de la marca comercial
NETAPP, el logotipo de NETAPP y las marcas que constan en http://www.netapp.com/TM son marcas

comerciales de NetApp, Inc. El resto de nombres de empresa y de producto pueden ser marcas comerciales
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34


http://www.netapp.com/TM

	Administración : ONTAP Select
	Tabla de contenidos
	Administración
	Antes de empezar a administrar ONTAP Select
	Administrar ONTAP Select
	Ejecute una configuración de ONTAP adicional

	Actualice los nodos ONTAP Select
	Procedimiento general
	Revierte un nodo ONTAP Select
	Utilice el controlador de red VMXNet3

	Diagnóstico y asistencia de ONTAP Select
	Configure el sistema de despliegue
	Muestra los mensajes de eventos de despliegue de ONTAP Select
	Habilite AutoSupport
	Generar y descargar un paquete AutoSupport

	Proteja una puesta en marcha de ONTAP Select
	Cambie la contraseña del administrador de despliegue
	Agregue una cuenta de servidor de gestión
	Configure MFA
	ONTAP Select implementa el inicio de sesión MFA de la CLI mediante la autenticación PIV o FIDO2 de YubiKey
	Configure la clave pública en ONTAP Select Deploy
	Inicie sesión en la implementación de ONTAP Select mediante la autenticación PIV de YubiKey a través de SSH
	ONTAP Select Implemente el inicio de sesión MFA de la CLI mediante ssh-keygen

	Confirme la conectividad entre los nodos ONTAP Select
	Administrar los servicios de mediador de despliegue de ONTAP Select
	Ver el estado del servicio de mediador

	De clúster
	Administrar clústeres de ONTAP Select
	Expandir o contraer un clúster ONTAP Select en un host ESXi o KVM

	Nodos y hosts
	Acceda a la consola de vídeos de ONTAP Select
	Cambie el tamaño de los nodos del clúster de ONTAP Select
	Sustituir las unidades RAID de software que fallen para ONTAP Select
	Actualice el nodo ONTAP Select a VMFS6 mediante Storage vMotion

	Gestionar licencias de ONTAP Select
	Gestione las licencias del nivel de capacidad
	Gestione las licencias del pool de capacidad
	Vuelva a instalar una licencia de Capacity Pool
	Convertir una licencia de evaluación en una licencia de producción
	Gestione una licencia Capacity Pool caducada
	Gestionar licencias complementarias



