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Nodos y hosts

Actualice a VMware ESXi 8.0 o posterior para ONTAP Select

Si ejecuta ONTAP Select en VMware ESXi, puede actualizar el software de ESXi desde
una versidn anterior compatible a ESXi 8.0 o posterior. Antes de actualizar, debe
comprender el proceso y seleccionar el procedimiento de actualizacién adecuado.

Preparese para actualizar VMware ESXi.

Prepare y seleccione el procedimiento de actualizacion adecuado para su entorno antes de actualizar el
software ESXi en los hipervisores que alojan un cliuster ONTAP Select .

Pasos

1. Familiarizate con el proceso de actualizacion de VMware ESXi

La actualizacion del software ESXi es un proceso que VMware describe y admite. El proceso de
actualizacion del hipervisor forma parte del procedimiento de actualizacion mas grande cuando se utiliza
ONTAP Select. Consulte la documentacion de VMware para obtener mas informacion.

2. Seleccione un procedimiento de actualizacion

Hay varios procedimientos de actualizacion disponibles. Debe seleccionar el procedimiento
correspondiente segun los siguientes criterios:

o ONTAP Select tamafo de cluster
Se admiten clUsteres tanto de un solo nodo como de varios nodos.
o Uso de ONTAP Select Deploy

La actualizacion es posible tanto con como sin la utilidad Deploy.

Debe seleccionar un procedimiento de actualizacion que utilice la utilidad de
administracién de despliegue.

Realizar una actualizacion de ESXi mediante la utilidad de administracion Deploy es la opcidon mas
general y resistente. Sin embargo, puede haber casos en los que Deploy no esté disponible o no se
pueda utilizar. Por ejemplo, la actualizacién a ESXi 8.0 no es compatible con versiones anteriores de
ONTAP Select ni con la utilidad de administracion Deploy.

Si utiliza estas versiones anteriores e intenta realizar una actualizacion, la maquina virtual ONTAP Select
se puede dejar en un estado en el que no se puede arrancar. En este caso, debe seleccionar un
procedimiento de actualizacion que no utilice la puesta en marcha. Consulte "1172198" si quiere mas
informacion.

3. Actualizar la utilidad de administracion de Deploy

Antes de realizar un procedimiento de actualizacion utilizando la utilidad Deploy, es posible que deba
actualizar su instancia de Deploy. En general, deberia actualizar a la versién mas reciente de Deploy. La
utilidad Deploy debe ser compatible con la version de ONTAP Select que esté utilizando. Consulte
el'Notas de la version de ONTAP Select” Para obtener mas informacion.


https://mysupport.netapp.com/site/bugs-online/product/ONTAPSELECT/BURT/1172198
reference_release_notes.html

4. Una vez finalizado el proceso de actualizacion

Si selecciona un procedimiento de actualizaciéon que usa la utilidad de implementacion, debe realizar una
operacion de actualizacion de cluster mediante implementar una vez que todos los nodos se han
actualizado. Consulte actualizacién de la configuracion de cluster de puesta en marcha para obtener mas
informacion.

Actualice un cluster de un solo nodo mediante la puesta en marcha

Puede utilizar la utilidad de administracion de puesta en marcha como parte del procedimiento para actualizar
el hipervisor ESXi de VMware que aloja un cluster de un solo nodo de ONTAP Select.

Pasos
1. Inicie sesion en la CLI de la utilidad de implementacién mediante SSH con la cuenta de administrador.

2. Mueva el nodo al estado fuera de linea:

node stop --cluster-name <cluster name> --node-name <node name>

3. Actualice el host de hipervisor donde se ejecuta ONTAP Select a ESXi 8.0 o posterior mediante el
procedimiento proporcionado por VMware.

4. Pasar el nodo al estado en linea:

node start --cluster-name <cluster name> --node-name <node name>

5. Después de que el nodo llegue, compruebe que el estado del cluster sea bueno.

Ejemplo:

ESX-1N::> cluster show
Node Health Eligibility

Después de terminar
Debe realizar una operacién de actualizacion de cluster mediante la utilidad de administracion de despliegue.

Actualice un cluster de varios nodos mediante Deploy

Puede utilizar la utilidad de administracion de puesta en marcha como parte del procedimiento para actualizar
los hipervisores ESXi de VMware que alojan un cluster multinodo de ONTAP Select.

Acerca de esta tarea

Debe realizar este procedimiento de actualizacion para cada uno de los nodos del cluster, nodo a nodo. Si el
cluster contiene cuatro nodos o mas, debe actualizar los nodos en cada pareja de alta disponibilidad
secuencialmente antes de continuar a la siguiente pareja de alta disponibilidad.



Pasos
1. Inicie sesién en la CLI de la utilidad de implementacion mediante SSH con la cuenta de administrador.

2. Mueva el nodo al estado fuera de linea:

node stop --cluster-name <cluster name> --node-name <node name>

3. Actualice el host de hipervisor donde se ejecuta ONTAP Select a ESXi 8.0 o posterior mediante el
procedimiento proporcionado por VMware.

Consulte preparacion para actualizar VMware ESXi si desea obtener mas informacion.

4. Pasar el nodo al estado en linea:

node start --cluster-name <cluster name> --node-name <node name>

5. Después de que se produzca el nodo, compruebe que la conmutacién por error de almacenamiento esté
habilitada y que el cluster esté en buen estado.

Mostrar ejemplo

ESX-2N I2 N11N12::> storage failover show

Takeover

Node Partner Possible State Description

sdot-d200-011d sdot-d200-012d true Connected to sdot-d200-012d
sdot-d200-012d sdot-d200-011d true Connected to sdot-d200-011d
2 entries were displayed.

ESX-2N I2 N11N12::> cluster show

Node Health Eligibility

sdot-d200-011d true true

sdot-d200-012d true true

2 entries were displayed.

Después de terminar

Debe realizar el procedimiento de actualizacién de cada host que se utilice en el cluster de ONTAP Select.
Después de actualizar todos los hosts ESXi, es necesario ejecutar una operacion de actualizacion del cluster
mediante la utilidad de administracion Deploy.

Actualice un cluster de un solo nodo sin poner en marcha

Puede actualizar el hipervisor ESXi de VMware que aloja un cluster de un solo nodo de ONTAP Select sin
utilizar la utilidad de administracién de puesta en marcha.

Pasos



. Inicie sesién en la interfaz de linea de comandos de ONTAP y detenga el nodo.

Utilice VMware vSphere para confirmar que la maquina virtual de ONTAP Select esta apagada.

Actualice el host de hipervisor donde se ejecuta ONTAP Select a ESXi 8.0 o posterior mediante el
procedimiento proporcionado por VMware.

Consulte preparacion para actualizar VMware ESXi si desea obtener mas informacion.

. Con VMware vSphere, acceda a vCenter y realice lo siguiente:

a. Agregue una unidad de disquete a la maquina virtual ONTAP Select.
b. Encienda la maquina virtual de ONTAP Select.

c. Inicie sesion en la interfaz de linea de comandos de ONTAP mediante SSH con la cuenta de
administrador.

. Después de que el nodo llegue, compruebe que el estado del cluster sea bueno.

Ejemplo:

ESX-1IN::> cluster show
Node Health Eligibility

Después de terminar

Debe realizar una operacién de actualizacion de cluster mediante la utilidad de administracion de despliegue.

Actualice un cluster de varios nodos sin poner en marcha

Puede actualizar los hipervisores ESXi de VMware que alojan un cluster de varios nodos de ONTAP Select sin
utilizar la utilidad de administracion de la implementacion.

Acerca de esta tarea

Debe realizar este procedimiento de actualizacion para cada uno de los nodos del cluster, nodo a nodo. Si el
cluster contiene cuatro nodos o mas, debe actualizar los nodos en cada pareja de alta disponibilidad
secuencialmente antes de continuar a la siguiente pareja de alta disponibilidad.

Pasos

1.
2.
3.

Inicie sesion en la interfaz de linea de comandos de ONTAP y detenga el nodo.
Utilice VMware vSphere para confirmar que la maquina virtual de ONTAP Select esta apagada.

Actualice el host de hipervisor donde se ejecuta ONTAP Select a ESXi 8.0 o posterior mediante el
procedimiento proporcionado por VMware.

Con VMware vSphere, acceda a vCenter y realice lo siguiente:
a. Agregue una unidad de disquete a la maquina virtual ONTAP Select.
b. Encienda la maquina virtual de ONTAP Select.

c. Inicie sesién en la interfaz de linea de comandos de ONTAP mediante SSH con la cuenta de
administrador.

. Después de que se produzca el nodo, compruebe que la conmutacion por error de almacenamiento esté



habilitada y que el cluster esté en buen estado.

Mostrar ejemplo

ESX-2N I2 N11N12::> storage failover show
Takeover
Node Partner Possible State Description

sdot-d200-011d sdot-d200-012d true Connected to sdot-d200-012d
sdot-d200-012d sdot-d200-011d true Connected to sdot-d200-011d
2 entries were displayed.

ESX-2N I2 N11N12::> cluster show

Node Health Eligibility

sdot-d200-011d true true
sdot-d200-012d true true
2 entries were displayed.

Después de terminar
Debe realizar el procedimiento de actualizacién de cada host que se utilice en el cluster de ONTAP Select.

Modificar un servidor de gestion de host para el despliegue
de ONTAP Select

Puede utilizar el host modify Comando para modificar un servidor de gestién de host
con esta instancia de implementacién de ONTAP Select.

Sintaxis

host modify [-help] [-foreground] -name name -mgmt-server management server [-
username username]

Parametros necesarios

Parametro Descripcion

-name name La direccion IP o el FQDN del host que desea modificar.
-mgmt-server La direccion IP o el FQDN del servidor de gestiéon de host que se
management server establecera en el host. Especifique "-" (guion) para anular la definiciéon

del servidor de gestion del host. Las credenciales de este servidor de
administracion deben anadirse antes de registrar este host mediante
credential add comando.



Parametros opcionales

Parametro

-help

-foreground

—username username

Descripcion

Muestra el mensaje de ayuda.

Este parametro controla el comportamiento de los comandos de
ejecucion prolongada. Si esta opcion esta establecida, el comando se
ejecutara en primer plano y los mensajes de evento relacionados con
la operacidn se mostraran a medida que aparezcan.

El nombre de usuario que tiene acceso a este host. Esto solo es
necesario si el host no esta gestionado por un servidor de gestion (es
decir, un host ESXi gestionado por un vCenter).
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