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Complete la expansion

Después de unir ambos nodos al cluster, debe terminar de configurar los nodos recién
agregados mediante la configuracién de AutoSupport y la finalizacion de la red del SP. A
continuacién, debe validar el cluster ampliado y generar un mensaje de AutoSupport
para completar la ampliacion. Si el cluster utiliza SAN, debe actualizar las rutas de LUN.

Configure los detalles del nodo en System Manager

Puede usar System Manager para configurar los ajustes del LIF de gestion de nodos y
de Service Processor para los nodos recién afiadidos.

Antes de empezar
» El numero de puertos debe estar suficiente en el espacio IP predeterminado para la creacion de la LIF.

» Todos los puertos deben estar activos y en funcionamiento.

Pasos
1. Configurar gestion de nodos:

a. Introduzca la direccion IP en el campo Direccion IP.
b. Seleccione el puerto para la administracion de nodos en el campo Puerto.
c. Introduzca los detalles de la mascara de red y la puerta de enlace.

2. Configure los ajustes de Service Processor:

a. Active la casilla de verificacion Anular valores predeterminados para anular los valores
predeterminados.

b. Introduzca los detalles de la direccién IP, la mascara de red y la puerta de enlace.
3. Haga clic en Enviar y continuar para completar la configuracion de red de los nodos.

4. Compruebe los detalles de los nodos en la pagina Resumen.

Qué hacer a continuacion

« Si el cluster esta protegido, debe crear el numero necesario de LIF de interconexion de clusteres en los
nodos recién afiadidos para evitar que la relacion de paridad sea parcial y una proteccién que no sea
adecuada.

« Si existen protocolos DE datos SAN habilitados en su cluster, deberia crear el nimero necesario de LIF
DE datos DE SAN para servir datos.

Configure AutoSupport en los nodos nuevos
Después de afadir nodos a un cluster, debe configurar AutoSupport en los nodos.

Antes de empezar
AutoSupport debe configurarse en los nodos existentes del cluster.

Acerca de esta tarea
Debe realizar este procedimiento en los dos nodos.



Pasos

1. Consulte la configuracion de la AutoSupport mediante system node autosupport show con el -node
parametro establecido en uno de los nodos del cluster original.

clusterl::> system node autosupport show -node clusterl-1
Node: clusterl-1
State: enable
SMTP Mail Hosts: smtp.example.com

2. En uno de los nodos recién afiadidos, configure AutoSupport de la misma manera que se configure en los
nodos existentes mediante el uso del system node autosupport modify comando.

clusterl::> system node autosupport modify -node clusterl-3 -state
enable -mail-hosts smtp.example.com -from alerts@node3.example.com -to
supportl@example.com -support enable -transport https -noteto
pdal@example.com -retry-interval 23m

3. Repita el paso anterior con el otro nodo que acaba de agregar.

Configure la red de Service Processor

Después de expandir un cluster, debe configurar la red de Service Processor (SP) en los
nodos nuevos. Si el SP utiliza una configuracién de red manual, debe configurar las
direcciones IP para el SP en los nodos nuevos. Si el SP utiliza la configuracién de red
automatica, debe identificar las direcciones IP que se han seleccionado.

Pasos

1. Si el cluster SP utiliza la configuracién de red manual, configure las direcciones IP en ambos nodos de la
red de SP mediante el system service-processor network modify comando.

Los siguientes comandos configuran la red de SP en cluster1-3 y cluster1-4 nodos:

clusterl::> system service-processor network modify -node clusterl-3
-address—-family IPv4 -enable true -ip-address 192.168.123.98-netmask
255.255.255.0 —-gateway 192.168.123.1

clusterl::> system service-processor network modify -node clusterl-4
-address—-family IPv4 -enable true -ip-address 192.168.123.99 -netmask
255.255.255.0 —-gateway 192.168.123.1

2. Compruebe que la red de SP esté configurada correctamente en los dos nodos nuevos mediante el
system service-processor network show comando para cada nodo



El estado debe ser succeeded. Se requiere verificacidon en todas las situaciones. Aunque la red del SP se
configuré automaticamente, debe comprobar que se ha configurado correctamente y debe determinar qué

direcciones IP se han asignado.

El siguiente resultado indica que los nodos cluster1-3 y cluster1-4 tienen correctamente la configuracion

de red de SP:

clusterl::> system service-processor network show -node clusterl-3

clusterl-3 online

Network Mask
Prefix Length

Address
Family

DHCP:
MAC Address:
Network Gateway:
(IPv4 only):
(IPv6 only) :
IPv6 RA Enabled:
Subnet Name:
SP Network Setup Status:

Link State IP Address
up 192.168.123.98
none

00:a20:98:43:al:1e
10.60.172.1
255.255.255.0

succeeded

clusterl::> system service-processor network show -node clusterl-4

Status

clusterl-4 online

Network Mask
Prefix Length

Address
Family

DHCP:
MAC Address:
Network Gateway:
(IPv4 only):
(IPv6 only) :
IPv6 RA Enabled:
Subnet Name:
SP Network Setup Status:

Link State IP Address
up 192.168.123.99
none

00:a20:98:43:al:1e
10.60.172.1
255.255.255.0

succeeded

3. Si el sitio normalmente tiene entradas DNS para la red del SP, compruebe que las entradas de DNS se

hayan creado para los nodos nuevos.



Valide la configuraciéon del cluster ampliado

Después de expandir el cluster, debe validar la configuracion ejecutando Config Advisor
y utilizando algunos comandos que verifiquen el estado del cluster y los anillos de
replicacion del cluster.

Pasos

1. Compruebe el estado de la configuracion ejecutando Config Advisor:

a. Inicie Config Advisor y, a continuacion, haga clic en recopilar datos.
Config Advisor muestra los problemas encontrados.

b. Si se detectan problemas, corrijalos y vuelva a ejecutar la herramienta.

2. Asegurese de que todos los nodos del clister se encuentren en estado correcto mediante el cluster
show comando.

cluster-1::> cluster show

Node Health Eligibility
clusterl-1 true true
clusterl-2 true true
clusterl-3 true true
clusterl-4 true true

4 entries were displayed.

3. Asegurese de que los anillos de replicaciéon de cluster tengan los mismos numeros de transaccion de
época, epoca de base de datos y base de datos en todos los nodos del cluster:

La forma mas sencilla de comparar los nimeros de transaccion es verlos para un nombre de unidad a la
vez.

a. Configure el nivel de privilegio en Advanced mediante el set -privilege advanced comando.

b. Consulte la informacion de anillo del cluster sobre el nombre de la primera unidad mediante cluster
ring show con el —unitname mgmt Y verifique que todos los nodos tengan el mismo numero en las
columnas Epoch, DB Epoch y DB Trnxs.



cluster-1::*> cluster ring show -unitname mgmt
Node UnitName Epoch DB Epoch DB Trnxs Master Online

clusterl-1
mgmt 2 2 959 clusterl-1
master
clusterl-2
mgmt 2 2 959 clusterl-2
secondary
clusterl-3
mgmt 2 2 959 clusterl-3
master
clusterl-4
mgmt 2 2 959 clusterl-3
secondary
4 entries were displayed.

C. Repita el comando con el —unitname v1db parametro.

d. Repita el comando con el —unitname vifmgr parametro.
€. Repita el comando con el —unitname bcomd parametro.
f. Repita el comando con el —unitname crs parametro.

g. Devuelva el nivel de privilegio a admin mediante el set -privilege admin comando.

Genere un mensaje de AutoSupport acerca de como
completar la expansion

Después de expandir un cluster, debe enviar un mensaje de AutoSupport para indicar
que el proceso de ampliacion esta completo. Este mensaje se comunica al personal de
soporte interno y externo que la ampliacion se ha completado y actua como Marca de
tiempo para la solucion de problemas que se pueda necesitar mas adelante.

Antes de empezar
Se debe configurar AutoSupport.

Pasos

1. Para cada nodo del cluster, envie un mensaje de AutoSupport mediante el system node autosupport
invoke comando.

Debe emitir el mensaje una vez para cada nodo del cluster, incluidos los nodos recién afadidos.

Si afadio dos nodos a un cluster de dos nodos, debe enviar el mensaje cuatro veces.



clusterl::> system node autosupport invoke -node * -message "cluster

expansion complete" -type all
The AutoSupport was successfully invoked on node "clusterl-1". To view
the status

of the AutoSupport, use the "system node autosupport history show"
command.

Note: It may take several minutes for the AutoSupport to appear in the
history list.

The AutoSupport was successfully invoked on node "clusterl-2". To view
the status

of the AutoSupport, use the "system node autosupport history show"
command.

Note: It may take several minutes for the AutoSupport to appear in the
history list.

The AutoSupport was successfully invoked on node "clusterl-3". To view
the status

of the AutoSupport, use the "system node autosupport history show"
command.

Note: It may take several minutes for the AutoSupport to appear in the
history list.

The AutoSupport was successfully invoked on node "clusterl-4". To view
the status

of the AutoSupport, use the "system node autosupport history show"
command.

Note: It may take several minutes for the AutoSupport to appear in the
history list.

4 entries were acted on.

Actualice las rutas de LUN para los nodos nuevos

Si su cluster esta configurado para SAN, debe crear LIF SAN en los nodos recién
afiadidos y, a continuacién, actualizar las rutas.

Acerca de esta tarea

Este procedimiento solo es necesario si el cluster contiene LUN. Si el cluster solo contiene archivos, puede
omitir este procedimiento.

Pasos

1. Para cada maquina virtual de almacenamiento (SVM) del cluster, cree nuevos LIF en los nodos recién

agregados:

a. Identifique las SVM que utilizan protocolos FC o0 iSCSI mediante el vserver showconel -fields
allowed-protocols parametro y revisién de la salida.



clusterl::> vserver show -fields allowed-protocols
vserver allowed-protocols

vsl cifs,ndmp
vs2 fcp
vs3 iscsi

b. Para cada SVM que usa FC 0 iSCSI, cree al menos dos LIF de datos en cada uno de los nodos recién
agregados mediante el uso del network interface createconel-role data parametro.

clusterl::> network interface create -vserver vsl -1if 1if5 -role
data

-data-protocol iscsi -home-node clusterl-3 -home-port e0b
—address 192.168.2.72 -netmask 255.255.255.0

C. Para cada SVM, compruebe que tiene LIF en todos los nodos del cluster mediante el network
interface show con el -vserver parametro.

2. Actualizar conjuntos de puertos:
a. Determine si existen conjuntos de puertos mediante el lun portset show comando.

b. Si desea que las nuevas LIF sean visibles para los hosts existentes, afiada cada nueva LIF a los
conjuntos de puertos mediante el 1un portset add Comando: Una vez para cada LIF.

3. Si utiliza FC o FCoE, actualice la division en zonas:

a. Compruebe que la divisién en zonas esté configurada correctamente para habilitar los puertos de
iniciador existentes en el host para que se conecten a los nuevos puertos de destino en los nuevos
nodos.

b. Actualice la divisidon en zonas de switches para conectar los nodos nuevos a iniciadores existentes.
La configuracion de la division en zonas varia en funcion del conmutador que utilice.

C. Si planea mover LUN a los nodos nuevos, exponga las rutas nuevas a los hosts mediante el 1un
mapping add-reporting-nodes comando.

4. En todos los sistemas operativos host, vuelva a analizar para detectar las rutas recién afadidas.
5. Segun los sistemas operativos host, elimine las rutas obsoletas.

6. Afada o quite rutas a la configuracién de MPIO.
Informacién relacionada
"CONFIGURACION DE SAN"

"Administraciéon de SAN"


https://docs.netapp.com/us-en/ontap/san-config/index.html
https://docs.netapp.com/us-en/ontap/san-admin/index.html
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