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Configuracion de FC para Windows

Informacion general sobre la configuracion de FC para
Windows

Puede configurar rapidamente el servicio FC en una maquina virtual de almacenamiento
(SVM), aprovisionar un LUN y hacer que el LUN esté disponible mediante un HBA FC en
un equipo host de Windows con la interfaz clasica de System Manager de ONTAP
(ONTAP 9.7 y versiones anteriores).

Utilice este procedimiento para configurar el servicio FC en una SVM si:
« Utiliza switches y HBA de FC tradicionales.
Este procedimiento no cubre situaciones en las que:

* Tiene al menos dos puertos de destino FC disponibles en cada nodo del cluster.
FC y UTA2 integrados (también llamados CN2) los puertos, asi como algunos adaptadores, son
configurables. La configuracion de esos puertos se realiza en la CLI de ONTAP y no se incluye en este
procedimiento.

* No esta configurando el arranque SAN FC.
* No se utiliza Fibre Channel virtual (VFC) con invitados de Hyper-V o ESX.

Otras maneras de hacerlo en ONTAP

Para ejecutar estas tareas con... Consulte...

System Manager redisefiado (disponible con ONTAP  "Aprovisionar almacenamiento SAN para servidores
9.7 y versiones posteriores) de Windows"

La interfaz de linea de comandos (CLI) de ONTAP "Flujo de trabajo de configuracién de LUN con la CLI"

Recursos adicionales
* "Documentacién de NetApp: Utilidades de host"

Flujo de trabajo de configuracion de FC

Cuando hace que el almacenamiento esté disponible para un host mediante FC, debe
aprovisionar un volumen y un LUN en la maquina virtual de almacenamiento (SVM) y, a
continuacion, conectarse al LUN desde el host.


https://docs.netapp.com/us-en/ontap/task_san_provision_windows.html
https://docs.netapp.com/us-en/ontap/task_san_provision_windows.html
https://docs.netapp.com/us-en/ontap/san-admin/lun-setup-workflow-concept.html
https://docs.netapp.com/us-en/ontap-sanhost/index.html
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Compruebe que la configuracion de FC es compatible

Para lograr un funcionamiento fiable, es necesario comprobar que toda la configuraciéon
de FC sea compatible.

Pasos

1. Vaya a la matriz de interoperabilidad para verificar que cuenta con una combinacion compatible de los
siguientes componentes:

o Software ONTAP

> Arquitectura de CPU de ordenador host (para servidores de bastidor estandar)

> Modelo blade de procesador especifico (para servidores blade)

o Modelos y versiones de controlador, firmware y BIOS del adaptador de bus de host (HBA) de FC
> Protocolo de almacenamiento (FC)

> Version del sistema operativo Windows

o Utilidades unificadas de host de Windows

2. Haga clic en el nombre de la configuracion seleccionada.
Los detalles de esa configuracion se muestran en la ventana Detalles de configuracion.
3. Revise la informacion en las siguientes pestanas:
o Notas
Enumera las alertas e informacién importantes que son especificas de su configuracion.
Revise las alertas para identificar las correcciones urgentes que se requieren para el sistema operativo.
o Politicas y directrices

Proporciona directrices generales para todas las configuraciones DE SAN.

Complete la hoja de datos para la configuraciéon de FC

Es necesario los WWPN de iniciador y de destino FC y la informacién de configuracion
de almacenamiento para realizar tareas de configuracion de FC.

WWPN de host FC
Puerto WWPN

Puerto del iniciador (host) conectado al switch FC 1

Puerto del iniciador (host) conectado al switch de FC
2

WWPN de destino FC

Necesita dos LIF de datos FC para cada nodo del cluster. ONTAP asigna los WWPN cuando crea las LIF



como parte de la creacién de la maquina virtual de almacenamiento (SVM).

LUN WWPN

LIF del nodo 1 con puerto conectado al switch FC 1
LIF del nodo 2 con puerto conectado al switch FC 1
LIF del nodo 3 con puerto conectado al switch FC 1
LIF del nodo 4 con puerto conectado al switch FC 1
LIF del nodo 1 con puerto conectado al switch FC 2
LIF del nodo 2 con puerto conectado al switch FC 2
LIF del nodo 3 con puerto conectado al switch FC 2

LIF del nodo 4 con puerto conectado al switch FC 2

Configuracioén del almacenamiento

Si el agregado y la SVM ya se han creado, registre sus nombres aqui; de lo contrario, puede crearlos segun
sea necesario:

Del nodo a su propia LUN

Nombre del agregado

Nombre de SVM

Informacion de LUN

Tamano de LUN

Sistema operativo del host
Nombre de LUN (opcional)

Descripcion de LUN (opcional)

Informacion de la SVM

Si no utiliza una SVM existente, requiere la siguiente informacién para crear una SVM nueva:



Nombre de SVM
Espacio IP de SVM Agregado para el volumen raiz de la SVM

Nombre de usuario de SVM (opcional) Contrasefa de SVM (opcional)
LIF de gestién de SVM (opcional)

Subred:

Direccion IP:

Mascara de red:

Puerta de enlace:

Nodo principal:

Instale la utilidad HBA del proveedor de HBA

La utilidad HBA le permite ver el nombre de puerto WWPN de cada puerto FC. La utilidad
también es util para solucionar problemas de FC.

Acerca de esta tarea

Cada proveedor de HBA ofrece una utilidad de HBA para sus HBA de FC. Debe descargar la version correcta
para el sistema operativo y la CPU del host.

A continuacién se muestra una lista parcial de las utilidades de HBA:

« Emulex HBA Manager, anteriormente conocido como OneCommand Manager, para HBA Emulex

* QConverteConsole de QLogic para HBA de QLogic

Pasos
1. Descargue la utilidad correspondiente del sitio Web de su proveedor de HBA.

2. Ejecute el programa de instalacion y siga las instrucciones para completar la instalacion.
Informacién relacionada
"Documentos de soporte y descargas de Broadcom (Emulex)"
"HBA Manager de Emulex"

"QLogic: Descargas de NetApp"

Actualice el controlador HBA, el firmware y el BIOS

Si los adaptadores de bus de host (HBA) de FC del host de Windows no ejecutan
versiones de controlador, firmware y BIOS compatibles, debe actualizarlos.


https://www.broadcom.com/support/download-search?tab=search
https://www.broadcom.com/products/storage/fibre-channel-host-bus-adapters/emulex-hba-manager
http://driverdownloads.qlogic.com/QLogicDriverDownloads_UI/OEM_Product_List.aspx?oemid=372

Antes de empezar

Debe haber identificado las versiones de controlador, firmware y BIOS compatibles para la configuracion
desde la herramienta de matriz de interoperabilidad.

"Herramienta de matriz de interoperabilidad de NetApp"

Acerca de esta tarea
Los proveedores de HBA proporcionan controladores, firmware, BIOS y utilidades HBA.

Pasos

1. Enumere las versiones de los controladores, el firmware y el BIOS del HBA instalado mediante la utilidad
HBA de su proveedor de HBA.

2. Descargue e instale el nuevo controlador, firmware y BIOS segun sea necesario desde el sitio de soporte
del proveedor de HBA.

Las instrucciones de instalacion y las utilidades de instalacion necesarias estan disponibles con la
descarga.

Registre el WWPN de cada puerto FC de host

Se requiere el nombre de puerto WWPN para dividir los switches de FC en zonas y crear
los iGroups que permitan al host acceder a su LUN.

Antes de empezar

Debe haber instalado la utilidad HBA del proveedor para los HBA del host y haber verificado que ejecutan
versiones de controlador, firmware y BIOS compatibles para la configuracion.

Acerca de esta tarea
El WWPN se utiliza para todas las configuraciones. No debe registrar el nombre de nodo WWNN.

Pasos
1. Ejecute la utilidad HBA para el tipo de HBA FC.

2. Seleccione el HBA.
3. Registre el WWPN de cada puerto.

El siguiente ejemplo muestra Emulex HBA Manager, anteriormente conocido como OneCommand
Manager.


https://mysupport.netapp.com/matrix

-~ OneCommand™ Manager (Local-Only)
File Edit View Port Discovery Batch Help

W fmjep|Em| (]fa ]| |Fndnos:

-8 42C2071
=i Port 0; 10:00:00:00;C9;73:56:90 Hosts:
== Port 1: 10:00:00:00:C9:73:5B:91

Otras utilidades, como QConverteConsole de QLogic, proporcionan la informacién equivalente.

4. Repita el paso anterior para cada HBA de FC del host.

Instale Windows Unified Host Utilities

Las utilidades unificadas de host de Windows incluyen un programa de instalacion que
establece el registro de Windows y los parametros de HBA necesarios para que el host
de Windows gestione correctamente los comportamientos del sistema de
almacenamiento para las plataformas ONTAP y E-Series de NetApp.

Antes de empezar
Debe haber completado las siguientes tareas:

» Compruebe la configuracion compatible en la matriz de interoperabilidad
"Herramienta de matriz de interoperabilidad de NetApp"

+ Se identificaron las correcciones urgentes de Windows necesarias de la matriz de interoperabilidad
"Herramienta de matriz de interoperabilidad de NetApp"

« Afnada la licencia FCP e inicie el servicio de destino

» Compruebe el cableado

Consulte configuracion SAN para obtener informacion detallada sobre la version de ONTAP o cableado de
hardware del sistema de almacenamiento E-Series en el sitio de soporte de NetApp.

Acerca de esta tarea

Debe especificar si desea incluir la compatibilidad con multivia al instalar el paquete de software de Windows
Unified Host Utilities. Elija MPIO si tiene mas de una ruta desde el host de Windows o la maquina virtual hasta
el sistema de almacenamiento. Elija no MPIO solo si utiliza una Unica ruta para el sistema de almacenamiento.


https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix

@ La seleccion MPIO no esta disponible para los sistemas Windows XP y Windows Vista; las
operaciones de |/o multivia no son compatibles con estos sistemas operativos invitados.

Para los huéspedes de Hyper-V, los discos sin formato (de paso) no aparecen en el sistema operativo invitado
si elige compatibilidad con accesos multiples. Puede usar discos sin configurar o MPIO, pero no es posible
usar ambos en el sistema operativo invitado.

Puede encontrar informacion detallada sobre la instalacion en "Instalacion unificada de host de Windows".
"Soporte de NetApp"

Pasos

1. Descargue la version adecuada de las utilidades unificadas de host de Windows en el sitio de soporte de
NetApp.

"Soporte de NetApp"

2. Ejecute el archivo ejecutable y siga las instrucciones que aparecen en pantalla.

3. Reinicie el host de Windows cuando se le solicite.

Cree un agregado

Si no desea usar un agregado existente, puede crear un nuevo agregado para
proporcionar almacenamiento fisico al volumen que esta aprovisionando.

Pasos

1. Introduzca la URL https://IP-address-of-cluster-management-LIF En un explorador web e
inicie sesion en System Manager con la credencial de administrador de cluster.

2. Desplacese a la ventana agregados.
3. Haga clic en Crear.

4. Siga las instrucciones que aparecen en pantalla para crear el agregado mediante la configuracion
predeterminada de RAID-DP y, a continuacion, haga clic en Crear.

Create Agaregate

To create an aggregate, select a disk type then specify the number of dizks.

Mame: aggr?
ﬁ Disk Type: SAS |-Browse |
Mumber of Disks: 8 g Mzx: & fexcluding 1 hot spare), min: 5 for RAID-DP
RAID Configuration: RAID-OP; RAID group size of 16 disks Change
Mew Usable Capacity: 4988 TB (Estimated)
Resultados

El agregado se creara con la configuracion indicada y se anadira a la lista de agregados de la ventana


https://docs.netapp.com/us-en/ontap-sanhost/hu_wuhu_71.html#installing-the-host-utilities
https://mysupport.netapp.com/site/global/dashboard
https://mysupport.netapp.com/site/global/dashboard

Aggregates.

Decidir donde se aprovisionara el volumen

Antes de aprovisionar un volumen para contener LUN, debe decidir si va a afnadir el
volumen a una maquina virtual de almacenamiento (SVM) existente o crear una nueva
SVM para el volumen. Es posible que también deba configurar FC en una SVM
existente.

Acerca de esta tarea

Si una SVM existente ya esta configurada con los protocolos necesarios y tiene LIF a los que se puede
acceder desde el host, resulta mas facil usar el SVM existente.

Puede crear una nueva SVM para separar los datos o la administracion de otros usuarios del cluster de
almacenamiento. No hay ventajas de usar SVM independientes para separar diferentes protocolos.

Procedimiento

« Si desea aprovisionar volumenes en una SVM que ya esta configurada para FC, debe verificar que el
servicio FC esté en ejecucion y, a continuacion, crear un LUN en la SVM.

"Comprobar que el servicio FC se esta ejecutando en una SVM existente"

"Crear una LUN"

« Si desea aprovisionar volumenes en una SVM existente que tiene FC habilitado pero no configurado,
configure iSCSI en la SVM existente.

"Configurar FC en una SVM existente"

Este es el caso, cuando no ha seguido el procedimiento para crear la SVM mientras se configura un
protocolo diferente.

+ Si desea aprovisionar volumenes en una SVM nueva, cree la SVM.

"Creacion de una SVM nueva"

Compruebe que el servicio FC esta en ejecucion en una SVM existente

Si decide utilizar una maquina virtual de almacenamiento (SVM) existente, debe
comprobar que el servicio FC se ejecuta en la SVM mediante ONTAP System Manager.
También debe verificar que las interfaces logicas (LIF) de FC ya se han creado.

Antes de empezar

Debe haber seleccionado una SVM existente en la que planea crear una nueva LUN.

Pasos
1. Vaya a la ventana SVMs.

2. Seleccione la SVM requerida.

3. Haga clic en la ficha Configuracion de SVM.



4. En el panel Protocolos, haga clic en FC/FCoE.

5. Compruebe que el servicio FC esta en ejecucion.

Edt ) O stop | 5 Refresh

Status: © FC/FCoE service is running

WWWINN: 20:05:00:30:98:29:18:76

FC/FCoE Interfaces:
Network Interface WWPN Current Port Status
FC_1_1 20:10:00:20:98:29:18:76 innovate-01:0b © Enabled
FC_2_1 20:11:00:a0:98:29: 18:76 innovate-02:0b © Enabled
FC_1_2 20:04:00:a0:98:29: 18: 76 innovate-02:0a & Enabled
FC_ 2.2 20:03:00:20:98:29: 18: 76 innovate-01:0a © Enabled

Si el servicio FC no esta en ejecucion, inicie el servicio FC o cree una SVM nueva.
6. Compruebe que hay al menos dos LIF de FC enumeradas para cada nodo.

Si hay menos de dos LIF de FC por nodo, actualice la configuracion de FC en la SVM o cree una nueva
SVM para FC.

Cree una LUN

Utilice el asistente Crear LUN para crear una LUN. El asistente también crea el igroup y
asigna la LUN al igroup, lo que permite que el host especificado acceda a la LUN.

Antes de empezar
» Debe haber un agregado con espacio libre suficiente para contener la LUN.

* Debe haber una maquina virtual de almacenamiento (SVM) con el protocolo FC habilitado y las interfaces
I6gicas (LIF) adecuadas creadas.

* Debe haber registrado los nombres de puerto WWPN de los puertos FC de host.

Acerca de esta tarea

Si su organizacion tiene una convencion de nomenclatura, debe usar nombres para el LUN, el volumen, etc.,
de este modo que se ajusten a su convencion. De lo contrario, debe aceptar los nombres predeterminados.

Pasos
1. Vaya a la ventana LUN.

2. Haga clic en Crear.

3. Examine y seleccione una SVM en la que desea crear las LUN.
Se mostrara el asistente Crear LUN.
4. En la pagina Propiedades generales, seleccione el tipo de LUN Windows 2008 o posterior para los

LUN utilizados directamente por el host de Windows, o seleccione Hyper-V para los LUN que contienen
discos duros virtuales (VHD) para los equipos virtuales Hyper-V.

10



Deje sin seleccionar la casilla de verificacion Thin Provisioning.

g You can specify the sze of the LUM. Storage will be optimized according to the type selected.

Type: ‘Windows 2008 or later v

Size: 750 GB =

] Thin Provisioned

5. En la pagina contenedor de LUN, seleccione un volumen de FlexVol existente.

Debe asegurarse de que haya espacio suficiente en el volumen. Si no hay espacio suficiente disponible en
los volumenes existentes, se puede crear un nuevo volumen.

6. En la pagina asignacion de iniciadores, haga clic en Agregar iGroup, introduzca la informacion

necesaria en la ficha General y, a continuacion, en la ficha iniciadores, introduzca todos los WWPN de
los puertos FC de host que haya grabado.

7. Confirme los detalles y, a continuacion, haga clic en Finalizar para completar el asistente.

Informacion relacionada

"Administracion del sistema"

Configurar FC en una SVM existente

Puede configurar FC en una maquina virtual de almacenamiento (SVM) existente y crear
una LUN y su volumen contenedor con un solo asistente. El protocolo FC ya debe estar
habilitado pero no configurado en la SVM. Esta informacién esta destinada a las SVM
para las que va a configurar varios protocolos, pero aun no ha configurado FC.

Antes de empezar

Debe configurarse la estructura FC y los puertos fisicos deseados deben conectarse a la estructura.

Pasos

1.
2.
3.

Vaya a la ventana SVMs.

Seleccione la SVM que desea configurar.

En el panel SVMDetails, compruebe que FC/FCoE se muestra con un fondo gris, lo que indica que el
protocolo esta habilitado pero no esta completamente configurado.

Si FC/IFCoE aparece con un fondo verde, la SVM ya esta configurada.

Details

Protocols: MFS CIFS FCARCoE iSCSl

. Haga clic en el enlace del protocolo FC/FCoE con el fondo gris.

Aparecera la ventana Configurar protocolo FC/FCoE.

Configure el servicio FC y las LIF desde la pagina Configurar protocolo FC/FCoE:

11


https://docs.netapp.com/us-en/ontap/system-admin/index.html

. Active la casilla de verificacion Configurar LIF de datos para FC.

b. Introduzca 2 En el campo LIF por nodo.

Por cada nodo se necesitan dos LIF para garantizar la disponibilidad y la movilidad de datos.

. En el area Provision a LUN for FCP Storage, introduzca el tamafio de LUN, el tipo de host y los

WWPN deseados de los iniciadores de host.

. Haga clic en Enviar y cerrar.

6. Revise la pagina Resumen, registre la informacion de LIF y, a continuacion, haga clic en Aceptar.

Cree una SVM nueva

La maquina virtual de almacenamiento (SVM) proporciona el destino FC a través del cual
un host accede a los LUN. Cuando crea la SVM, también crea interfaces légicas (LIF) y
la LUN, y su volumen que contiene. Es posible crear una SVM para separar las
funciones de administracion y datos de un usuario de las de otros usuarios en un cluster.

Antes de empezar

» Debe configurarse la estructura FC y los puertos fisicos deseados deben conectarse a la estructura.

Pasos

1. Vaya a la ventana SVMs.

2. Haga clic en Crear.

3. En la ventana Storage Virtual Machine (SVM) Setup (Configuracion de la maquina virtual de

12

almacenamiento), cree la SVM:

. Especifigue un nombre Unico para la SVM.

El nombre debe ser un nombre de dominio completo (FQDN) o seguir otra convencién que garantice
nombres Unicos en un cluster.

. Seleccione el espacio IP al que pertenecera la SVM.

Si el cluster no utiliza varios espacios IP, se utiliza el espacio IP «predeterminado».

. Mantenga la seleccion de tipo de volumen predeterminada.

Solo los volumenes FlexVol son compatibles con protocolos SAN.

. Seleccione todos los protocolos para los que tenga licencias y para los que pueda usar en la SVM,

incluso si no desea configurar todos los protocolos inmediatamente.

Al seleccionar NFS y CIFS cuando se crea la SVM, estos dos protocolos pueden compartir las mismas
LIF. Al agregar mas adelante estos protocolos no los permite compartir LIF.

Si CIFS es uno de los protocolos seleccionados, el estilo de seguridad se establece en NTFS. De lo
contrario, el estilo de seguridad se establece en UNIX.

. Mantenga la configuracion de idioma predeterminada C.UTF-8.



f. Seleccione el agregado raiz deseado para contener el volumen raiz de SVM.
El agregado para el volumen de datos se selecciona por separado en el paso posterior.

g. Haga clic en Enviar y continuar.
La SVM se ha creado, pero aun no se han configurado los protocolos.
4. Si aparece la pagina Configurar protocolo CIFS/NFS porque ha activado CIFS o NFS, haga clic en
Omitir y, a continuacion, configure CIFS o NFS mas adelante.

5. Si aparece la pagina Configurar protocolo iSCSI porque ha habilitado iISCSI, haga clic en Omitir y, a
continuacion, configure iISCSI mas tarde.

6. Configure el servicio FC y cree LIF, asi como el LUN y el volumen que lo contiene desde la pagina
Configurar protocolo FC/FCoE:
a. Active la casilla de verificacion Configurar LIF de datos para FC.

b. Introduzca 2 En el campo LIF por nodo.
Por cada nodo se necesitan dos LIF para garantizar la disponibilidad y la movilidad de datos.
c. En el area Provision a LUN for FCP Storage, introduzca el tamafo de LUN, el tipo de host y los

WWPN deseados de los iniciadores de host.

d. Haga clic en Enviar y continuar.

7. Cuando aparezca Administracion de SVM, configure o aplace la configuracion de un administrador
independiente para esta SVM:

> Haga clic en Omitir y configure un administrador mas tarde si lo desea.
o Introduzca la informacion solicitada y, a continuacion, haga clic en Enviar y continuar.

8. Revise la pagina Resumen, registre la informacion de LIF y, a continuacion, haga clic en Aceptar.

Dividir en zonas los switches FC por el host y WWPN de LIF

La divisidon en zonas de los switches de FC permite que los hosts se conecten al
almacenamiento y limita el numero de rutas. Debe dividir los switches de mediante la
interfaz de gestion de los switches de en zonas.

Antes de empezar
* Debe tener credenciales de administrador para los switches.
» Debe conocer el nombre de puerto WWPN de cada puerto iniciador de host y de cada LIF de FC para la
maquina virtual de almacenamiento (SVM) en la que creo la LUN.

Acerca de esta tarea

Para obtener detalles acerca de la division en zonas de los switches, consulte la documentacion del proveedor
del switch.

Debe dividir en zonas por WWPN, no por puerto fisico. Cada puerto del iniciador debe estar en una zona
separada con todos sus puertos de destino correspondientes.

Las LUN se asignan a un subconjunto de los iniciadores del igroup para limitar el nUmero de rutas desde el
host a la LUN.

13



* De forma predeterminada, ONTAP utiliza una asignacion de LUN selectiva para hacer accesible la LUN
Unicamente a través de las rutas en el nodo al que pertenece la LUN y su partner de alta disponibilidad.

* Aun debe dividir en zonas todos los LIF FC en cada nodo para la movilidad de la LUN en caso de que la
LUN se mueva a otro nodo del cluster.

« Al mover un volumen o una LUN, debe modificar la lista de nodos de generacion de informes de
asignacion de LUN selectiva antes de mover.

En la siguiente ilustracion, se muestra un host conectado a un cluster de cuatro nodos. Hay dos zonas, una
zona indicada por las lineas sélidas y una zona indicada por las lineas discontinuas. Cada zona contiene un
iniciador del host y un LIF de cada nodo de almacenamiento.

Debe usar los WWPN de las LIF de destino, no los WWPN de los puertos FC fisicos en los nodos de
almacenamiento. Todos los WWPN de LIF estan en el rango 2x:xx:00:a0:98:xx:xx:xx, donde x es
cualquier digito hexadecimal. Los WWPN del puerto fisico estan todos en el rango
50:0a2:09:8x:XX:XX:XX:XX.

Pasos

1. Inicie sesion en el programa de administracion del switch FC y, a continuacion, seleccione la opcion de
configuracion de divisién en zonas.

2. Cree una nueva zona que incluya el primer iniciador y todos los LIF FC que se conectan al mismo switch
de FC que el iniciador.

3. Cree zonas adicionales para cada iniciador de FC en el host.

4. Guarde las zonas y, a continuacion, active la nueva configuracién de particiones.

Deteccion de nuevos discos

Los LUN de su maquina virtual de almacenamiento (SVM) aparecen como discos en el
host Windows. El host no detecta automaticamente los discos nuevos de los LUN que
agregue al sistema. Debe volver a analizar manualmente los discos para detectarlos.

Pasos
1. Abra la utilidad Administracion de equipos de Windows:

Si esta usando... Vaya a...
Windows Server 2012 Herramientas > Administracion de ordenadores
Windows Server 2008 Inicio > Herramientas administrativas >

Administracion de ordenadores

Windows Server 2016 Inicio > Herramientas administrativas >
Administracion de equipos

2. Expanda el nodo almacenamiento en el arbol de navegacion.
3. Haga clic en Administracion de discos.

4. Haga clic en Accion > discos de reexploracion.
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Inicialice y formatee la LUN

Cuando el host Windows accede por primera vez a una nueva LUN, no tiene sistema de
archivos o particion. Debe inicializar el LUN y, opcionalmente, formatearlo con un sistema
de archivos.

Antes de empezar
El host de Windows debe haber detectado el LUN.

Acerca de esta tarea
Los LUN aparecen en la Administracion de discos de Windows como discos.

Es posible inicializar el disco como un disco basico con una tabla de particiones GPT o MBR.

Normalmente, el LUN se formatea con un sistema de archivos como NTFS, pero algunas aplicaciones utilizan
discos sin formato.

Pasos
1. Inicie Administracion de discos de Windows.

2. Haga clic con el boton derecho en el LUN y seleccione el disco o el tipo de particion necesarios.

3. Siga las instrucciones del asistente.

Si decide formatear el LUN como NTFS, debe activar la casilla de verificacion realizar un formato rapido

Compruebe que el host puede escribir y leer desde la LUN

Antes de utilizar la LUN, debe verificar que el host puede escribir datos en la LUN y
leerlos nuevamente.

Antes de empezar
La LUN debe inicializarse y formatearse con un sistema de archivos.

Acerca de esta tarea

Si el nodo del cluster de almacenamiento en el que se crea la LUN puede realizar una conmutacion al nodo
del compainiero de respaldo, debe verificar la lectura de los datos mientras el nodo se ha conmutacion al nodo
de respaldo. Esta prueba podria no ser posible si el cluster de almacenamiento se esta utilizando en
produccion.

Si alguna de las pruebas da error, debe verificar que el servicio de FC esté en ejecucion y comprobar las rutas
de FC ala LUN.

Pasos
1. En el host, copie uno o mas archivos en el LUN.

2. Vuelva a copiar los archivos en una carpeta diferente del disco original.

3. Compare los archivos copiados con el original.
Puede utilizar el comp En el simbolo del sistema de Windows para comparar dos archivos.

4. Opcional: conmutar por error el nodo del cluster de almacenamiento que contiene el LUN vy verificar que
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todavia puede tener acceso a los archivos del LUN.

5. Utilice el DSM nativo para ver las rutas a la LUN vy verificar que tiene el niumero esperado de rutas.

Debe ver dos rutas al nodo del cluster de almacenamiento en el que se crea la LUN y dos rutas al nodo
compainiero.
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