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Compruebe su configuracién SSH

Si utiliza la supervision de estado del switch Ethernet (CSHM) y las funciones de
recogida de registros, compruebe que las claves SSH y SSH estén habilitadas en los
switches de clusteres.

Pasos
1. Compruebe que SSH esta habilitado:

(switch) show ssh server
ssh version 2 1s enabled

2. Compruebe que las claves SSH estén habilitadas:

show ssh key



Muestra el ejemplo

(switch) # show ssh key

rsa Keys generated:Fri Jun 28 02:16:00 2024

ssh-rsa

AAAAB3NzaClyc2EAAAADAQABAAAAGQDiINrD52Q0586wTGJIJjFAL)BlFaA23EpDrZ2sDCew
17nwlioC6HBejx1ulObAH8hrW8kR+gjO0ZAfPPNeLGTg3AP]/yiPTBOIZZXbWRShywAMS
PayxWwRb7kp9Zt1YHzVuHYpSO82KUDowKrL6lox/YtpKoZUDZjrZjAp8hTv3JZsPgQ==

bitcount:1024
fingerprint:
SHA256:aHwhpzo7+YCDSrp3isdv2uVGz+mjMMokgdMeXVVXfdo

could not retrieve dsa key information

ecdsa Keys generated:Fri Jun 28 02:30:56 2024

ecdsa-shaz2-nistpb521

AAAAE2V])ZHNhLXNoYTItbmlzdHAIMJEAAAATbm] zdHAIMJEAAACFBABJ+ZX5SFKhS57e
vkE273e0Voqzi4d/32dt+f14fBuKv80MjMsmLfJKtCWylwgVt1Zi+C5TIBbugpzez529z
kFSFOADb8JaGCoaAYe2HVWR/£6QLbKbagVIewCdqWgxzrIY5BPP5GBAxQJIMB1OwEdnHgl
u/9Pzh/Vz9cHDcCWIGGE780QHA==

bitcount:521
fingerprint:
SHA256:TFGe2hXn6QIpcs/vyHzftHI7Dceg0vQaULYRALZeHwQ

(switch) # show feature include scpServer

|
scpServer 1 enabled
(switch) # show feature | include ssh
sshServer 1 enabled
(switch) #

Al habilitar FIPS, debe cambiar el bitcount a 256 en el conmutador mediante el comando ssh
key ecdsa 256 force. Consulte "Configurar la seguridad de red con FIPS" para obtener
mas informacion.

El futuro

Después de haber verificado su configuracion SSH,"configurar la monitorizacion del estado del conmutador” .


https://docs.netapp.com/us-en/ontap/networking/configure_network_security_using_federal_information_processing_standards_@fips@.html#enable-fips
../switch-cshm/config-overview.html

Instale o actualice la descripcidn general del archivo de
configuracioén de referencia (RCF)

El archivo de configuracién de referencia (RCF) se instala después de configurar el
switch de almacenamiento Nexus 9336C-FX2 por primera vez. Actualiza tu version RCF
cuando tienes una versioén existente del archivo RCF instalado en tu conmutador.

Consulte el articulo de la base de conocimientos "Como borrar la configuracion en un switch de interconexion
de Cisco manteniendo la conectividad remota"para obtener mas informacion al instalar o actualizar su RCF.

Configuraciones de RCF disponibles

En la siguiente tabla se describen los CFR disponibles para diferentes configuraciones. Seleccione el RCF
aplicable a su configuracion.

Si quiere mas informacion sobre el uso de VLAN y puertos especificos, consulte el banner y la seccion de
notas importantes de su RCF.

Nombre de RCF Descripcion

2-Cluster-HA-Breakout Admite dos clusteres ONTAP con al menos ocho nodos, incluidos los
nodos que utilizan puertos compartidos Cluster+HA.

4-Cluster-HA-Breakout Admite cuatro clusteres ONTAP con al menos cuatro nodos, incluidos
los nodos que utilizan puertos compartidos Cluster+HA.

1-Cluster-HA Todos los puertos estan configurados para 40/100GbE. Admite el trafico
de cluster/alta disponibilidad compartido en los puertos. Necesario para
los sistemas AFF A320, AFF A250 y FAS500f. Ademas, todos los
puertos se pueden utilizar como puertos de cluster dedicados.

1-Cluster-HA-Breakout Los puertos se configuran para 4 puertos de separacion de 10 GbE, 4
GbE (RCF 1,6+ en switches 100GbE) y 40/100GbE. Admite el trafico
compartido de cluster/alta disponibilidad en los puertos para los nodos
que utilizan puertos de cluster/alta disponibilidad compartidos: Sistemas
AFF A320, AFF A250 y FAS500f. Ademas, todos los puertos se pueden
utilizar como puertos de cluster dedicados.

Cluster-HA-Storage Los puertos estan configurados para 40/100GbE para Cluster+HA,
4x10GbE breakout para Cluster y 4x25GbE breakout para Cluster+HA,
y 100GbE para cada par de almacenamiento HA.

Cluster Dos versiones de RCF con diferentes asignaciones de puertos
4x10GbE (breakout) y puertos 40/100GbE. Se admiten todos los nodos
FAS y AFF , excepto los sistemas AFF A320, AFF A250 y FAS500f .

Reducida Todos los puertos se configuran para conexiones de almacenamiento
NVMe de 100GbE Gb.

Documentacion sugerida


https://kb.netapp.com/on-prem/Switches/Cisco-KBs/How_to_clear_configuration_on_a_Cisco_interconnect_switch_while_retaining_remote_connectivity
https://kb.netapp.com/on-prem/Switches/Cisco-KBs/How_to_clear_configuration_on_a_Cisco_interconnect_switch_while_retaining_remote_connectivity

» "Switches Ethernet de Cisco"

Consulte la tabla de compatibilidad de switches para conocer las versiones de ONTAP y RCF compatibles
en el sitio de soporte de NetApp. Tenga en cuenta que puede haber dependencias de comandos entre la
sintaxis del comando en el RCF vy la sintaxis encontrada en versiones especificas de NX-OS.

» "Switches Cisco Nexus serie 9000"

Consulte las guias de software y actualizacion correspondientes disponibles en el sitio web de Cisco para
obtener documentacién completa sobre los procedimientos de actualizacion y degradacion del conmutador
Cisco.

Acerca de los ejemplos
Los ejemplos de este procedimiento utilizan la nomenclatura de conmutador y nodo siguiente:

* Los nombres de los dos switches de Cisco son cs1 y cs2.
* Los nombres de los nodos son node1-01, node1-02, node1-03 y node1-04.

* Los nombres del cluster LIF son node1-01_clus1, node1-01_clus2, node1-02_clus1, node1-02_clus2,
node1-03_clus1, node1-03_clus2, node1-04_clus1 y node1-04_clus2.

* Laclusterl::*> promptindica el nombre del cluster.

Ver el "Hardware Universe" para verificar los puertos correctos en su plataforma.
@ Los resultados del comando pueden variar en funcion de las diferentes versiones de ONTAP.

Comandos utilizados

Para ello, es necesario utilizar tanto comandos de la ONTAP como comandos de la serie Cisco Nexus 9000;
los comandos de la ONTAP se usan a menos que se indique lo contrario.

El futuro

Después de revisar el procedimiento de instalacion o actualizacion de RCF, puede'instalar el RCF" 0"Mejora
tu RCF" segun sea necesario.

Instale el archivo de configuracion de referencia

Debe instalar el archivo de configuracion de referencia (RCF) después de configurar los
conmutadores de almacenamiento Nexus 9336C-FX2 y 9336C-FX2-T por primera vez.

Consulte el articulo de la base de conocimientos "Como borrar la configuracion en un switch de interconexion
de Cisco manteniendo la conectividad remota"para obtener mas informacion al instalar el RCF.

Antes de empezar
Compruebe las siguientes instalaciones y conexiones:

» Una conexion de consola al interruptor. La conexion de la consola es opcional si tiene acceso remoto al
conmutador.

 El switch CS1 y el switch CS2 se encienden y la configuracion inicial del switch se ha completado (la
direccion IP de gestion y SSH esta configurada).

» Se ha instalado la version deseada de NX-OS.


https://mysupport.netapp.com/site/info/cisco-ethernet-switch
https://www.cisco.com/c/en/us/support/switches/nexus-9000-series-switches/series.html
https://hwu.netapp.com/SWITCH/INDEX
install-rcf-software-9336c-storage.html
upgrade-rcf-software-9336c-storage.html
upgrade-rcf-software-9336c-storage.html
https://kb.netapp.com/on-prem/Switches/Cisco-KBs/How_to_clear_configuration_on_a_Cisco_interconnect_switch_while_retaining_remote_connectivity
https://kb.netapp.com/on-prem/Switches/Cisco-KBs/How_to_clear_configuration_on_a_Cisco_interconnect_switch_while_retaining_remote_connectivity

* Los puertos del cluster de nodos de ONTAP no estan conectados.

Paso 1: Instale el RCF en los interruptores

1. Inicie sesion en el switch CS1 mediante SSH o mediante una consola de serie.

2. Copie el RCF al bootflash del switch CS1 usando uno de los siguientes protocolos de transferencia: FTP,
TFTP, SFTP o SCP.

Para obtener mas informacién acerca de los comandos de Cisco, consulte la guia correspondiente en
"Referencia de comandos NX-OS de Cisco Nexus serie 9000".

Muestra el ejemplo

Este ejemplo muestra que TFTP se esta utilizando para copiar un RCF al bootflash en el switch CS1:

csl# copy tftp: bootflash: vrf management

Enter source filename: Nexus 9336C_RCF_vl.6-Storage.txt
Enter hostname for the tftp server: 172.22.201.50

Trying to connect to tftp server...... Connection to Server
Established.

TFTP get operation was successful

Copy complete, now saving to disk (please wait)...

3. Aplique el RCF descargado anteriormente al flash de inicio.

Para obtener mas informacion acerca de los comandos de Cisco, consulte la guia correspondiente en
"Referencia de comandos NX-OS de Cisco Nexus serie 9000".

Muestra el ejemplo

Este ejemplo muestra el RCF Nexus 9336C RCF vl.6-Storage.txt que se esta instalando en
el switch CS1:

csl# copy Nexus 9336C RCF vl.6-Storage.txt running-config echo-
commands

4. Examine el resultado del banner en show banner motd el comando. Debe leer y seguir estas
instrucciones para garantizar la configuracion y el funcionamiento correctos del interruptor.


https://www.cisco.com/c/en/us/support/switches/nexus-9336c-fx2-switch/model.html#CommandReferences
https://www.cisco.com/c/en/us/support/switches/nexus-9336c-fx2-switch/model.html#CommandReferences

Muestra el ejemplo

csl# show banner motd

R R i e b b 2b b b b I b dh b e IR b S b SR b b b b b b db b db B 2R b b S b b db b b b I db b dh Sb b dE b I 2h b b dh b S b 2 db I b 4

kXA kX kkk kK

* NetApp Reference Configuration File (RCF)
*

* Switch : Nexus NY9K-C9336C-FX2

* Filename : Nexus 9336C RCF vl.6-Storage.txt
* Date : 10-23-2020

* Version : vli.6

*

* Port Usage : Storage configuration

* Ports 1-36: 100GbE Controller and Shelf Storage Ports
Rk b b b b (b b (b b b b b b b b b b b b b b (Ib b b b b b b b b b b b b b b b ab b b b b Sb ab b b Sb b b b b (b b b Ib (b Sb ab I Sb Sb Sb db Sb b b i g
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. Compruebe que el RCF es la version mas reciente correcta:
show running-config

Cuando compruebe la salida para verificar que tiene el RCF correcto, asegurese de que la siguiente
informacién es correcta:

o El banner de RCF
> La configuracién del nodo y el puerto

o Personalizaciones

La salida varia en funcion de la configuracion del sitio. Compruebe la configuracion del puerto y
consulte las notas de version para conocer los cambios especificos del RCF que haya instalado.

- Registre cualquier adicion personalizada entre la actual running-config archivo y el archivo RCF en
uso.

. Después de verificar que las versiones de RCF y las configuraciones de los conmutadores sean correctas,
copie el archivo running-config archivo al startup-config archivo.

csl# copy running-config startup-config
(A AR E AR AR AR A H A E AR EHHHHHHHE] 100% Copy complete

- Guarde los detalles basicos de configuracion en write erase.cfg archivo en el bootflash.
csl# show run | i "username admin password" > bootflash:write erase.cfg

csl# show run | section "vrf context management" >> bootflash:write erase.cfg



csl# show run | section "interface mgmtO" >> bootflash:write erase.cfg
csl# show run | section "switchname" >> bootflash:write erase.cfg
9. Al instalar RCF version 1.12 o posterior, ejecute los siguientes comandos:

csl# echo "hardware access-list tcam region ing-racl 1024" >>
bootflash:write erase.cfg

csl# echo "hardware access-list tcam region egr-racl 1024" >>
bootflash:write erase.cfg

csl# echo "hardware access-list tcam region ing-12-gos 1280" >>
bootflash:write erase.cfqg

Consulte el articulo de la base de conocimientos"Como borrar la configuracion en un switch de
interconexion de Cisco manteniendo la conectividad remota" Para mas detalles.

10. Verificar que el write erase.cfg El archivo se completa como se esperaba:
show file bootflash:write_erase.cfg

11. Emitir el write erase Comando para borrar la configuracion guardada actual:
csl# write erase
Warning: This command will erase the startup-configuration.
Do you wish to proceed anyway? (y/n) [n] y

12. Copie la configuracion basica guardada anteriormente en la configuracién de inicio.
csl# copy bootflash:write_ erase.cfg startup-config

13. Reinicie el interruptor CS1.
csl# reload
This command will reboot the system. (y/n)? [n] y

14. Repita los pasos 1 al 13 en el interruptor cs2.

15. Conecte los puertos de cluster de todos los nodos del cluster de ONTAP a los switches CS1 y CS2.

Paso 2: Verifique las conexiones del interruptor

1. Compruebe que los puertos del switch conectados a los puertos del cluster son up.

show interface brief


https://kb.netapp.com/on-prem/Switches/Cisco-KBs/How_to_clear_configuration_on_a_Cisco_interconnect_switch_while_retaining_remote_connectivity
https://kb.netapp.com/on-prem/Switches/Cisco-KBs/How_to_clear_configuration_on_a_Cisco_interconnect_switch_while_retaining_remote_connectivity

Muestra el ejemplo

csl# show interface brief | grep up

mgmt0 -- up <mgmt ip address>
1000 1500

Ethl/11 1 eth trunk up none
100G (D) --

Ethl/12 1 eth trunk up none
100G (D) --

Ethl/13 1 eth trunk up none
100G (D) --

Ethl/14 1 eth trunk up none
100G (D) --

Ethl1/15 1 eth trunk up none
100G (D) --

Ethl/16 1 eth trunk up none
100G (D) --

Ethl/17 1 eth trunk up none
100G (D) --

Ethl1/18 1 eth trunk up none
100G (D) --

Ethl/23 1 eth trunk up none
100G (D) --

Ethl/24 1 eth trunk up none
100G (D) --

Ethl1/25 1 eth trunk up none
100G (D) --

Ethl/26 1 eth trunk up none
100G (D) --

Ethl/27 1 eth trunk up none
100G (D) --

Ethl/28 1 eth trunk up none
100G (D) --

Ethl/29 1 eth trunk up none
100G (D) --

Ethl/30 1 eth trunk up none
100G (D) --

2. Compruebe que los nodos de cluster estan en las VLAN de cluster correctas utilizando los siguientes
comandos:

show vlan brief

show interface trunk



Muestra el ejemplo

csl# show vlan brief

VLAN Name

1 default

30 VLANOO30

Ethl/3, Ethl/4

Ethl/7, Ethl/8

Ethl/11

Ethl/14

Ethl/17

Ethl1/20

Ethl/23

Ethl/26

Ethl/29

Ethl/32

Ethl/35

csl# show interface trunk

Status

active

active

Ports

Po999

Ethl/1,

Ethl/5,

Ethl/9,

Ethl/12,

Ethl/15,

Ethl1/18,

Ethl/21,

Ethl/24,

Ethl/27,

Ethl/30,

Ethl/33,

Ethl/36

Port Native
Vlan

Port
Channel

Ethl/1
Ethl/2
Ethl/3
Ethl/4
Ethl/5
Ethl/6
Ethl/7
Ethl/8

I = T R R T

trunking
trunking
trunking
trunking
trunking
trunking
trunking

trunking

Ethl/2,

Ethl/6,

Ethl1/10,

Ethl/13,

Ethl/1le,

Ethl1/19,

Ethl/22,

Ethl/25,

Ethl/28,

Ethl/31,

Ethl/34,



Ethl/9 1 trunking
Ethl/10 1 trunking
Ethl/11 1 trunking
Ethl/12 1 trunking
Ethl/13 1 trunking
Ethl/14 1 trunking
Ethl1/15 1 trunking
Ethl/16 1 trunking
Ethl/17 1 trunking
Ethl1/18 1 trunking
Ethl1/19 1 trunking
Ethl/20 1 trunking
Ethl/21 1 trunking
Ethl/22 1 trunking
Ethl/23 1 trunking
Ethl/24 1 trunking
Ethl/25 1 trunking
Ethl/26 1 trunking
Ethl/27 1 trunking
Ethl/28 1 trunking
Ethl/29 1 trunking
Ethl1/30 1 trunking
Ethl/31 1 trunking
Ethl/32 1 trunking
Ethl1/33 1 trunking
Ethl/34 1 trunking
Eth1/35 1 trunking
Ethl/36 1 trunking
Port Vlans Allowed on Trunk
Ethl/1 30

Ethl/2 30

Ethl/3 30

Ethl/4 30

Ethl/5 30

Ethl/6 30

Ethl/7 30

Ethl/8 30

Ethl/9 30

Ethl/10 30

Ethl/11 30

Ethl/12 30



Ethl/13 30

Ethl/14 30
Ethl1/15 30
Ethl/16 30
Ethl/17 30
Ethl1/18 30
Ethl/19 30
Ethl1/20 30
Ethl/21 30
Ethl/22 30
Ethl/23 30
Ethl/24 30
Ethl/25 30
Ethl/26 30
Ethl/27 30
Ethl/28 30
Ethl/29 30
Ethl/30 30
Ethl/31 30
Ethl/32 30
Ethl/33 30
Ethl/34 30
Ethl/35 30
Ethl/36 30
Port Vlans Err-disabled on Trunk
Ethl/1 none
Ethl/2 none
Ethl/3 none
Ethl/4 none
Ethl/5 none
Ethl/6 none
Ethl/7 none
Ethl/8 none
Ethl/9 none
Ethl/10 none
Ethl/11 none
Ethl/12 none
Ethl/13 none
Ethl/14 none
Ethl/15 none

Ethl/16 none



Ethl/17 none

Ethl/18 none
Ethl/19 none
Ethl1/20 none
Ethl/21 none
Ethl/22 none
Ethl1/23 none
Ethl/24 none
Ethl/25 none
Ethl/26 none
Ethl/27 none
Ethl/28 none
Ethl1/29 none
Ethl/30 none
Ethl/31 none
Ethl/32 none
Ethl/33 none
Ethl/34 none
Eth1/35 none
Ethl/36 none
Port STP Forwarding
Ethl/1 none
Ethl/2 none
Ethl/3 none
Ethl/4 none
Ethl/5 none
Ethl/6 none
Ethl/7 none
Ethl/8 none
Ethl/9 none
Eth1/10 none
Ethl/11 30
Ethl/12 30
Ethl/13 30
Ethl/14 30
Ethl/15 30
Ethl/16 30
Ethl/17 30
Ethl1/18 30
Ethl1/19 none

Ethl/20 none



Ethl/21 none

Ethl/22 none

Ethl1/23 30

Ethl/24 30

Ethl/25 30

Ethl/26 30

Ethl/27 30

Ethl/28 30

Ethl1/29 30

Ethl/30 30

Ethl/31 none

Ethl/32 none

Ethl1/33 none

Ethl/34 none

Ethl/35 none

Ethl/36 none

Port Vlans in spanning tree forwarding state and not pruned
Ethl/1 Feature VTP is not enabled
none

Ethl/2 Feature VTP is not enabled
none

Ethl/3 Feature VTP is not enabled
none

Ethl/4 Feature VTP is not enabled
none

Ethl/5 Feature VTP is not enabled
none

Ethl/6 Feature VTP is not enabled
none

Ethl/7 Feature VTP is not enabled
none

Ethl/8 Feature VTP is not enabled
none

Ethl/9 Feature VTP is not enabled
none

Ethl/10 Feature VTP is not enabled
none

Ethl/11 Feature VTP is not enabled
30

Ethl/12 Feature VTP is not enabled

30
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Ethl/13
30
Ethl/14
30
Ethl/15
30
Ethl/16
30
Ethl/17
30
Ethl1/18
30
Ethl1/19
none
Ethl/20
none
Ethl/21
none
Ethl/22
none
Ethl/23
30
Ethl/24
30
Ethl/25
30
Ethl/26
30
Ethl/27
30
Ethl/28
30
Ethl/29
30
Ethl1/30
30
Ethl/31
none
Ethl/32
none
Ethl/33
none
Ethl/34
none
Ethl/35

none

Feature

Feature

Feature

Feature

Feature

Feature

Feature

Feature

Feature

Feature

Feature

Feature

Feature

Feature

Feature

Feature

Feature

Feature

Feature

Feature

Feature

Feature

Feature

VTP

VTP

VTP

VTP

VTP

VTP

VTP

VTP

VTP

VTP

VTP

VTP

VTP

VTP

VTP

VTP

VTP

VTP

VTP

VTP

VTP

VTP

VTP

is

is

is

is

is

is

is

is

is

is

is

is

is

is

is

is

is

is

is

is

is

is

is

not

not

not

not

not

not

not

not

not

not

not

not

not

not

not

not

not

not

not

not

not

not

not

enabled

enabled

enabled

enabled

enabled

enabled

enabled

enabled

enabled

enabled

enabled

enabled

enabled

enabled

enabled

enabled

enabled

enabled

enabled

enabled

enabled

enabled

enabled



Ethl/36 Feature VTP is not enabled

none

@ Si quiere mas informacion sobre el uso de VLAN y puertos especificos, consulte el banner y
la seccion de notas importantes de su RCF.

Paso 3: Configure el cluster ONTAP

NetApp recomienda usar System Manager para configurar clisteres nuevos.

System Manager de proporciona un flujo de trabajo sencillo y sencillo para la instalacion y la configuracion del
cluster, incluidas la asignacion de una direccién IP de gestién de nodos, la inicializacién del cluster, la creacion
de un nivel local, la configuracion de protocolos y el aprovisionamiento del almacenamiento inicial.

Vaya a. "Configure ONTAP en un nuevo cluster con System Manager" para obtener instrucciones de
configuracion.

El futuro
Una vez instalado el RCF, puedes"verificar la configuracion de SSH"

Actualice su archivo de configuraciéon de referencia (RCF)

Actualice la version de RCF cuando tenga instalada una version existente del archivo
RCF en los conmutadores operativos.

Antes de empezar
Asegurese de tener lo siguiente:

» Una copia de seguridad actual de la configuracién del switch.
» Un cluster en pleno funcionamiento (sin errores en los registros o problemas similares).
* EI RCF actual.

 Si esta actualizando la versién de RCF, necesita una configuracién de inicio en el RCF que refleje las
imagenes de inicio deseadas.

Si necesita cambiar la configuracion de arranque para reflejar las imagenes de arranque actuales, debe
hacerlo antes de volver a aplicar el RCF para que se cree una instancia de la version correcta en futuros
reinicios.

Durante este procedimiento no se necesita ningun enlace entre switches (ISL) operativo. Esto
se debe a que los cambios en la versién de RCF pueden afectar temporalmente a la

@ conectividad ISL. Para garantizar operaciones de cluster no disruptivas, el siguiente
procedimiento migra todas las LIF del cluster al switch de partner operativo mientras realiza los
pasos del switch de destino.
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https://docs.netapp.com/us-en/ontap/task_configure_ontap.html
configure-ssh-keys.html

Antes de instalar una nueva version de software del conmutador y RCF, debe borrar los ajustes

@ del conmutador y realizar la configuracion basica. Debe estar conectado al switch mediante la
consola serie o haber conservado la informacion basica de configuracion antes de borrar la
configuracion del switch.

Paso 1: Preparese para la actualizacion

1. Si se habilita AutoSupport en este cluster, elimine la creaciéon automatica de casos invocando un mensaje
de AutoSupport:

system node autosupport invoke -node * -type all -message MAINT=xh
Donde x es la duracién de la ventana de mantenimiento en horas.

2. Cambie el nivel de privilegio a avanzado, introduciendo y cuando se le solicite continuar:
set -privilege advanced
Aparece el mensaje avanzado (*>).

3. Muestra los puertos en cada nodo que estan conectados a los conmutadores:
network device-discovery show

Muestra el ejemplo

clusterl::*> network device-discovery show
Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface Platform

nodel-01/cdp

e3a csl Ethernetl/7 NOK-
C9336C

e3b cs?2 Ethernetl/7 NOK-
C9336C
nodel-02/cdp

e3a csl Ethernetl/8 NOK-
C9336C

e3b cs?2 Ethernetl/8 NOK-
C9336C

4. Verifique que todos los puertos de almacenamiento se encuentren en buen estado:
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storage port show -port-type ENET

Muestra el ejemplo

clusterl::*> storage port show -port-type ENET

Speed
Node Port Type Mode (Gb/s) State Status
nodel-01
e3a ENET - 100 enabled online
e3b ENET - 100 enabled online
e7a ENET - 100 enabled online
e7b ENET - 100 enabled online
nodel-02
e3a ENET - 100 enabled online
e3b ENET - 100 enabled online
e7a ENET - 100 enabled online
e7b ENET - 100 enabled online

5. Deshabilite la reversion automatica en las LIF del cluster.

network interface modify -vserver Cluster -1if * -auto-revert false

Paso 2: Configurar puertos

1. En el conmutador cs1, apague los puertos conectados a todos los puertos de los nodos.

csl> enable

csl# configure

csl(config)# interface ethl/1/1-2,ethl/7-8
csl (config-if-range) # shutdown

csl (config-if-range) # exit

csl (config)# exit

Asegurese de apagar todos los puertos conectados para evitar problemas de conexion de
@ red. Consulte el articulo de la base de conocimientos "Nodo fuera de quérum al migrar LIF
de cluster durante la actualizacion del sistema operativo del switch" Para mas detalles.


https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/Node_out_of_quorum_when_migrating_cluster_lif_during_switch_OS_upgrade
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/Node_out_of_quorum_when_migrating_cluster_lif_during_switch_OS_upgrade

2. Verifique que los LIF del cluster hayan conmutado por error a los puertos alojados en el conmutador cs1.
Esto podria tardar unos segundos.

network interface show -role cluster

Muestra el ejemplo

clusterl::*> network interface show -role cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nodel-01 clusl up/up 169.254.36.44/16 nodel-01
ela true

nodel-01 clus2 up/up 169.254.7.5/16 nodel-01
e7b true

nodel-02 clusl up/up 169.254.197.206/16 nodel-02
ela true

nodel-02 clus2 up/up 169.254.195.186/16 nodel-02
e’b true

nodel-03 clusl wup/up 169.254.192.49/16 nodel-03
ela true

nodel-03 clus2 up/up 169.254.182.76/16 nodel-03
e’b true

nodel-04 clusl wup/up 169.254.59.49/16 nodel-04
ela true

nodel-04 clus2 up/up 169.254.62.244/16 nodel-04
e’7b true

8 entries were displayed.

3. Compruebe que el cluster esté en buen estado:

cluster show
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Muestra el ejemplo

clusterl::*> cluster show

Node Health Eligibility Epsilon
nodel-01 true true false
nodel-02 true true false
nodel-03 true true true
nodel-04 true true false

4 entries were displayed.

4. Si aun no lo ha hecho, guarde una copia de la configuracién actual del conmutador copiando la salida del

siguiente comando en un archivo de texto:
show running-config
a. Registre cualquier adicion personalizada entre la actual running-config y el archivo RCF en uso

(como una configuracion SNMP para su organizacion).

b. Para NX-OS 10.2 y versiones posteriores, utilice el show diff running-config comando para
comparar con el archivo RCF guardado en la memoria flash de arranque. De lo contrario, utilice una
herramienta de comparacion o diff de terceros.

5. Guarde los detalles basicos de configuracion en write erase.cfg archivo en el bootflash.

Asegurese de configurar lo siguiente:

o Nombre de usuario y contrasefa
(D o Direccion IP de gestién
o Puerta de enlace predeterminada

o Cambiar nombre

csl# show run | i "username admin password" > bootflash:write erase.cfg

csl# show run | section "vrf context management" >> bootflash:write erase.cfg
csl# show run | section "interface mgmtO" >> bootflash:write erase.cfg

csl# show run | section "switchname" >> bootflash:write erase.cfg

6. Al actualizar a la version 1.12 de RCF o posterior, ejecute los siguientes comandos: cs1# echo
"hardware access-list tcam region ing-racl 1024" >> bootflash:write erase.cfg

csl# echo "hardware access-list tcam region egr-racl 1024" >>
bootflash:write erase.cfqg

csl# echo "hardware access-list tcam region ing-12-gos 1280 >>
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bootflash:write erase.cfg

Consulte el articulo de la base de conocimientos"Como borrar la configuracion en un switch de
interconexion de Cisco manteniendo la conectividad remota" Para mas detalles.

. Verificar que el write erase.cfg El archivo se completa como se esperaba:

show file bootflash:write_erase.cfg

Emitir el write erase Comando para borrar la configuracion guardada actual:
csl# write erase

Warning: This command will erase the startup-configuration.
Do you wish to proceed anyway? (y/n) [n] y

Copie la configuracion basica guardada anteriormente en la configuracion de inicio.
csl# copy bootflash:write_ erase.cfg startup-config

Reinicie el switch:

csl# reload

This command will reboot the system. (y/n)? [n] y

Cuando se pueda volver a acceder a la direccion IP de administracion, inicie sesion en el switch a través
de SSH.

Es posible que necesite actualizar las entradas del archivo host relacionadas con las claves SSH.

Copie el RCF al bootflash del switch CS1 usando uno de los siguientes protocolos de transferencia: FTP,
TFTP, SFTP o SCP.

Para obtener mas informacion acerca de los comandos de Cisco, consulte la guia correspondiente en
"Referencia de comandos NX-OS de Cisco Nexus serie 9000" guias.

Muestra el ejemplo

Este ejemplo muestra que TFTP se esta utilizando para copiar un RCF al bootflash en el switch CS1:

csl# copy tftp: bootflash: vrf management

Enter source filename: Nexus 9336C_RCF_vl.6-Storage.txt
Enter hostname for the tftp server: 172.22.201.50

Trying to connect to tftp server...... Connection to Server
Established.

TFTP get operation was successful

Copy complete, now saving to disk (please wait)...


https://kb.netapp.com/on-prem/Switches/Cisco-KBs/How_to_clear_configuration_on_a_Cisco_interconnect_switch_while_retaining_remote_connectivity
https://kb.netapp.com/on-prem/Switches/Cisco-KBs/How_to_clear_configuration_on_a_Cisco_interconnect_switch_while_retaining_remote_connectivity
https://www.cisco.com/c/en/us/support/switches/nexus-9336c-fx2-switch/model.html#CommandReferences

13. Aplique el RCF descargado anteriormente al flash de inicio.

Para obtener mas informacion acerca de los comandos de Cisco, consulte la guia correspondiente en
"Referencia de comandos NX-OS de Cisco Nexus serie 9000" guias.

Este ejemplo muestra el archivo RCF. NX9336C-FX2-RCF-v1.13-1-Storage. txt Instalando en el
switch cs1:

csl# copy Nexus 9336C_RCF _vl.6-Storage.txt running-config echo-commands

Asegurese de leer detenidamente las secciones Notas de instalacion, Notas importantes
y banner de su RCF. Debe leer y seguir estas instrucciones para garantizar la configuracion
y el funcionamiento adecuados del conmutador.

14. Compruebe que el archivo RCF es la version mas reciente correcta:
show running-config

Cuando compruebe la salida para verificar que tiene el RCF correcto, asegurese de que la siguiente
informacion es correcta:

> El banner de RCF
o La configuracién del nodo y el puerto

o Personalizaciones

La salida varia en funcion de la configuracion del sitio. Compruebe la configuracion del puerto y
consulte las notas de versién para conocer los cambios especificos del RCF que haya instalado.

15. Vuelva a aplicar cualquier personalizacion anterior a la configuracion del conmutador.

16. Después de verificar que las versiones de RCF, las adiciones personalizadas y las configuraciones de los
conmutadores sean correctas, copie el archivo running-config archivo al startup-config archivo.

Para obtener mas informacién acerca de los comandos de Cisco, consulte la guia correspondiente en
"Referencia de comandos NX-OS de Cisco Nexus serie 9000" guias.

csl# copy running-config startup-config
[] 100% Copy complete

17. Reinicie el interruptor CS1. Puede ignorar las alertas de ««monitor de estado del switch del cluster» y los
eventos de ««puertos inactivos»» que se notifican en los nodos mientras se reinicia el switch.

csl# reload
This command will reboot the system. (y/n)? [n] y

18. Verifique que todos los puertos de almacenamiento se encuentren en buen estado:

storage port show -port-type ENET
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Muestra el ejemplo

clusterl::*> storage port show -port-type ENET

nodel-01

nodel-02

e3a
e3b
ela
e’b

e3a
e3b
ela
e’b

ENET -
ENET -
ENET -
ENET -

ENET -
ENET -
ENET -
ENET -

19. Compruebe que el cluster esté en buen estado:

cluster show

Muestra el ejemplo

clusterl::*> cluster show

Node

nodel-01
nodel-02
nodel-03
nodel-04

Health

Eligibility

100
100
100
100

100
100
100
100

enabled
enabled
enabled
enabled

enabled
enabled
enabled
enabled

true
true
true

true

4 entries were displayed.

20. Repita los pasos 4 a 19 en el interruptor cs2.

21. Habilite la reversion automatica en las LIF del cluster.
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online
online

online

online
online
online

online

network interface modify -vserver Cluster -1if * -auto-revert true



Paso 3: Compruebe la configuracion de la red del cluster y el estado del cluster

1. Compruebe que los puertos del switch conectados a los puertos del cluster son up.

show interface brief

2. Compruebe que los nodos esperados siguen conectados:

show cdp neighbors

3. Compruebe que los nodos de cluster estan en las VLAN de cluster correctas utilizando los siguientes
comandos:

show vlan brief

show interface trunk

4. Compruebe que las LIF del cluster han vuelto a su puerto de inicio:

network interface show -role cluster

Si alguna LIF de cluster no ha regresado a sus puertos raiz, revertirla manualmente desde el nodo local:
network interface revert -vserver vserver name -1lif <lif-name>

5. Compruebe que el cluster esté en buen estado:

cluster show

6. Compruebe la conectividad de las interfaces del cluster remoto:

a. Puedes utilizar el network interface check cluster-connectivity show Comando para
mostrar los detalles de una verificacion de accesibilidad para la conectividad del cluster:

network interface check cluster-connectivity show

b. Alternativamente, puede utilizar el cluster ping-cluster -node <node-name> Comando para
comprobar la conectividad:

cluster ping-cluster -node <node-name>
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El futuro
Después de actualizar tu RCF, puedes"verificar la configuracion de SSH" .
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