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Sustituya los interruptores

Requisitos para sustituir los switches de cluster Cisco
Nexus 3132Q-V.

Asegurese de comprender los requisitos de configuracion, las conexiones de puertos y
los requisitos de cableado al sustituir los switches de cluster.

Requisitos de Cisco Nexus 3132Q-V.

» Se admite el switch de cluster Cisco Nexus 3132Q-V.

* La cantidad de puertos de 10 GbE y 40 GbE se define en los archivos de configuracion de referencia
(RCF) disponibles en"Descarga del archivo de configuracién de referencia del conmutador de red de
cluster Cisco®" .

* Los switches de cluster utilizan los puertos de enlace entre switches (ISL) e1/31-32.

» La "Hardware Universe" Contiene informacion sobre el cableado compatible con los switches Nexus
3132Q-V:

> Los nodos con conexiones de cluster de 10 GbE requieren modulos 6pticos QSFP con cables de fibra
de cable multiconector o cables de cobre QSFP a SFP+.

> Los nodos con conexiones a cluster de 40 GbE requieren médulos 6pticos QSFP/QSFP28 compatibles
con cables de fibra o cables de conexion directa de cobre QSFP/QSFP28.

o Los switches de cluster utilizan el cableado ISL adecuado: 2 cables de conexién directa de cobre o
fibra QSFP28.

* En Nexus 3132Q-V, puede operar puertos QSFP como modos Ethernet de 40 Gb o0 4x10 Gb Ethernet.

De manera predeterminada, hay 32 puertos en el modo Ethernet de 40 Gb. Estos puertos Ethernet de 40
GB estan numerados en una convencion de nomenclatura de 2 tubos. Por ejemplo, el segundo puerto
Ethernet de 40 GB esta numerado como 1/2. El proceso de cambiar la configuracién de Ethernet de 40 GB
a Ethernet de 10 GB se denomina breakout y el proceso de cambiar la configuracién de Ethernet de 10
GB a Ethernet de 40 GB se denomina breakin. Cuando divide un puerto Ethernet de 40 Gb en puertos
Ethernet de 10 Gb, los puertos resultantes se numeran mediante una convencién de nomenclatura de 3
tuplas. Por ejemplo, los puertos de arranque del segundo puerto Ethernet de 40 GB estan numerados
como 1/2/1, 1/2/2, 1/2/3 y 1/2/4.

* En el lado izquierdo de Nexus 3132Q-V se encuentra un conjunto de cuatro puertos SFP+ multiplexados al
primer puerto QSFP.

De forma predeterminada, el RCF esta estructurado para utilizar el primer puerto QSFP.

Puede hacer que cuatro puertos SFP+ estén activos en lugar de un puerto QSFP para Nexus 3132Q-V
mediante el hardware profile front portmode sfp-plus comando. Del mismo modo, se puede
restablecer Nexus 3132Q-V para utilizar un puerto QSFP en lugar de cuatro puertos SFP+ mediante el
hardware profile front portmode gsfp comando.

* Debe haber configurado algunos de los puertos de Nexus 3132Q-V para ejecutarse a 10 GbE 0 40 GbE.

Puede extraer los primeros seis puertos en modo 4x10 GbE mediante el interface breakout module
1 port 1-6 map 10g-4x comando. De forma similar, puede volver a agrupar los primeros seis puertos
QSFP+ de la configuracion de cable mediante el no interface breakout module 1 port 1-6
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map 10g-4x comando.

» Debe haber realizado la planificacion, la migracion y leer la documentacion necesaria sobre la
conectividad de 10 GbE y 40 GbE desde los nodos a los switches de clusteres Nexus 3132Q-V.

"Switches Ethernet de Cisco"Tiene informacién sobre las versiones de ONTAP y NX-OS compatibles con
este procedimiento.

Requisitos de Cisco Nexus 5596

» Se admiten los siguientes switches de cluster:
o Nexus 5596
o Nexus 3132Q-V

+ La cantidad de puertos de 10 GbE y 40 GbE se define en los archivos de configuracion de referencia
(RCF) disponibles en"Descarga del archivo de configuracién de referencia del conmutador de red de
cluster Cisco®" .

* Los switches de cluster utilizan los siguientes puertos para las conexiones a los nodos:
o Puertos e1/1-40 (10 GbE): Nexus 5596
o Puertos e1/1-30 (40 GbE): Nexus 3132Q-V
 Los switches de cluster utilizan los siguientes puertos de enlace entre switches (ISL):
o Puertos €1/41-48 (10 GbE): Nexus 5596
o Puertos €1/31-32 (40 GbE): Nexus 3132Q-V

» La "Hardware Universe" Contiene informacion sobre el cableado compatible con los switches Nexus
3132Q-V:

o Los nodos con conexiones de cluster de 10 GbE requieren cables de fibra éptica QSFP a SFP+ o
cables de cobre QSFP a SFP+.

> Los nodos con conexiones de cluster de 40 GbE requieren modulos QSFP/QSFP28optical compatibles
con cables de fibra o cables de conexion directa de cobre QSFP/QSFP28.

* Los switches de cluster utilizan el cableado ISL adecuado:
> Principio: De Nexus 5596 a Nexus 5596 (de SFP+ a SFP+)
= 8 cables de conexion directa de cobre o fibra SFP+
> Provisional: Nexus 5596 a Nexus 3132Q-V (QSFP a 4 partes SFP+)
= 1 cables QSFP a SFP+ de fibra 6ptica o cables de interrupcién de cobre
o Final: Nexus 3132Q-V a Nexus 3132Q-V (QSFP28 a QSFP28)
= 2 cables de conexion directa de cobre o fibra QSFP28

* En los switches Nexus 3132Q-V, puede operar puertos QSFP/QSFP28 como modos Ethernet de 40
Gigabit o Ethernet de 4 x10 Gigabit.

De manera predeterminada, hay 32 puertos en el modo Ethernet de 40 Gigabit. Estos puertos 40 Gigabit
Ethernet estan numerados en una convencion de nomenclatura de 2 tubos. Por ejemplo, el segundo
puerto 40 Gigabit Ethernet estda numerado como 1/2. El proceso de cambiar la configuracion de 40 Gigabit
Ethernet a 10 Gigabit Ethernet se denomina breakout y el proceso de cambiar la configuracion de 10
Gigabit Ethernet a 40 Gigabit Ethernet se denomina breakin. Al dividir un puerto Ethernet de 40 Gigabit en
10 puertos Gigabit Ethernet, los puertos resultantes se numeran mediante una convencion de
nomenclatura de 3 tuplas. Por ejemplo, los puertos de salida del segundo puerto Ethernet 40 Gigabit estan
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numerados como 1/2/1, 1/2/2, 1/12/3 'y 1/2/4.

* En el lado izquierdo de los conmutadores Nexus 3132Q-V hay un conjunto de 4 puertos SFP+
multiplexados a ese puerto QSFP28.

De forma predeterminada, el RCF esta estructurado para utilizar el puerto QSFP28.

Puede activar 4 puertos SFP+ en lugar de un puerto QSFP para los switches Nexus 3132Q-
V mediante el hardware profile front portmode sfp-plus comando. De forma

@ similar, puede restablecer los switches Nexus 3132Q-V para utilizar un puerto QSFP en
lugar de 4 puertos SFP+ mediante el hardware profile front portmode gsfp
comando.

» Ha configurado algunos de los puertos en los switches Nexus 3132Q-V para que se ejecuten a 10 GbE o
40 GbE.

Puede dividir los primeros seis puertos en modo 4x10 GbE mediante el interface

@ breakout module 1 port 1-6 map 10g-4x comando. De forma similar, puede volver
a agrupar los primeros seis puertos QSFP+ de la configuracion de cable mediante el no
interface breakout module 1 port 1-6 map 10g-4x comando.

* Ha realizado la planificacion, la migracion y la lectura de la documentacion necesaria sobre la conectividad
de 10 GbE y 40 GbE desde los nodos a los switches de cluster Nexus 3132Q-V.

 Las versiones de ONTAP y NX-OS compatibles con este procedimiento se encuentran en"Switches
Ethernet de Cisco" .

Requisitos de CN1610 de NetApp

» Se admiten los siguientes switches de cluster:
> CN1610 de NetApp
o Cisco Nexus 3132Q-V
 Los switches de cluster admiten las siguientes conexiones de nodo:
> NetApp CN1610: Puertos 0/1 a 0/12 (10 GbE)
o Cisco Nexus 3132Q-V: Puertos E1/1-30 (40 GbE)
 Los switches de cluster utilizan los siguientes puertos de enlace entre switches (ISL):
> NetApp CN1610: Puertos 0/13 a 0/16 (10 GbE)
o Cisco Nexus 3132Q-V: Puertos E1/31-32 (40 GbE)

» La "Hardware Universe" Contiene informacion sobre el cableado compatible con los switches Nexus
3132Q-V:

> Los nodos con conexiones de cluster de 10 GbE requieren cables de fibra 6ptica QSFP a SFP+ o
cables de cobre QSFP a SFP+

o Los nodos con conexiones en cluster de 40 GbE requieren médulos 6pticos QSFP/QSFP28
compatibles con cables de fibra 6ptica o cables de conexioén directa de cobre QSFP/QSFP28

 El cableado ISL adecuado es el siguiente:

o Comenzando: Para CN1610 a CN1610 (SFP+ a SFP+), cuatro cables de conexion directa o fibra
Optica SFP+
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° Provisional: Para CN1610 a Nexus 3132Q-V (QSFP a cuatro SFP+), un cable de fibra optica o cobre
QSFP a SFP+

o Final: Para Nexus 3132Q-V a Nexus 3132Q-V (QSFP28 a QSFP28), dos cables de conexioén directa
de cobre o fibra 6ptica QSFP28

* Los cables twinax de NetApp no son compatibles con los switches Cisco Nexus 3132Q-V.

Si su configuracion actual del CN1610 utiliza cables twinax de NetApp para conexiones cluster-nodo-
switch o conexiones ISL y quiere seguir utilizando twinax en su entorno, debe procurar los cables twinax
de Cisco. Como alternativa, puede utilizar cables de fibra dptica para las conexiones ISL y las conexiones
cluster-nodo-switch.

* En los switches Nexus 3132Q-V, puede operar puertos QSFP/QSFP28 como modos Ethernet de 40 Gb o
Ethernet de 4x 10 Gb.

De manera predeterminada, hay 32 puertos en el modo Ethernet de 40 Gb. Estos puertos Ethernet de 40
GB estan numerados en una convencion de nomenclatura de 2 tubos. Por ejemplo, el segundo puerto
Ethernet de 40 GB esta numerado como 1/2. El proceso de cambiar la configuracién de Ethernet de 40 GB
a Ethernet de 10 GB se denomina breakout y el proceso de cambiar la configuracién de Ethernet de 10
GB a Ethernet de 40 GB se denomina breakin. Cuando divide un puerto Ethernet de 40 Gb en puertos
Ethernet de 10 Gb, los puertos resultantes se numeran mediante una convencién de nomenclatura de 3
tuplas. Por ejemplo, los puertos de arranque del segundo puerto Ethernet de 40 GB estan numerados
como 1/2/1, 1/2/2, 1/2/3 y 1/2/4.

* En el lado izquierdo de los conmutadores Nexus 3132Q-V hay un conjunto de cuatro puertos SFP+
multiplexados al primer puerto QSFP.

De forma predeterminada, el archivo de configuracion de referencia (RCF) esta estructurado para utilizar
el primer puerto QSFP.

Puede hacer que cuatro puertos SFP+ estén activos en lugar de un puerto QSFP para los switches Nexus
3132Q-V mediante el hardware profile front portmode sfp-plus comando. De forma similar,
puede restablecer los switches Nexus 3132Q-V para utilizar un puerto QSFP en lugar de cuatro puertos
SFP+ mediante el hardware profile front portmode gsfp comando.

@ Cuando se utilizan los primeros cuatro puertos SFP+, éste deshabilitara el primer puerto
QSFP de 40 GbE.

» Debe haber configurado algunos de los puertos de los switches Nexus 3132Q-V para ejecutarse a 10 GbE
040 GbE.

Puede dividir los primeros seis puertos en modo 4x10 GbE con el interface breakout module 1
port 1-6 map 10g-4x comando. Del mismo modo, puede reagrupar los primeros seis puertos QSFP+
de la configuracién breakout mediante el no interface breakout module 1 port 1-6 map 10g-
4x comando.

» Debe haber realizado la planificacion, la migracion y leer la documentacion necesaria sobre la
conectividad de 10 GbE y 40 GbE desde los nodos a los switches de clusteres Nexus 3132Q-V.

 Las versiones de ONTAP y NX-OS compatibles con este procedimiento se enumeran en"Switches
Ethernet de Cisco" .

* Las versiones de ONTAP y FASTPATH compatibles con este procedimiento se enumeran en"Switches
CN1601 y CN1610 de NetApp" .
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Sustituya los switches de cluster Cisco Nexus 3132Q-V.

Siga este procedimiento para sustituir un switch Cisco Nexus 3132Q-V defectuoso en
una red de cluster. El procedimiento de sustitucion es un procedimiento no disruptivo
(NDO).

Revise los requisitos

Requisitos de switch
Revise la "Requisitos para sustituir los switches de cluster Cisco Nexus 3132Q-V.".

Antes de empezar
 La configuracion de cluster y red existente tiene:

o La infraestructura de cluster Nexus 3132Q-V es redundante y completamente funcional en ambos
switches.

"Switch Ethernet de Cisco"tiene las ultimas versiones de RCF y NX-OS para sus conmutadores.

° Todos los puertos del cluster estan en la up estado.
> La conectividad de gestion existe en ambos switches.
° Todas las interfaces logicas (LIF) del cluster estan en la up estado y se han migrado.
* Para el interruptor de sustitucion Nexus 3132Q-V, asegurese de que:
o La conectividad de la red de gestion en el switch de reemplazo es funcional.
o El acceso de la consola al interruptor de sustitucion esta en su lugar.
o El conmutador de imagen del sistema operativo RCF y NX-OS deseado se carga en el conmutador.
> Se ha completado la personalizacion inicial del conmutador.

¢ "Hardware Universe"

Active el registro de la consola

NetApp recomienda encarecidamente que habilite el inicio de sesidn de la consola en los dispositivos que esté
utilizando y que realice las siguientes acciones al sustituir el conmutador:

* Deje la funcion AutoSupport habilitada durante el mantenimiento.

* Active un AutoSupport de mantenimiento antes y después del mantenimiento para deshabilitar la creacion
de casos durante la duracion del mantenimiento. Consulte este articulo de la base de
conocimientos"SU92: Cémo impedir la creacion automatica de casos durante las ventanas de
mantenimiento programado” Para mas detalles.

» Habilitar el registro de sesiones para cualquier sesion CLI. Para obtener instrucciones sobre como habilitar
el registro de sesiones, revise la seccidon "Registro de salida de sesion" en este articulo de la base de
conocimientos."Como configurar PUTTY para una conectividad dptima con sistemas ONTAP" .

Sustituya el interruptor

Este procedimiento sustituye al segundo interruptor de grupo de Nexus 3132Q-V CL2 con el nuevo interruptor
C2 3132Q-V.


https://mysupport.netapp.com/site/products/all/details/cisco-cluster-storage-switch/downloads-tab
http://hwu.netapp.com
https://kb.netapp.com/Support_Bulletins/Customer_Bulletins/SU92
https://kb.netapp.com/Support_Bulletins/Customer_Bulletins/SU92
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/How_to_configure_PuTTY_for_optimal_connectivity_to_ONTAP_systems

Acerca de los ejemplos
Los ejemplos de este procedimiento utilizan la nomenclatura de conmutador y nodo siguiente:

* n1_clus1 es la primera interfaz logica del cluster (LIF) conectada al switch del cluster C1 para el nodo n1.
* n1_clus2 es la primera LIF del cluster conectada al switch de cluster CL2 o C2 para el nodo n1.

* n1_clus3 es la segunda LIF conectada al switch de cluster C2 para el nodo n1.

* n1_clusal 4 es la segunda LIF conectada al switch de cluster CL1, para el nodo n1.

 La cantidad de puertos de 10 GbE y 40 GbE se define en los archivos de configuracion de referencia
(RCF) disponibles en"Descarga del archivo de configuracion de referencia del conmutador de red de
cluster Cisco®" .

* Los nodos son n1, n2, n3 y n4. - Los ejemplos de este procedimiento emplean cuatro nodos: Dos nodos
utilizan cuatro puertos de interconexion de cluster de 10 GB: EQa, e0b, eOc y e0d. Los otros dos nodos
utilizan dos puertos de interconexion de cluster de 40 GB: e4a y e4e. Consulte "Hardware Universe" para
los puertos del cluster reales en las plataformas.

Acerca de esta tarea
Este procedimiento cubre el siguiente caso:

* El cluster comienza con cuatro nodos conectados a dos switches de cluster Nexus 3132Q-V, CL1 y CL2.
« El switch del cluster CL2 debe ser sustituido por C2

o En cada nodo, las LIF de cluster conectadas a CL2 se migran a los puertos del cluster conectados a
CL1.

o Desconecte el cableado de todos los puertos del CL2 y vuelva a conectar el cableado a los mismos
puertos del conmutador C2 de sustitucion.

o En cada nodo, sus LIF de cluster migrados se revierten.

Paso 1: Prepararse para la sustitucion

1. Si se habilita AutoSupport en este cluster, elimine la creacion automatica de casos invocando un mensaje
de AutoSupport:

system node autosupport invoke -node * -type all - message MAINT=xh

x es la duracion de la ventana de mantenimiento en horas.

@ El mensaje de AutoSupport notifica al soporte técnico de esta tarea de mantenimiento para
que la creacion automatica de casos se suprima durante la ventana de mantenimiento.

2. Muestra informacion sobre los dispositivos de la configuracion:

network device-discovery show
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Muestra el ejemplo

cluster::> network device-discovery show

n2

n3

n4

Local
Port

eda
ede

Discovered

Device

CL1
CL2
CL2
CL1

CL1
CL2
CL2
CL1

CL1
CL2

CL1
CL2

12 entries were displayed

Interface

Ethernetl/1/1
Ethernetl/1/1
Ethernetl/1/2
Ethernetl/1/2

Ethernetl/1/3
Ethernetl/1/3
Ethernetl/1/4
Ethernetl/1/4

Ethernetl/7
Ethernetl/7

Ethernetl/8
Ethernetl/8

3. Determine el estado administrativo u operativo de cada interfaz de cluster:

a. Mostrar los atributos del puerto de red:

network port show

Platform

N3K-C31320Q0-V
N3K-C3132Q-V
N3K-C3132Q-V
N3K-C31320Q-V

N3K-C3132Q-V
N3K-C31320Q-V
N3K-C3132Q-V
N3K-C31320Q0-V

N3K-C3132Q-V
N3K-C31320Q0-V

N3K-C3132Q-V
N3K-C31320Q-V



Muestra el ejemplo

cluster::*> network port show -role cluster

(network port show)

Node: nl
Ignore
Health

Port
Status

Health
IPspace
Status

Broadcast Domain Link MTU

Speed (Mbps)

Admin/Oper

Node: n2

Ignore

Health

Port
Status

Cluster

Cluster

Cluster

Cluster

Health
IPspace
Status

Cluster

Cluster

Cluster

Cluster

Broadcast Domain

up

up

up

up

Link

9000

9000

9000

9000

MTU

auto/10000

auto/10000

auto/10000

auto/10000

Speed (Mbps)

Admin/Oper

Node: n3

Ignore

Health

Cluster

Cluster

Cluster

Health

Cluster

Cluster

Cluster

Cluster

up

up

up

up

9000

9000

9000

9000

auto/10000

auto/10000

auto/10000

auto/10000

Speed (Mbps)



Port IPspace Broadcast Domain Link MTU Admin/Oper

eda Cluster Cluster up 9000 auto/40000 -
ede Cluster Cluster up 9000 auto/40000 -
Node: n4
Ignore

Speed (Mbps)

Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper

eda Cluster Cluster up 9000 auto/40000 -

ede Cluster Cluster up 9000 auto/40000 =

12 entries were displayed.

b. Mostrar informacion acerca de las interfaces légicas:

network interface show
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Muestra el ejemplo

cluster::*> network interface show -role cluster

Current
Vserver
Port

Logical
Is

Interface

(network interface show)

Status

Network

Admin/Oper Address/Mask

Cluster

ela

e0b

elc

e0d

ela

e0b

elc

e0d

ela

ele

ela

ele

nl clusl
true

nl clus2
true

nl clus3
true

nl clusé4
true

n2 clusl
true

n2 clus2
true

n2 clus3
true

n2 clus4
true

n3 clusl
true

n3 clus2
true

n4 clusl
true

n4 clus2

true

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

12 entries were displayed.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

.1/24

.2/24

.3/24

.4/24

.5/24

.6/24

.7/24

.8/24

.9/24

.10/24

.11/24

.12/24

c. Muestre la informacién sobre los switches del cluster detectados:

system cluster-switch show

Current

Node

nl

nl

nl

nl

n2

n2

n2

n2

n3

n3

n4

n4



Muestra el ejemplo

4. Compruebe que el RCF y la imagen adecuados estan instalados en el nuevo switch Nexus 3132Q-V,

cluster::> system cluster-switch show

Switch
Model

CL1
NX3132V

Serial Number:

Is Monitored:
Reason:

Software Version:

Version

Version Source:

CL2
NX3132V

Serial Number:

Is Monitored:
Reason:

Software Version:

Version

Version Source:

Type Address

cluster—-network 10.10.1.101

FOX000001
true

Cisco Nexus Operating System (NX-0S) Software,
7.0(3)I4(1)
CDP

cluster-network 10.10.1.102
FOX000002
true
Cisco Nexus Operating System (NX-0S) Software,

7.0(3)I4(1)
CDP

2 entries were displayed.

segun sea necesario, y realice las personalizaciones esenciales del sitio.

Debe preparar el interruptor de sustitucion en este momento. Si necesita actualizar el RCF y la imagen,

debe seguir estos pasos:

a.
b.

(9]

e.

En el sitio de soporte de NetApp , consulte"Switches Ethernet de Cisco" .

Anote el conmutador y las versiones de software necesarias en la tabla de esa pagina.

. Descargue la version adecuada del RCF.

siga las instrucciones de la pagina Descargar para descargar el RCF.

Descargue la version adecuada del software Image.

5. Migre las LIF asociadas a los puertos del cluster conectados al switch C2:

network interface migrate

. Haga clic en CONTINUAR en la pagina Descripcidn, acepte el contrato de licencia y, a continuacion,
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Muestra el ejemplo

Este ejemplo muestra que la migracién LIF se realiza en todos los nodos:

cluster::*> network interface migrate -vserver Cluster
-source-node nl -destination-node nl -destination-port
cluster::*> network interface migrate -vserver Cluster
-source-node nl -destination-node nl -destination-port
cluster::*> network interface migrate -vserver Cluster
-source-node n2 —-destination-node n2 -destination-port
cluster::*> network interface migrate -vserver Cluster
-source-node n2 -destination-node n2 -destination-port
cluster::*> network interface migrate -vserver Cluster
-source-node n3 -destination-node n3 -destination-port
cluster::*> network interface migrate -vserver Cluster

-source-node n4 —-destination-node n4 -destination-port

6. Compruebe el estado del cluster:
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network interface show

-1if
ela
-1if
e0d
-1if
ela
-1if
e0d
-1if
eda
-1if
eda

nl clus2

nl clus3

n2 clus2

n2 clus3

n3 clus2

n4 clus2



Muestra el ejemplo

cluster::*> network interface show -role cluster
(network interface show)

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nl clusl up/up 10.10.0.1/24 nl
ela true

nl clus2 up/up 10.10.0.2/24 nl
ela false

nl clus3 up/up 10.10.0.3/24 nl
e0d false

nl clus4 up/up 10.10.0.4/24 nl
e0d true

n2 clusl up/up 10.10.0.5/24 n2
ela true

n2 clus2 up/up 10.10.0.6/24 n2
ela false

n2 clus3 up/up 10.10.0.7/24 n2
e0d false

n2 clus4 up/up 10.10.0.8/24 n2
e0d true

n3 clusl up/up 10.10.0.9/24 n3
eda true

n3 clus2 up/up 10.10.0.10/24 n3
eda false

n4 clusl up/up 10.10.0.11/24 n4
eda true

n4 clus2 up/up 10.10.0.12/24 n4
eda false

12 entries were displayed.

7. Apague los puertos de interconexion de cluster que estén conectados fisicamente al switch CL2:

network port modify



Muestra el ejemplo

En este ejemplo, se muestran los puertos especificados que se estan apagando en todos los nodos:

cluster:
cluster:
cluster::
cluster::
cluster::

cluster::*>

x>
F>

*>
*>
WD

network
network
network
network
network

network

port
port
port
port
port
port

modify
modify
modify
modify
modify
modify

-node
-node
-node
-node
-node
-node

nl
nl
n2
n2
n3
né

-port
-port
-port
-port
-port
-port

8. Compruebe la conectividad de las interfaces del cluster remoto:
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eO0b -up-admin
elc -up-admin
eO0b -up-admin
e0c -up-admin
ede -up-admin

ede -up-admin

false
false
false
false
false
false



ONTAP 9.9.1 y versiones posteriores

Puede utilizar el network interface check cluster-connectivity comando para iniciar una
comprobacién de accesibilidad de la conectividad del cluster y, a continuacion, muestre los detalles:

network interface check cluster-connectivity starty..network interface check

cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

NOTA: Espere varios segundos antes de ejecutar el comando show para mostrar los detalles.

clusterl::*> network interface check cluster-connectivity show

n2
n3

n4

3/5/2022
3/5/2022

3/5/2022
3/5/2022

19:21:
19g2i g

19:21:
19:21:

18 -06:00
20 -06:00
18 -06:00
20 -06:00

Todos los lanzamientos de ONTAP

En todas las versiones de ONTAP, también se puede utilizar el cluster ping-cluster -node
<name> comando para comprobar la conectividad:

cluster ping-cluster -node <name>

cluster
Host is
Getting
Cluster
Cluster
Cluster
Cluster
Cluster
Cluster

Source
LIF

nl clus2
nl clus2

n2 clus2
n2 clus2

::*> cluster ping-cluster -node nl

nl

addresses from network

nl clusl
nl clus2
nl clus3
nl clus4
n2 clusl
n2 clus2

nl
nl
nl
nl
n2
n2

ela 10.
eOb 10.
elc 10.
el0d 10.
ela 10.
eOb 10.

Destination

LIF

n2 clusl
n2 clus?2

nl clusl
nl clus?2

interface table...

10.
10.0
10.0
-0
0
0

10

10.
10.

0.1

o U1 b W N

Packet

Loss

none

none

none

none
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Cluster n2Z2 clus3 n2 eOc 10.10.0.7
Cluster n2 clus4 n2 e0d 10.10.0.8
Cluster n3 clusl n4 ela 10.10.0.9
Cluster n3 clus2 n3 ele 10.10.0.10
Cluster n4 clusl n4 efa 10.10.0.11
Cluster n4 clus2 n4 ele 10.10.0.12

Local = 10.10.0.1 10.10.0.2 10.10.0.3 10.10.0.4

Remote = 10.10.0.5 10.10.0.6 10.10.0.7 10.10.0.8 10.10.0.9 10.10.0.10
10.10.0.11 10.10.0.12

Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 32 path(s)
Basic connectivity fails on 0 path(s)

Detected 1500 byte MTU on 32 path(s):

Local 10.10.0.1 to Remote 10.10.0.5
Local 10.10.0.1 to Remote 10.10.0.6
Local 10.10.0.1 to Remote 10.10.0.7
Local 10.10.0.1 to Remote 10.10.0.8
Local 10.10.0.1 to Remote 10.10.0.9
Local 10.10.0.1 to Remote 10.10.0.10
Local 10.10.0.1 to Remote 10.10.0.11
Local 10.10.0.1 to Remote 10.10.0.12
Local 10.10.0.2 to Remote 10.10.0.5
Local 10.10.0.2 to Remote 10.10.0.6
Local 10.10.0.2 to Remote 10.10.0.7
Local 10.10.0.2 to Remote 10.10.0.8
Local 10.10.0.2 to Remote 10.10.0.9
Local 10.10.0.2 to Remote 10.10.0.10
Local 10.10.0.2 to Remote 10.10.0.11
Local 10.10.0.2 to Remote 10.10.0.12
Local 10.10.0.3 to Remote 10.10.0.5
Local 10.10.0.3 to Remote 10.10.0.6
Local 10.10.0.3 to Remote 10.10.0.7
Local 10.10.0.3 to Remote 10.10.0.8
Local 10.10.0.3 to Remote 10.10.0.9
Local 10.10.0.3 to Remote 10.10.0.10
Local 10.10.0.3 to Remote 10.10.0.11
Local 10.10.0.3 to Remote 10.10.0.12
Local 10.10.0.4 to Remote 10.10.0.5
Local 10.10.0.4 to Remote 10.10.0.6
Local 10.10.0.4 to Remote 10.10.0.7
Local 10.10.0.4 to Remote 10.10.0.8
Local 10.10.0.4 to Remote 10.10.0.9



Local 10.10.0.4 to Remote 10.10.0.10
Local 10.10.0.4 to Remote 10.10.0.11
Local 10.10.0.4 to Remote 10.10.0.12

Larger than PMTU communication succeeds on 32 path(s)

RPC status:
8 paths up, 0 paths down (tcp check)
8 paths up, 0 paths down (udp check)

1.  Apague los puertos 1/31 y 1/32 en CL1 y el conmutador Nexus 3132Q-V activo:

shutdown

Muestra el ejemplo

En este ejemplo, se muestran los puertos ISL 1/31 y 1/32 que se estan apagando en el switch CL1:

(CL1)# configure

(CL1) (Config) # interface el/31-32
(CL1) (config-if-range) # shutdown
(CL1) (config-if-range) # exit
(CL1) (Config) # exit

(CL1) #

Paso 2: Configurar puertos

1. Retire todos los cables conectados al conmutador Nexus 3132Q-V CL2 y vuelva a conectarlos al

conmutador C2 de sustitucion en todos los nodos.

2. Quite los cables ISL de los puertos e1/31 y €1/32 en CL2 y vuelva a conectarlos a los mismos puertos en

el switch de reemplazo C2.
3. Traiga los puertos ISL 1/31 y 1/32 en el switch Nexus 3132Q-V CL1:

(CL1)# configure

(CL1) (Config) # interface el/31-32
(CL1) (config-if-range) # no shutdown
(CL1) (config-if-range) # exit

(CL1) (Config) # exit

(CL1) #

4. Verifique que los ISL estén activos en CL1:

show port-channel

17



Los puertos eth1/31 y eth1/32 deben indicar (P), Lo que significa que los puertos ISL estan activos en el
canal de puerto.

Muestra el ejemplo

CL1# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
S — Suspended r - Module-removed
S - Switched R - Routed
U - Up (port-channel)
M - Not in use. Min-links not met

Group Port- Type Protocol Member
Ports
Channel
1 Pol (SU) Eth LACP Ethl/31 (P) Ethl/32 (P)

5. Compruebe que los ISL estén activos en C2:
show port-channel summary

Los puertos eth1/31 y eth1/32 deben indicar (P), Lo que significa que ambos puertos ISL estan en el
canal de puerto.

Muestra el ejemplo

C2# show port-channel summary

Flags: D - Down P - Up in port-channel (members)

I - Individual H - Hot-standby (LACP only)

s — Suspended r - Module-removed

S - Switched R - Routed

U - Up (port-channel)

M - Not in use. Min-links not met
Group Port- Type Protocol Member Ports

Channel
1 Pol (SU) Eth LACP Ethl/31 (P) Ethl/32 (P)

18



6. En todos los nodos, active todos los puertos de interconexion del cluster conectados al switch C2 de
Nexus 3132Q-V:

network port modify

Muestra el ejemplo

cluster::*> network port modify -node nl -port eOb -up-admin true
cluster::*> network port modify -node nl -port elOc -up-admin true
cluster::*> network port modify -node n2 -port eOb -up-admin true
cluster::*> network port modify -node n2 -port elOc -up-admin true
cluster::*> network port modify -node n3 -port ede -up-admin true
cluster::*> network port modify -node n4 -port ede -up-admin true

7. Para todos los nodos, revierte todos los LIF de interconexién del cluster migrados:
network interface revert

Muestra el ejemplo

cluster::*> network interface revert -vserver Cluster -1if nl clus2
cluster::*> network interface revert -vserver Cluster -1if nl clus3
cluster::*> network interface revert -vserver Cluster -1if n2 clus2
cluster::*> network interface revert -vserver Cluster -1if n2 clus3
cluster::*> network interface revert -vserver Cluster -1if n3 clus2

cluster::*> network interface revert -vserver Cluster -1if n4 clus2

8. Compruebe que los puertos de interconexion de cluster ahora se han revertido a su origen:

network interface show



Muestra el ejemplo

Este ejemplo muestra que todas las LIF se han revertido correctamente porque los puertos
enumerados en Current Port la columna tiene el estado de true enla Is Home columna. Sila
Is Home el valor de columna es false, El LIF no se ha revertido.

cluster::*> network interface show -role cluster
(network interface show)

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nl clusl up/up 10.10.0.1/24 nl
ela true

nl clus2 up/up 10.10.0.2/24 nl
e0b true

nl clus3 up/up 10.10.0.3/24 nl
elc true

nl clus4 up/up 10.10.0.4/24 nl
eld true

n2 clusl up/up 10.10.0.5/24 n2
ela true

n2 clus2 up/up 10.10.0.6/24 n2
e0b true

n2 clus3 up/up 10.10.0.7/24 n2
elc true

n2 clus4 up/up 10.10.0.8/24 n2
e0d true

n3 clusl up/up 10.10.0.9/24 n3
eda true

n3 clus2 up/up 10.10.0.10/24 n3
ede true

n4 clusl up/up 10.10.0.11/24 n4
eda true

n4 clus2 up/up 10.10.0.12/24 n4
ede true

12 entries were displayed.

9. Compruebe que los puertos del cluster estan conectados:

network port show
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Muestra el ejemplo

cluster::*> network port show -role cluster
(network port show)

Node: nl
Ignore

Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000 -
elb Cluster Cluster up 9000 auto/10000 -
elc Cluster Cluster up 9000 auto/10000 -
e0d Cluster Cluster up 9000 auto/10000 -
Node: n2
Ignore

Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000 -
elb Cluster Cluster up 9000 auto/10000 -
elc Cluster Cluster up 9000 auto/10000 -
e0d Cluster Cluster up 9000 auto/10000 -
Node: n3
Ignore

Speed (Mbps) Health
Health

Port IPspace Broadcast Domain Link MTU Admin/Oper Status



Status

eda Cluster Cluster up 9000 auto/40000 -
ede Cluster Cluster up 9000 auto/40000 -
Node: n4

Ignore

Speed (Mbps) Health

Health

Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status

eda Cluster Cluster up 9000 auto/40000 -

ede Cluster Cluster up 9000 auto/40000 -

12 entries were displayed.

10. Compruebe la conectividad de las interfaces del cluster remoto:
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ONTAP 9.9.1 y versiones posteriores

Puede utilizar el network interface check cluster-connectivity comando para iniciar una
comprobacién de accesibilidad de la conectividad del cluster y, a continuacion, muestre los detalles:

network interface check cluster-connectivity starty..network interface check

cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

NOTA: Espere varios segundos antes de ejecutar el comando show para mostrar los detalles.

clusterl::*> network interface check cluster-connectivity show

n2
n3

n4

3/5/2022
3/5/2022

3/5/2022
3/5/2022

19:21:
19g2i g

19:21:
19:21:

18 -06:00
20 -06:00
18 -06:00
20 -06:00

Todos los lanzamientos de ONTAP

En todas las versiones de ONTAP, también se puede utilizar el cluster ping-cluster -node
<name> comando para comprobar la conectividad:

cluster ping-cluster -node <name>

cluster
Host is
Getting
Cluster
Cluster
Cluster
Cluster
Cluster
Cluster

Source
LIF

nl clus2
nl clus2

n2 clus2
n2 clus2

::*> cluster ping-cluster -node nl

nl

addresses from network

nl clusl
nl clus2
n2 clusl
n2 clus2
n2 clus3
n2 clusé4

nl
nl

ela 10.
eOb 10.
ela 10.
eOb 10.
elOc 10.
eO0d 10.

Destination

LIF

n2 clusl
n2 clus?2

nl clusl
nl clus?2

interface table...

10.
10.0
10.0
-0
0
0

10

10.
10.

0.1

O J o U1 N

Packet

Loss

none

none

none

none
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Cluster n3 clusl n3 ela 10.10.0.9
Cluster n3 clus2 n3 ele 10.10.0.10
Cluster n4 clusl n4 ela 10.10.0.11
Cluster n4 clus2 n4 ele 10.10.0.12

Local = 10.10.0.1 10.10.0.2 10.10.0.3 10.10.0.4

Remote = 10.10.0.5 10.10.0.6 10.10.0.7 10.10.0.8 10.10.0.9 10.10.0.10
10.10.0.11 10.10.0.12

Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 32 path(s)
Basic connectivity fails on 0 path(s)

Detected 1500 byte MTU on 32 path(s):

Local 10.10.0.1 to Remote 10.10.0.5
Local 10.10.0.1 to Remote 10.10.0.6
Local 10.10.0.1 to Remote 10.10.0.7
Local 10.10.0.1 to Remote 10.10.0.8
Local 10.10.0.1 to Remote 10.10.0.9
Local 10.10.0.1 to Remote 10.10.0.10
Local 10.10.0.1 to Remote 10.10.0.11
Local 10.10.0.1 to Remote 10.10.0.12
Local 10.10.0.2 to Remote 10.10.0.5
Local 10.10.0.2 to Remote 10.10.0.6
Local 10.10.0.2 to Remote 10.10.0.7
Local 10.10.0.2 to Remote 10.10.0.8
Local 10.10.0.2 to Remote 10.10.0.9
Local 10.10.0.2 to Remote 10.10.0.10
Local 10.10.0.2 to Remote 10.10.0.11
Local 10.10.0.2 to Remote 10.10.0.12
Local 10.10.0.3 to Remote 10.10.0.5
Local 10.10.0.3 to Remote 10.10.0.6
Local 10.10.0.3 to Remote 10.10.0.7
Local 10.10.0.3 to Remote 10.10.0.8
Local 10.10.0.3 to Remote 10.10.0.9
Local 10.10.0.3 to Remote 10.10.0.10
Local 10.10.0.3 to Remote 10.10.0.11
Local 10.10.0.3 to Remote 10.10.0.12
Local 10.10.0.4 to Remote 10.10.0.5
Local 10.10.0.4 to Remote 10.10.0.6
Local 10.10.0.4 to Remote 10.10.0.7
Local 10.10.0.4 to Remote 10.10.0.8
Local 10.10.0.4 to Remote 10.10.0.9
Local 10.10.0.4 to Remote 10.10.0.10
Local 10.10.0.4 to Remote 10.10.0.11



Local 10.10.0.4 to Remote 10.10.0.12

Larger than PMTU communication succeeds on 32 path(s)
RPC status:

8 paths up, 0 paths down (tcp check)

8 paths up, 0 paths down (udp check)

Paso 3: Verificar la configuracion

1. Muestra la informacion sobre los dispositivos de la configuracion:

network device-discovery show
network port show -role cluster
° network interface show -role cluster

system cluster-switch show
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Muestra el ejemplo

cluster::> network device-discovery show
Local Discovered

Node Port Device Interface
nl /cdp
ela C1l Ethernetl/1/1
eOb C2 Ethernetl/1/1
elc c2 Ethernetl/1/2
e0d C1l Ethernetl/1/2
n2 /cdp
ela c1l Ethernetl1/1/3
eOb C2 Ethernetl/1/3
elc C2 Ethernetl/1/4
e0d cl Ethernetl/1/4
n3 /cdp
eda C1l Ethernetl/7
ede C2 Ethernetl/7
n4 /cdp
eda C1l Ethernetl/8
ede C2 Ethernetl/8

12 entries were displayed.

cluster::*> network port show —-role cluster
(network port show)

Platform

N3K-C31320-V
N3K-C31320-V
N3K-C31320-V
N3K-C31320-V

N3K-C31320-V
N3K-C31320-V
N3K-C31320-V
N3K-C31320-V

N3K-C3132Q-V
N3K-C31320-V

N3K-C3132Q-V
N3K-C31320-V

Speed (Mbps) Health

Node: nl

Ignore

Health

Port IPspace Broadcast Domain Link MTU Admin
Status

;;; —————— ;1;;;er Cluster up 9000 auto/
;Ob Cluster Cluster up 9000 auto/
;Oc Cluster Cluster up 9000 auto/
;Od Cluster Cluster up 9000 auto/

/Oper Status

10000 -

10000 -

10000 -

10000 -



Node: n2

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster

Cluster

Cluster

Cluster

up

up

up

up

9000

9000

9000

9000

auto/10000

auto/10000

auto/10000

auto/10000

Speed (Mbps)

Admin/Oper

Cluster

Cluster

up

up

9000

9000

auto/40000

auto/40000

Speed (Mbps)

Admin/Oper

Ignore

Health

Port IPspace
Status

ela Cluster
eOb Cluster
elc Cluster
e0d Cluster
Node: n3

Ignore

Health

Port IPspace
Status

eda Cluster
ede Cluster
Node: ni4

Ignore

Health

Port IPspace
Status

eda Cluster
ede Cluster

up

up

9000

9000

auto/40000

auto/40000

Health

Status

Health

Status

Health

Status
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12 entries were displayed.

cluster::*> network interface show -role cluster
(network interface show)

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nl clusl up/up 10.10.0.1/24 nl
ela true

nl clus2 up/up 10.10.0.2/24 nl
elb true

nl clus3 up/up 10.10.0.3/24 nl
elc true

nl clus4 up/up 10.10.0.4/24 nl
eld true

n2 clusl up/up 10.10.0.5/24 n2
ela true

n2 clus2 up/up 10.10.0.6/24 n2
eOb true

n2 clus3 up/up 10.10.0.7/24 n2
elc true

n2 clus4 up/up 10.10.0.8/24 n2
e0d true

n3 clusl up/up 10.10.0.9/24 n3
eda true

n3 clus2 up/up 10.10.0.10/24 n3
ede true

n4 clusl up/up 10.10.0.11/24 n4
eda true

n4 clus?2 up/up 10.10.0.12/24 n4
ede true

12 entries were displayed.



cluster::*> system cluster-switch show

Switch Type Address
Model
CL1 cluster-network 10.10.1.101
NX3132V
Serial Number: FOX000001
Is Monitored: true
Reason:
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
7.0(3)I4(1)
Version Source: CDP
CL2 cluster-network 10.10.1.102
NX3132V
Serial Number: FOX000002
Is Monitored: true
Reason:
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
7.0(3)I4(1)
Version Source: CDP
C2 cluster-network 10.10.1.103
NX3132V
Serial Number: FOX000003
Is Monitored: true
Reason:
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
7.0(3)I4(1)
Version Source: CDP

3 entries were displayed.

2. Retire el interruptor Nexus 3132Q-V sustituido si no se ha retirado automaticamente:

system cluster-switch delete

cluster::*> system cluster-switch delete -device CL2



3. Compruebe que se supervisan los switches de cluster adecuados:
system cluster-switch show

Muestra el ejemplo

cluster::> system cluster-switch show

Switch Type Address
Model
CL1 cluster-network 10.10.1.101
NX3132V
Serial Number: FOX000001
Is Monitored: true
Reason:
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
7.0(3)I4(1)

Version Source: CDP
C2 cluster-network 10.10.1.103
NX3132V

Serial Number: FOX000002
Is Monitored: true
Reason:
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
7.0(3)I4(1)
Version Source: CDP

2 entries were displayed.

4. Si ha suprimido la creacién automatica de casos, vuelva a habilitarla invocando un mensaje de
AutoSupport:

system node autosupport invoke -node * -type all -message MAINT=END

El futuro
"Configure la supervision de estado del switch"
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https://docs.netapp.com/es-es/ontap-systems-switches/switch-cshm/config-overview.html

Sustituya los switches de cluster Cisco Nexus 3132Q-V por
conexiones sin switches

En ONTAP 9.3 y versiones posteriores, puede migrar de un cluster con una red de
cluster conmutada a uno donde dos nodos estan conectados directamente.

NetApp recomienda que actualice su versiéon de ONTAP antes de continuar con la operaciéon de
cluster conmutado a sin conmutadores para los conmutadores Cisco Nexus 3132Q-V.

En la siguiente seccion, se ofrecen mas detalles:
@ » "SU540: Los errores de NIC de Chelsio T6 provocan el apagado del sistema al actualizar de
conmutadores de red de 40G a 100G"

» "Panico en el nodo después de la migracion de un cluster conmutado a uno sin
conmutador"

Puede migrar desde un cluster con una red de cluster conmutada a uno donde dos nodos estan conectados
directamente para ONTAP 9.3 y versiones posteriores.

Revise los requisitos

Directrices
Revise las siguientes directrices:

» La migracion a una configuracion de cluster de dos nodos sin switch es una operacion no disruptiva. La
mayoria de los sistemas tienen dos puertos de interconexion de cluster dedicados en cada nodo, pero
también puede usar este procedimiento para sistemas con un numero mayor de puertos de interconexién
de cluster dedicados en cada nodo, como cuatro, seis u ocho.

* No se puede usar la funcion de interconexion de cluster sin switches con mas de dos nodos.

« Si tiene un cluster de dos nodos existente que utiliza switches de interconexion de cluster y ejecuta
ONTAP 9.3 o una version posterior, puede reemplazar los switches por conexiones directas de vuelta a
atras entre los nodos.

Antes de empezar
Asegurese de tener lo siguiente:

* Un cluster en buen estado que consta de dos nodos conectados por switches de cluster. Los nodos deben
ejecutar la misma version de ONTAP.

» Cada nodo con el numero requerido de puertos de cluster dedicados, que proporcionan conexiones
redundantes de interconexién de clister para admitir la configuracion de su sistema. Por ejemplo, hay dos
puertos redundantes para un sistema con dos puertos de Cluster Interconnect dedicados en cada nodo.

Migrar los switches

Acerca de esta tarea

En el siguiente procedimiento, se quitan los switches de cluster de dos nodos y se reemplaza cada conexion
al switch por una conexién directa al nodo compariero.
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Nodel ClusterSwitch1 Node?

L,—\I ClusterSwitch2

MNode Mode2

Acerca de los ejemplos

Lo

s ejemplos del siguiente procedimiento muestran nodos que utilizan «eOa» y «eOb» como puertos del

cluster. Sus nodos pueden usar distintos puertos de cluster segun varian segun el sistema.

Paso 1: Preparacion para la migracion

1. Cambie el nivel de privilegio a Advanced, introduzca y cuando se le solicite continuar:
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set -privilege advanced

El aviso avanzado *> aparece.

. ONTAP 9.3 y versiones posteriores admiten la deteccién automatica de clusteres sin switch, que esta

habilitado de forma predeterminada.

Puede verificar que la deteccion de clisteres sin switch esté habilitada mediante el comando de privilegio
avanzado:

network options detect-switchless-cluster show

Muestra el ejemplo

El siguiente resultado de ejemplo muestra si la opcion esta habilitada.

cluster::*> network options detect-switchless-cluster show
(network options detect-switchless-cluster show)
Enable Switchless Cluster Detection: true

Si la opcidn "Activar deteccion de clusteres sin switch" es “false’Pdngase en contacto con el soporte de
NetApp.

. Si se habilita AutoSupport en este cluster, elimine la creacion automatica de casos invocando un mensaje

de AutoSupport:



system node autosupport invoke -node * -type all -message
MAINT=<number of hours>h

donde h es la duraciéon del plazo de mantenimiento en horas. EI mensaje notifica al soporte técnico de
esta tarea de mantenimiento para que estos puedan impedir la creaciéon automatica de casos durante la
ventana de mantenimiento.

En el ejemplo siguiente, el comando suprime la creacion automatica de casos durante dos horas:

Muestra el ejemplo

cluster::*> system node autosupport invoke -node * -type all
-message MAINT=2h

Paso 2: Configure los puertos y el cableado

1. Organice los puertos del cluster en cada switch en grupos de modo que los puertos del cluster en group1
vayan a Cluster switch1 y los puertos del cluster en group2 vayan a cluster switch2. Estos grupos son
necesarios mas adelante en el procedimiento.

2. Identificar los puertos del cluster y verificar el estado y el estado del enlace:
network port show -ipspace Cluster
En el siguiente ejemplo, en el caso de nodos con puertos de cluster "e0a" y "e0b", un grupo se identifica

como “1:e0a” y “2:e0a” y el otro grupo como “1:e0b” y “2:e0b”. Sus nodos pueden usar puertos de clister
diferentes porque varian segun el sistema.

Nodel ClustErSwilcm Node2

ClusterSwitch2

>

Compruebe que los puertos tienen un valor de up Para la columna “Link” y un valor de healthy Para la
columna "Estado de salud".
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Muestra el ejemplo

cluster::> network port show -ipspace Cluster

Node: nodel

Ignore

Health

Port
Status

IPspace

Node: node2

Ignore
Health

Port
Status

IPspace

Cluster

Broadcast Domain Link

MTU

Speed (Mbps)

Admin/Oper

Health

Status

Cluster up

Cluster up

Broadcast Domain Link

9000

9000

MTU

auto/10000

auto/10000

Speed (Mbps)

Admin/Oper

healthy

healthy

Health

Status

Cluster up

Cluster up

4 entries were displayed.

9000

9000

3. Confirmar que todas las LIF de cluster estan en sus puertos raiz.

34

auto/10000

auto/10000

Compruebe que la columna "es-home" es true Para cada LIF del cluster:

network interface show -vserver Cluster -fields is-home

healthy

healthy



Muestra el ejemplo

cluster::*> net int show -vserver Cluster -fields is-home
(network interface show)

vserver 1lif is-home

Cluster nodel clusl true

Cluster nodel clus2 true

Cluster node2 clusl true

Cluster node2 clus2 true

4 entries were displayed.

Si hay LIF de cluster que no estén en sus puertos raiz, revierte estos LIF a sus puertos principales:
network interface revert -vserver Cluster -1if *

. Deshabilite la reversion automatica para las LIF del cluster:

network interface modify -vserver Cluster -1if * -auto-revert false

. Compruebe que todos los puertos enumerados en el paso anterior estan conectados a un conmutador de
red:

network device-discovery show -port cluster port

La columna “dispositivo detectado” debe ser el nombre del conmutador de cluster al que esta conectado el
puerto.

Muestra el ejemplo

En el siguiente ejemplo se muestra que los puertos de cluster «eOa» y «eOb» estan conectados
correctamente a los switches del cluster «cs1» y «cs2».

cluster::> network device-discovery show -port elaleOb
(network device-discovery show)

Node/ Local Discovered

Protocol Port Device (LLDP: ChassisID) Interface Platform

nodel/cdp
ela csl 0/11 BES-53248
eOb cs2 0/12 BES-53248
node?2/cdp
ela csl 0/9 BES-53248
e0b cs?2 0/9 BES-53248

4 entries were displayed.
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6. Compruebe la conectividad de las interfaces del cluster remoto:
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ONTAP 9.9.1 y versiones posteriores

Puede utilizar el network interface check cluster-connectivity comando para iniciar una
comprobacién de accesibilidad de la conectividad del cluster y, a continuacion, muestre los detalles:

network interface check cluster-connectivity starty..network interface check
cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

NOTA: Espere varios segundos antes de ejecutar el show comando para mostrar los detalles.

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus?2 node2 clus?2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus?2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

Todos los lanzamientos de ONTAP

En todas las versiones de ONTAP, también se puede utilizar el cluster ping-cluster -node
<name> comando para comprobar la conectividad:

cluster ping-cluster -node <name>
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1.

cluster
Host is
Getting
Cluster
Cluster
Cluster
Cluster
Local =
Remote

Cluster
Ping st

Basic c
Basic c

Detecte
Local 1
Local 1
Local 1
Local 1
Larger

RPC sta
2 paths
2 paths

Verifique

1::*> cluster ping-cluster -node local
node?2
addresses from network interface table...

nodel clusl 169.254.209.69 nodel e0a
nodel clusZ 169.254.49.125 nodel eOb
node2 clusl 169.254.47.194 node2 eQa
node2 clus2 169.254.19.183 node2 e0b
169.254.47.194 169.254.19.183
= 169.254.209.69 169.254.49.125
Vserver Id = 4294967293
atus:

onnectivity succeeds on 4 path(s)
onnectivity fails on 0 path(s)

d 9000 byte MTU on 4 path(s):

69.254.47.194 to Remote 169.254.209.69
69.254.47.194 to Remote 169.254.49.125
69.254.19.183 to Remote 169.254.209.69
69.254.19.183 to Remote 169.254.49.125

than PMTU communication succeeds on 4 path(s)
tus:

up, O paths down (tcp check)

up, 0 paths down (udp check)

que el cluster esté en buen estado:

cluster ring show

Todas las unidades deben ser maestra o secundaria.

2. Configure la configuracion sin switches para los puertos del grupo 1.
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®

Para evitar posibles problemas de red, debe desconectar los puertos del grupo 1 y volver a
conectarlos lo antes posible, por ejemplo, en menos de 20 segundos.

a. Desconecte todos los cables de los puertos del grupo 1 al mismo tiempo.

En el ejemplo siguiente, los cables se desconectan del puerto "e0a" en cada nodo, y el trafico del

cluster

continua a través del switch y el puerto "eOb" en cada nodo:



Nodel Node2

ClusterSwitch1
ela eda
&b ClusterSwitch2 &0

b. Conecte los puertos en group1 de vuelta a espalda.

En el siguiente ejemplo, "e0a" en el nodo 1 esta conectado a "e0a" en el nodo 2:

Nodel Node2

alla ala

@0b ClusterSwitch2 a0

>

3. La opcion de red de cluster sin switch desde la transicion false para true. Esto puede tardar hasta 45
segundos. Confirme que la opcidn sin switches esta establecida en true:

network options switchless-cluster show

En el siguiente ejemplo se muestra que el cluster sin switch esta habilitado:

cluster::*> network options switchless-cluster show
Enable Switchless Cluster: true

4. Compruebe la conectividad de las interfaces del cluster remoto:
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ONTAP 9.9.1 y versiones posteriores

Puede utilizar el network interface check cluster-connectivity comando para iniciar una
comprobacién de accesibilidad de la conectividad del cluster y, a continuacion, muestre los detalles:

network interface check cluster-connectivity starty..network interface check
cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

NOTA: Espere varios segundos antes de ejecutar el show comando para mostrar los detalles.

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus?2 node2 clus?2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus?2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

Todos los lanzamientos de ONTAP

En todas las versiones de ONTAP, también se puede utilizar el cluster ping-cluster -node
<name> comando para comprobar la conectividad:

cluster ping-cluster -node <name>



1.

cluster
Host is
Getting
Cluster

1::*> cluster ping-cluster -node local
node?2
addresses from network interface table...

nodel clusl 169.254.209.69 nodel e0a

Cluster nodel clus2 169.254.49.125 nodel eOb
Cluster node2 clusl 169.254.47.194 node2 e0a
Cluster node2 clus2 169.254.19.183 node2 e0Ob
Local = 169.254.47.194 169.254.19.183
Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293
Ping status:
Basic connectivity succeeds on 4 path(s)
Basic connectivity fails on 0 path(s)
Detected 9000 byte MTU on 4 path(s):
Local 169.254.47.194 to Remote 169.254.209.69
Local 169.254.47.194 to Remote 169.254.49.125
Local 169.254.19.183 to Remote 169.254.209.69
Local 169.254.19.183 to Remote 169.254.49.125
Larger than PMTU communication succeeds on 4 path(s)
RPC status:
2 paths up, 0 paths down (tcp check)
2 paths up, 0 paths down (udp check)
@ Antes de continuar con el siguiente paso, debe esperar al menos dos minutos para confirmar
una conexion de retroceso en funcionamiento en el grupo 1.

Configure la configuracion sin switch para los puertos del grupo 2.

®

Para evitar posibles problemas de red, debe desconectar los puertos del grupo 2 y volver a
conectarlos lo antes posible, por ejemplo, en menos de 20 segundos.

a. Desconecte todos los cables de los puertos del grupo 2 al mismo tiempo.

En el ejemplo siguiente, los cables se han desconectado del puerto "e0b" en cada nodo y el trafico del

cluster

continua por la conexion directa entre los puertos "e0a":
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Nodel MNode2

ela ala

o0b ClusterSwitch2 a0b

=

b. Conecte los puertos en group2 de vuelta a back.

En el ejemplo siguiente, hay conectado "e0a" en el nodo 1 a "e0a" en el nodo 2 y "e0b" en el nodo 1
esta conectado a "eOb" en el nodo 2:

MNodel Node2

ela ela

elb alb

Paso 3: Verificar la configuracion

1. Compruebe que los puertos de ambos nodos estan conectados correctamente:

network device-discovery show -port cluster port
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Muestra el ejemplo

En el siguiente ejemplo se muestra que los puertos de cluster «eOa» y «eOb» estan conectados
correctamente al puerto correspondiente del partner de cluster:

cluster::> net device-discovery show -port elalelOb
(network device-discovery show)
Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface Platform

nodel/cdp

ela node?2 ela AFF-A300

eOb node?2 elb AFF-A300
nodel/11dp

ela node?2 (00:a0:98:da:16:44) ela =

e0b node?2 (00:a0:98:da:16:44) e0b =
node2/cdp

ela nodel ela AFF-A300

eOb nodel eOb AFF-A300
node2/11dp

ela nodel (00:a0:98:da:87:49) ela =
e0b nodel (00:a0:98:da:87:49) eOb —
8 entries were displayed.

2. Volver a habilitar la reversion automatica para las LIF del cluster:
network interface modify -vserver Cluster -1if * -auto-revert true
3. Compruebe que todas las LIF son Home. Esto puede tardar unos segundos.

network interface show -vserver Cluster -1if 1if name



5.
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Muestra el ejemplo

Los LIF se han revertido si la columna “es de inicio” es true, como se muestra para nodel clus2
y.. node2 clus2 en el siguiente ejemplo:

cluster::> network interface show -vserver Cluster -fields curr-
port, is-home

vserver 1if curr-port is-home
Cluster nodel clusl ela true
Cluster nodel clus2 e0b true
Cluster nodeZ clusl ela true
Cluster node2Z clus2 eOb true

4 entries were displayed.

Si alguna LIFS de cluster no ha regresado a sus puertos de directorio raiz, revierta manualmente desde el
nodo local:

network interface revert -vserver Cluster -1if 1if name
Compruebe el estado del cluster de los nodos desde la consola del sistema de cualquier nodo:
cluster show

Muestra el ejemplo

En el siguiente ejemplo se muestra épsilon en ambos nodos que desee false:

Node Health Eligibility Epsilon

nodel true true false
node2 true true false
2 entries were displayed.

Compruebe la conectividad de las interfaces del cluster remoto:



ONTAP 9.9.1 y versiones posteriores

Puede utilizar el network interface check cluster-connectivity comando para iniciar una
comprobacién de accesibilidad de la conectividad del cluster y, a continuacion, muestre los detalles:

network interface check cluster-connectivity starty..network interface check
cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

NOTA: Espere varios segundos antes de ejecutar el show comando para mostrar los detalles.

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus?2 node2 clus?2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus?2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

Todos los lanzamientos de ONTAP

En todas las versiones de ONTAP, también se puede utilizar el cluster ping-cluster -node
<name> comando para comprobar la conectividad:

cluster ping-cluster -node <name>
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clusterl::*> cluster ping-cluster -node local
Host is node2

Getting addresses from network interface table...
Cluster nodel clusl 169.254.209.69 nodel eOa
Cluster nodel clus2 169.254.49.125 nodel eOb
Cluster node2 clusl 169.254.47.194 node2 e0a
Cluster node2 clus2 169.254.19.183 node2 e0Ob
Local = 169.254.47.194 169.254.19.183

Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 4 path(s)
Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 4 path(s):

Local 169.254.47.194 to Remote 169.254.209.69

Local 169.254.47.194 to Remote 169.254.49.125

Local 169.254.19.183 to Remote 169.254.209.69

Local 169.254.19.183 to Remote 169.254.49.125
Larger than PMTU communication succeeds on 4 path(s)
RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

1. Sisuprimi6 la creacién automatica de casos, vuelva a activarlo invocando un mensaje de AutoSupport:
system node autosupport invoke -node * -type all -message MAINT=END

Para obtener mas informacion, consulte "Articulo de la base de conocimientos de NetApp 1010449: Como
impedir la creacién automatica de casos durante las ventanas de mantenimiento programado”.

2. Vuelva a cambiar el nivel de privilegio a admin:

set -privilege admin
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