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Sistemas FAS8300 y FAS8700

Instalar y configurar

Empezar desde aqui: Elija la experiencia de instalacion y configuracion

En la mayoria de las configuraciones, puede elegir entre diferentes formatos de
contenido.

*» "Pasos rapidos"

Un PDF imprimible de instrucciones paso a paso con enlaces directos a contenido adicional.
* "Pasos de video"

Instrucciones paso a paso de video.
* "Pasos detallados"

Instrucciones paso a paso en linea con enlaces directos a contenido adicional.

Para configuraciones MetroCluster, consulte:

* "Instale la configuracion de IP de MetroCluster"

* "Instale la configuracion estructural de MetroCluster”

Guia rapida: FAS8300 y FAS8700

Esta guia da instrucciones graficas para una instalacion tipica de su sistema desde el
montaje en rack y el cableado hasta la puesta en marcha inicial del sistema. Utilice esta
guia si esta familiarizado con la instalacion de sistemas de NetApp.

Acceda al péster PDF de _instrucciones de instalacion y configuracion:

"Instrucciones de instalacion y configuracion de FAS8300 y FAS8700"

Pasos de video - FAS8300 y FAS8700
En el siguiente video se muestra como instalar y cablear el sistema nuevo.

Animacion: Instrucciones de instalacion y configuracion de FAS8300 y FAS8700

Guia detallada: FAS8300 y FAS8700

Esta guia ofrece instrucciones detalladas paso a paso para la instalacion de un sistema
tipico de NetApp. Utilice esta guia si desea instrucciones de instalacion mas detalladas.


https://docs.netapp.com/us-en/ontap-metrocluster/install-ip/index.html
https://docs.netapp.com/us-en/ontap-metrocluster/install-fc/index.html
https://docs.netapp.com/es-es/ontap-systems/media/PDF/215-14512_2021-02_en-us_FAS8300orFAS8700_ISI.pdf
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=05d5d8a7-4753-4546-9ddb-ab2001624e04

Paso 1: Preparar la instalacion

Para instalar el sistema, necesita crear una cuenta, registrar el sistema y obtener claves de licencia. También
es necesario realizar el inventario del numero y tipo de cables adecuados para el sistema y recopilar
informacion especifica de la red.

Es necesario tener acceso a Hardware Universe para obtener informacion sobre los requisitos del sitio, asi
como informacion adicional sobre el sistema configurado. También es posible que desee tener acceso a las
notas de la version de ONTAP para obtener mas informacion sobre este sistema.

"Hardware Universe de NetApp"
"Busque las notas de la version de ONTAP 9"
Debe proporcionar lo siguiente en el sitio:

» Espacio en rack para el sistema de almacenamiento

 Destornillador Phillips numero 2

» Cables de red adicionales para conectar el sistema al conmutador de red y al portatil o a la consola con un
navegador Web

Pasos
1. Extraiga el contenido de todas las cajas.

2. Registre el numero de serie del sistema de las controladoras.

SEN:  XEYYYYYYYYYY

3. Realice un inventario y anote el numero y los tipos de cables recibidos.

En la siguiente tabla se identifican los tipos de cables que pueden recibir. Si recibe un cable que no
aparece en la tabla, consulte "Hardware Universe de NetApp" para localizar el cable e identificar su uso.

Tipo de cable... Niumero de pieza y longitud Tipo de Durante...
conector
Cable de 100 X66211A-05 (112-00595), 0,5 M seeffesmini] Datos de almacenamiento,
GbE (QSF(28) interconexion del cluster/alta
X66211A-1 (112-00573), 1 m. disponibilidad y Ethernet

(dependiendo del pedido)
X66211A-2 (112-00574), 2 m

X66211A-5 (112-00574), 5 m

Cable de 25 X66240-2 (112-00598), 2 m @ - | Conexion de red GbE (depende
GbE (SFP28s) del pedido)
X66240-5 (112-00639), 5 m


https://hwu.netapp.com
http://mysupport.netapp.com/documentation/productlibrary/index.html?productID=62286
https://hwu.netapp.com

Tipo de cable... Numero de pieza y longitud Tipo de Durante...
conector
FC de 32 GB X66250-2 (112-00342), 2 m s=@u - | | Conexion dered FC
(SFP+ Op)
X66250-5 (112-00344), 5 m
X66250-15 (112-00346), 15m
Cables de X66030A (112-00435), 5 m ) e [ e Cables HD Mini-SAS a mini-SAS
almacenamient HD (dependiendo del pedido)
0 X66031A (112-00436), 1 m.
X66032A (112-00437), 2 m
X66033A (112-00438), 3 m.
Cables dpticos  X66250-2-N-C (112-00342) == Cables FC de 16 GB o 25 GbE
para tarjetas mezzanine
(dependiendo del pedido)
RJ-45 X6585-R6 (112-00291), 3 m smm—————" Red de gestion
(dependiente
del pedido) X6562-R6 (112-00196), 5 m
Cable de No aplicable ——{w = Conexion de consola utilizada
consola Micro- durante la configuracion del
USB software si el portatil o la consola
no admite el descubrimiento de
red.
Cables de No aplicable * Encendido del sistema
alimentacion

4. Consulte la Guia de saturacion de ONTAP de NetApp y recopile la informacidn necesaria que aparece en
la guia.

"Guia de configuracion de ONTAP"

Paso 2: Instale el hardware
Debe instalar el sistema en un rack de 4 parantes o armario del sistema de NetApp, segun corresponda.

Pasos
1. Instale los kits de railes, segun sea necesario.

2. Instale y asegure el sistema siguiendo las instrucciones incluidas con el kit de rail.

®

Debe ser consciente de los problemas de seguridad asociados con el peso del sistema.


https://library.netapp.com/ecm/ecm_download_file/ECMLP2862613

= 500 kg (e M02 Tbs)

3. Conecte los dispositivos de administracion de cables (como se muestra).

e R
___h ]~
e ———

Back of
the controller

4. Coloque el panel frontal en la parte delantera del sistema.

Paso 3: Conecte los controladores a la red

Puede conectar las controladoras a la red mediante el método de cluster sin switch de dos nodos o mediante
la red de interconexion de cluster.

Si las etiquetas de los puertos de la tarjeta no son visibles, compruebe la orientacion de
instalacion de la tarjeta (el conector hembra PCle esta en el lado izquierdo de la ranura de la
tarjeta en el A400 y FAS8300/8700) y, a continuacion, busque la tarjeta y, a continuacion,

@ busque la tarjeta, por nimero de pieza, en el "Hardware Universe de NetApp" para un grafico
del bisel que muestra las etiquetas de puerto. El numero de referencia de la tarjeta se puede
encontrar mediante la sysconfig -a o en la lista de embalaje del sistema.

Opcion 1: Conecte el cable de un cluster sin switch de dos nodos

Los puertos de datos opcionales, las tarjetas NIC opcionales y los puertos de gestidon de los mdédulos de la
controladora se conectan a los switches. Los puertos de alta disponibilidad e interconexién de cluster se
cablean en ambos mdédulos de controladoras.

Debe haberse puesto en contacto con el administrador de red para obtener informacién sobre la conexion del
sistema a los switches.

Asegurese de comprobar la direccion de las pestaias de contacto del cable al insertar los cables en los
puertos. Las pestafas tipo cable estan hacia arriba para todos los puertos internos y hacia abajo para las
tarjetas de expansion (NIC).

o
Ip_,:'\‘i..;/
a7

F"
/" Pull-tab

|

-:P‘F i,


https://hwu.netapp.com

Pull-tak

@ Al insertar el conector, deberia sentir que hace clic en su lugar; si no cree que hace clic, quitelo,
girelo y vuelva a intentarlo.

Pasos
1. Utilice la animacion o la ilustracidon para completar el cableado entre las controladoras y los switches:

Animacién: Cableado de cluster sin switches de dos nodos

To Ethernet or FC switches
(optional, conflguration-dependent)

1L

ﬂ 900 a0f eﬁgel}h

To management

o0 network switches 000
To 25 GbE data To 16 Gb FC or
network switches 25 GbE swiltches
(optlonal, conflguratlon-dependent) (optlonal, conflguratlon-dependent)

2. Vaya a. Paso 4: Conecte las controladoras a las bandejas de unidades para obtener instrucciones sobre el
cableado de la bandeja de unidades.

Opcion 2: Conectar un cluster de switches

Los puertos de datos opcionales, las tarjetas NIC opcionales, las tarjetas mezzanine y los puertos de gestion
de los modulos de controladora estan conectados a los switches. Los puertos de interconexion de cluster y
alta disponibilidad estan conectados mediante cable al switch de cluster/alta disponibilidad.

Debe haberse puesto en contacto con el administrador de red para obtener informacién sobre la conexién del
sistema a los switches.

Asegurese de comprobar la direccion de las pestanas de contacto del cable al insertar los cables en los
puertos. Las pestafas tipo cable estan hacia arriba para todos los puertos internos y hacia abajo para las


https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=80c4701e-8e4a-408e-96e6-ab1b00666d3f

tarjetas de expansion (NIC).

Pull-tak

@ Al insertar el conector, deberia sentir que hace clic en su lugar; si no cree que hace clic, quitelo,
girelo y vuelva a intentarlo.

Pasos
1. Utilice la animacion o la ilustracion para completar el cableado entre las controladoras y los switches:

Animacioén: Cableado de cluster conmutado

To cluster To Ethernet or FC switches
switches (opticnal, configuration-dependent)

Lo

To management

o0 network switches o009

To 25 GbE data To 16 Gb FC or
network switches 25 GbE switches
(optional, configuration-dependent) {optional, configuration-dependent)

2. Vaya a. Paso 4: Conecte las controladoras a las bandejas de unidades para obtener instrucciones sobre el
cableado de la bandeja de unidades.


https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=5893b7d4-6f67-4a64-ad89-ab1b006658d1

Paso 4: Conecte las controladoras a las bandejas de unidades

Opcion 1: Conecte las controladoras a las bandejas de unidades SAS

Debe cablear cada controladora a los modulos de IOM en ambas bandejas de unidades SAS.

Asegurese de comprobar que la flecha de la ilustracion tenga la orientacion correcta de la lengleta de
extraccion del conector del cable. La ficha de cable para DS224-C esté inactiva.

Pull-tak

CD Al insertar el conector, deberia sentir que hace clic en su lugar; si no cree que hace clic, quitelo,
girelo y vuelva a intentarlo.

Pasos
1. Utilice la animacion o ilustracion siguiente para conectar las controladoras a dos bandejas de unidades.

Animacién: Conectar las controladoras a las bandejas de unidades SAS


https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=46c0da0b-6842-449f-b28c-ab1b0066584b
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2. Vaya a. Paso 5: Pasos completos para la instalacion y la configuracion del sistema para completar los
procesos de instalacion y configuracion del sistema.

Paso 5: Pasos completos para la instalacion y la configuracion del sistema

Puede completar la instalacion y configuracion del sistema mediante la deteccion de clusteres mediante una
sola conexion al switch y el portatil, o bien conectarse directamente a una controladora del sistema y luego
conectarse al switch de gestion.

Opcion 1: Completar la configuracion y la configuracion del sistema si la deteccidon de redes esta activada

Si tiene la deteccion de red habilitada en el portatil, puede completar la configuracion y la instalacién del
sistema mediante la deteccion automatica del cluster.

Pasos



1. Utilice la animacion siguiente para establecer uno o varios ID de bandeja de unidades:
Animacién: Configure los identificadores de las bandejas de unidades

2. Enchufe los cables de alimentacion a las fuentes de alimentacion de la controladora y luego conéctelos a
fuentes de alimentacion de diferentes circuitos.

3. Asegurese de que el ordenador portatil tiene activado el descubrimiento de red.
Consulte la ayuda en linea de su portatil para obtener mas informacion.

4. Utilice la siguiente animacion para conectar el portatil al conmutador de administracion.
Animacion: Conecte el portatil al conmutador de administracion

5. Seleccione un icono de ONTAP que aparece para detectar:

N P

w | [4 = File Explorer el 4 = | Network
Home Share View : Network View
« « 1 ¥ > Quick access : « v 1 ¥ > Network
I This PC v Frequent folders (4) : 8 This PC v Computer (5)
=% Network Desktop Downloads =% Network l‘ SAMPLE2-PC
AL § [nerc : I SAMPLE2-PC =
~ Other Devices (2)
Documents Pictures
245 This PC == This PC
¢ * * : ! ONTAP-XXXXXXXXXXXX

Q 5 G/ ! ONTAP-XXXXXXXXXXXX

a. Abra el Explorador de archivos.
b. Haga clic en Red en el panel izquierdo y haga clic con el botén derecho y seleccione actualizar.

c. Haga doble clic en el icono de ONTAP y acepte los certificados que aparecen en la pantalla.
@ XXXXX es el numero de serie del sistema para el nodo de destino.

Se abrira System Manager.

6. Utilice la configuracion guiada de System Manager para configurar el sistema con los datos recogidos en
la Guia de configuracion de ONTAP de NetApp.

"Guia de configuracion de ONTAP"

7. Configure su cuenta y descargue Active 1Q Config Advisor:

a. Inicie sesion en su cuenta existente o cree una cuenta.
"Registro de soporte de NetApp"
b. Registre su sistema.

"Registro de productos de NetApp"


https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=c600f366-4d30-481a-89d9-ab1b0066589b
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=d61f983e-f911-4b76-8b3a-ab1b0066909b
https://library.netapp.com/ecm/ecm_download_file/ECMLP2862613
https://mysupport.netapp.com/eservice/public/now.do
https://mysupport.netapp.com/eservice/registerSNoAction.do?moduleName=RegisterMyProduct

c. Descargue Active 1Q Config Advisor.
"Descargas de NetApp: Config Advisor"

8. Compruebe el estado del sistema ejecutando Config Advisor.

9. Una vez completada la configuracion inicial, vaya a "Documentacion de ONTAP 9" para obtener
informacién acerca de cémo configurar funciones adicionales en ONTAP.

Opcioén 2: Completar la configuraciéon y la configuracion del sistema si la deteccion de red no esta activada

Si el descubrimiento de red no esta activado en el portatil, debe completar la configuracién y la configuracion
mediante esta tarea.

Pasos
1. Conecte y configure el portatil o la consola:

a. Ajuste el puerto de la consola del portatil o de la consola en 115,200 baudios con N-8-1.

@ Consulte la ayuda en linea del portatil o de la consola para saber cémo configurar el
puerto de la consola.

b. Conecte el cable de consola al portatil o a la consola mediante el cable de consola incluido con el
sistema y, a continuacion, conecte el portatil al conmutador de administracion de la subred de
administracion .

c. Asigne una direccién TCP/IP al portatil o consola, utilizando una que esté en la subred de gestion.

2. Utilice la animacion siguiente para establecer uno o varios ID de bandeja de unidades:
Animacién: Configure los identificadores de las bandejas de unidades

3. Enchufe los cables de alimentacion a las fuentes de alimentacion de la controladora y luego conéctelos a
fuentes de alimentacion de diferentes circuitos.

Se muestra FAS8300 y FAS8700.

Animacién: Encienda los controladores
@ El arranque inicial puede tardar hasta ocho minutos.

4. Asigne una direccion IP de gestién de nodos inicial a uno de los nodos.

Si la red de gestion Realice lo siguiente...
tiene DHCP...
Configurado Registre la direccion IP asignada a las nuevas controladoras.

10


https://mysupport.netapp.com/site/tools/tool-eula/activeiq-configadvisor
https://docs.netapp.com/us-en/ontap/index.html
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=c600f366-4d30-481a-89d9-ab1b0066589b
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=50cdf200-ede1-45a9-b4b5-ab1b006698d7

Si la red de gestion Realice lo siguiente...
tiene DHCP...

No configurado a. Abra una sesion de consola mediante PuTTY, un servidor terminal o el
equivalente para su entorno.

@ Si no sabe como configurar PuTTY, compruebe la ayuda en
linea del ordenador portatil o de la consola.

b. Introduzca la direccion IP de administracion cuando se lo solicite el script.

5. Mediante System Manager en el portatil o la consola, configure su cluster:

a. Dirija su navegador a la direccion IP de gestién de nodos.
@ El formato de la direccion es https://x.x.x.x.

b. Configure el sistema con los datos recogidos en la Guia de configuracion de ONTAP de NetApp.
"Guia de configuracion de ONTAP"

6. Configure su cuenta y descargue Active 1Q Config Advisor:

a. Inicie sesion en su cuenta existente o cree una cuenta.
"Registro de soporte de NetApp"

b. Registre su sistema.
"Registro de productos de NetApp"

c. Descargue Active 1Q Config Advisor.
"Descargas de NetApp: Config Advisor"

7. Compruebe el estado del sistema ejecutando Config Advisor.

8. Una vez completada la configuracion inicial, vaya a "Documentacion de ONTAP 9" para obtener
informacién acerca de cémo configurar funciones adicionales en ONTAP.

Mantener

Mantener el hardware de FAS8300 y FAS8700

Mantenga el hardware de su sistema de almacenamiento FAS8300 y FAS8700 para
garantizar la confiabilidad a largo plazo y un rendimiento éptimo. Realice tareas de
mantenimiento periédicas, como la sustitucion de componentes defectuosos, para evitar
tiempos de inactividad y la pérdida de datos.

Los procedimientos de mantenimiento suponen que el sistema de almacenamiento FAS8300 y FAS8700 ya se
ha implementado como un nodo de almacenamiento en el entorno ONTAP .

11


https://library.netapp.com/ecm/ecm_download_file/ECMLP2862613
https://mysupport.netapp.com/eservice/public/now.do
https://mysupport.netapp.com/eservice/registerSNoAction.do?moduleName=RegisterMyProduct
https://mysupport.netapp.com/site/tools/tool-eula/activeiq-configadvisor
https://docs.netapp.com/us-en/ontap/index.html

Componentes del sistema

Para el sistema de almacenamiento FAS8300 y FAS8700 , puede realizar procedimientos de mantenimiento
en los siguientes componentes.

"Medios de arranque:
recuperacion automatizada"

"Medios de arranque:
recuperacion manual”

"Modulo de almacenamiento
en caché"

"Chasis"

"Controladora"

IIDIMMII

"Ventilador"

"NVDIMM"

"Bateria NVDIMM"

"Tarjeta PCle y risers"

12

El medio de arranque almacena un conjunto primario y secundario de archivos
de imagen ONTAP que el sistema de almacenamiento utiliza para arrancar.
Durante la recuperacion automatizada, el sistema de almacenamiento
recupera la imagen de arranque del nodo asociado y ejecuta automaticamente
la opcion de menu de arranque adecuada para instalar la imagen en el medio
de arranque de reemplazo. El proceso de recuperacién automatica del medio
de arranque solo es compatible con ONTAP 9.17.1 y versiones posteriores. Si
su sistema de almacenamiento ejecuta una version anterior de ONTAP, utilice
el "procedimiento de recuperacion de arranque manual” .

El medio de arranque almacena un conjunto primario y secundario de archivos
de imagen ONTAP que el sistema de almacenamiento utiliza para arrancar.
Durante la recuperacion manual, inicia el sistema de almacenamiento desde
una unidad USB y restaura manualmente la imagen y la configuracion del
sistema de archivos. Si su sistema de almacenamiento ejecuta ONTAP 9.17.1
y posterior, utilice el"procedimiento de recuperacién de arranque
automatizado” .

Es necesario sustituir el médulo de almacenamiento en caché de la
controladora cuando el sistema registra un Unico mensaje de AutoSupport
(ASUP) que el moédulo se ha desconectado.

El chasis es el compartimento fisico que aloja todos los componentes de la
controladora, como la unidad controladora/CPU, el suministro de alimentacién
y las operaciones de 1/0.

Una controladora consta de una placa, un firmware y un software. Controla las
unidades e implementa las funciones de ONTAP.

Debe sustituir un DIMM (mdédulo de memoria en linea dual) cuando haya una
falta de coincidencia en la memoria o tenga un DIMM fallido.

El ventilador enfria el controlador.

EI NVDIMM (modulo de memoria en linea doble no volatil) gestiona la
transferencia de datos desde la memoria volatil al almacenamiento no volatil y
mantiene la integridad de los datos en caso de pérdida de alimentacion o de
apagado del sistema.

Una bateria NVDIMM es responsable de mantener la alimentacion al médulo
NVDIMM.

Una tarjeta PCle (Peripheral Components Interconnect Express) es una tarjeta
de expansion que se conecta a la ranura PCle de la placa base o a los
soportes verticales conectados a la placa base.


bootmedia-replace-workflow-bmr.html
bootmedia-replace-workflow-bmr.html

"Suministro de alimentacion” Un suministro de alimentacion proporciona una fuente de alimentacion
redundante en una bandeja de controladoras.

"Bateria del reloj en tiempo  Una bateria de reloj en tiempo real conserva la informacion de fecha y hora
real" del sistema si la alimentacién esta apagada.

Medios de arranque: recuperacion automatizada

Flujo de trabajo de recuperaciéon automatizada de medios de arranque: FAS8300 y FAS8700

La recuperacién automatica de la imagen de arranque implica que el sistema identifique
y seleccione automaticamente la opcidon de arranque adecuada. Utiliza la imagen de
arranque en el nodo asociado para reinstalar ONTAP en el medio de arranque de
reemplazo en su sistema de almacenamiento FAS8300 o FAS8700 .

El proceso de recuperacion automatica del medio de arranque solo es compatible con ONTAP 9.17.1 y
versiones posteriores. Si su sistema de almacenamiento ejecuta una version anterior de ONTAP, utilice el
"procedimiento de recuperacion de arranque manual” .

Para comenzar, revise los requisitos de reemplazo, apague el controlador, reemplace el medio de arranque,
permita que el sistema restaure la imagen y verifique la funcionalidad del sistema.

"Revise los requisitos de medios de arranque”
Revise los requisitos para la sustitucion de medios de arranque.

"Apague la controladora”
Apague la controladora en el sistema de almacenamiento cuando necesite reemplazar el medio de arranque.

"Sustituya el soporte de arranque™
Retire el medio de arranque fallido del médulo controlador e instale el medio de arranque de reemplazo.

"Restaure la imagen en el soporte de arranque™
Restaurar la imagen ONTAP de la controladora asociada.

"Devuelve la pieza que ha fallado a NetApp"

Devuelva la pieza que ha fallado a NetApp, como se describe en las instrucciones de RMA que se suministran
con el kit.

Requisitos para la recuperaciéon automatizada de medios de arranque: FAS8300 y FAS8700

Antes de reemplazar el medio de arranque en su FAS8300 o FAS8700, asegurese de
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cumplir con los requisitos necesarios para un reemplazo exitoso. Esto incluye verificar
que tiene el medio de arranque de reemplazo correcto, confirmar que el puerto e0S (llave
e0M) en el controlador dafiado no esté defectuoso y determinar si el Administrador de
claves integrado (OKM) o el Administrador de claves externo (EKM) esta habilitado.

El proceso de recuperacion automatica del medio de arranque solo es compatible con ONTAP 9.17.1 y
versiones posteriores. Si su sistema de almacenamiento ejecuta una version anterior de ONTAP, utilice el
"procedimiento de recuperacion de arranque manual” .

* Debe sustituir el componente con errores por un componente FRU de reemplazo con la misma capacidad
que recibié de NetApp.
« Verifique que el puerto eOM (llave) en el controlador danado esté conectado y no esté defectuoso.
El puerto eOM se utiliza para comunicarse entre los dos controladores durante el proceso de recuperacion
de arranque automatizado.
« Para OKM, necesita la frase de contrasefia de todo el cluster y también los datos de respaldo.
« Para EKM, necesita copias de los siguientes archivos del nodo asociado:
o archivo /cfcard/kmip/servers.cfg.
o archivo /cfcard/kmip/certs/client.crt.
o archivo /cfcard/kmip/certs/client.key.
o Archivo /cfcard/kmip/certs/ca.pem.

» Es fundamental aplicar los comandos al controlador correcto cuando se reemplaza el medio de arranque
dafiado:

o El controlador dafiado es el controlador en el que esta realizando mantenimiento.

o El controlador saludable es el socio HA del controlador danado.

El futuro
Después de revisar los requisitos de soporte de arranque, usted "apague la controladora".

Apague el controlador para la recuperacion automatica del medio de arranque - FAS8300 y FAS8700

Apague el controlador dafiado en su sistema de almacenamiento FAS8300 o FAS8700
para evitar la pérdida de datos y garantizar la estabilidad del sistema al reemplazar el
medio de arranque.

El proceso de recuperacion automatica del medio de arranque solo es compatible con ONTAP 9.17.1 y
versiones posteriores. Si su sistema de almacenamiento ejecuta una version anterior de ONTAP, utilice el
"procedimiento de recuperacion de arranque manual” .

Para apagar el controlador dafiado, debe determinar el estado del controlador y, si es necesario, tomar el
control para que el controlador sano siga sirviendo datos del almacenamiento del controlador dafado.

Acerca de esta tarea

* Si dispone de un sistema SAN, debe haber comprobado los mensajes de evento cluster kernel-
service show) para el blade SCSI de la controladora dafiada. "cluster kernel-service show El comando
(desde el modo avanzado priv) muestra el nombre del nodo, "estado del quérum” de ese nodo, el estado
de disponibilidad de ese nodo y el estado operativo de ese nodo.
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Cada proceso SCSI-blade debe quérum con los otros nodos del cluster. Todos los problemas deben
resolverse antes de continuar con el reemplazo.

 Si tiene un cluster con mas de dos nodos, debe estar en quérum. Si el cluster no tiene quérum o si una
controladora en buen estado muestra falso segun su condicion, debe corregir el problema antes de apagar
la controladora dafiada; consulte "Sincronice un nodo con el cluster”.

Pasos

1. Si AutoSupport esta habilitado, elimine la creacion automatica de casos invocando un mensaje de
AutoSupport:

system node autosupport invoke -node * -type all -message MAINT=<# of hours>h
El siguiente mensaje de AutoSupport suprime la creacion automatica de casos durante dos horas:
clusterl:> system node autosupport invoke -node * -type all -message MAINT=2h

2. Desactivar devolucion automatica:

a. Ingrese el siguiente comando desde la consola del controlador en buen estado:
storage failover modify -node impaired node name -auto-giveback false

b. Ingresar y cuando vea el mensaje "; Desea desactivar la devolucion automatica?"

3. Lleve la controladora dafiada al aviso DEL CARGADOR:

Si el controlador dafiado esta  Realice lo siguiente...

mostrando...
El aviso del CARGADOR Vaya al paso siguiente.
Esperando devolucion... Pulse Ctrl-C y, a continuacién, responda y cuando se le solicite.

Solicitud del sistema o solicitud de Retome o detenga el controlador dafiado del controlador en buen
contrasefia estado:

storage failover takeover -ofnode
impaired node name -halt true

El parametro -halt true lleva al simbolo del sistema de Loader.

El futuro
Después de apagar el controlador defectuoso, usted "sustituya el soporte de arranque”.

Reemplace el medio de arranque para la recuperacion de arranque automatica - FAS8300 y FAS8700

El medio de arranque de su sistema FAS8300 o FAS8700 almacena datos esenciales de
firmware y configuracién. El proceso de reemplazo implica quitar y abrir el médulo del
controlador, quitar el medio de arranque dafado, instalar el medio de arranque de
reemplazo en el médulo del controlador y luego reinstalar el modulo del controlador.
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El proceso de recuperacion automatica del medio de arranque solo es compatible con ONTAP 9.17.1 y
versiones posteriores. Si su sistema de almacenamiento ejecuta una version anterior de ONTAP, utilice el
"procedimiento de recuperacion de arranque manual” .

El medio de arranque se encuentra dentro del médulo del controlador, debajo del conducto de aire, y se
accede a él quitando el modulo del controlador del sistema.

Pasos

1.
2.

Si usted no esta ya conectado a tierra, correctamente tierra usted mismo.

Suelte los retenes del cable de alimentacion y, a continuacion, desenchufe los cables de las fuentes de
alimentacion.

Afloje el gancho y la correa de bucle que sujetan los cables al dispositivo de administracién de cables y, a
continuacion, desconecte los cables del sistema y los SFP (si fuera necesario) del modulo del controlador,
manteniendo un seguimiento del lugar en el que estaban conectados los cables.

Deje los cables en el dispositivo de administracion de cables de manera que cuando vuelva a instalar el
dispositivo de administracion de cables, los cables estén organizados.

Retire el dispositivo de administracion de cables del modulo del controlador y coléquelo aparte.

5. Presione los dos pestillos de bloqueo hacia abajo y, a continuacion, gire ambos pestillos hacia abajo al
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mismo tiempo.

El médulo de la controladora se mueve ligeramente fuera del chasis.
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o Pestillos de bloqueo

9 La controladora se mueve ligeramente fuera del chasis

Deslice el médulo de la controladora para sacarlo del chasis.

Asegurese de que admite la parte inferior del modulo de la controladora cuando la deslice para sacarlo del
chasis.

Coloque el modulo del controlador sobre una superficie plana y estable.

Abra el conducto de aire:



° Lenguetas de bloqueo
9 Deslizar el conducto de aire hacia la parte posterior del controlador

9 Gire el conducto de aire hacia arriba

a. Presione las lenguetas de bloqueo de los lados del conducto de aire hacia el centro del médulo del
controlador.

b. Deslice el conducto de aire hacia la parte posterior del médulo del controlador y girelo hacia arriba
hasta su posicion completamente abierta.

9. Localice y retire el soporte de arranque del modulo de la controladora:
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10.

1.

12.
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o Pulse el botén azul

e Gire el soporte del maletero hacia arriba y extraigalo del zécalo

a. Pulse el botén azul al final del soporte de arranque hasta que el labio del soporte de arranque
desaparezca el botén azul.

b. Gire el soporte del maletero hacia arriba y tire con cuidado del soporte del maletero para sacarlo del
zocalo.

Alinee los bordes del soporte de arranque de repuesto con el zdcalo del soporte de arranque y, a
continuacién, empujelo suavemente en el zocalo.

Compruebe el soporte del maletero para asegurarse de que esta asentado completamente en la toma.
Si es necesario, extraiga el soporte de arranque y vuelva a colocarlo en la toma.

Bloquee el soporte de arranque en su sitio:
a. Gire el soporte de arranque hacia abajo hacia la placa base.

b. Con el boton azul, coloque un dedo en el extremo del soporte de arranque y presione el extremo del
soporte de inicio para activar el botén azul de bloqueo.



c. Mientras presiona el soporte del maletero, levante el botén de bloqueo azul para bloquear el soporte
del maletero en su sitio.

13. Cierre el conducto de aire.

El futuro

Después de sustituir fisicamente el soporte de arranque defectuoso, "Restaure la imagen ONTAP desde el
nodo del partner".

Recuperacion automatizada de medios de arranque desde el nodo asociado: FAS8300 y FAS8700

Después de instalar el nuevo dispositivo de medio de arranque en su sistema FAS8300 o
FAS8700 , puede iniciar el proceso de recuperacién automatica del medio de arranque
para restaurar la configuracion desde el nodo asociado. Durante la recuperacion, el
sistema comprueba si el cifrado esta habilitado y determina el tipo de cifrado de clave
utilizado. Si el cifrado de clave esta habilitado, el sistema le guiara por los pasos
necesarios para restaurarlo.

El proceso de recuperacion automatica del medio de arranque solo es compatible con ONTAP 9.17.1 y
versiones posteriores. Si su sistema de almacenamiento ejecuta una version anterior de ONTAP, utilice el
"procedimiento de recuperacion de arranque manual” .

Antes de empezar

» Determine su tipo de gestor de claves:

o Administrador de claves integrado (OKM): Requiere contrasefia para todo el cluster y datos de
respaldo.

o Gestor de claves externo (EKM): Requiere los siguientes archivos del nodo asociado:
* /cfcard/kmip/servers.cfg
* /cfcard/kmip/certs/client.crt
* /cfcard/kmip/certs/client.key

* /cfcard/kmip/certs/CA.pen

Pasos
1. Desde el indicador LOADER, inicie el proceso de recuperacion del medio de arranque:

boot recovery -partner

La pantalla muestra el siguiente mensaje:

Starting boot media recovery (BMR) process. Press Ctrl-C to abort..
2. Supervise el proceso de recuperacion de instalacion de medios de arranque.

El proceso finaliza y muestra el Installation complete mensaje.

3. El sistema comprueba el cifrado y muestra uno de los siguientes mensajes:
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Si ve este mensaje... Realice lo siguiente...

key manager is not El cifrado no esta instalado en el sistema.

configured. Exiting.
a. Espere a que aparezca la pantalla de inicio de sesién.

b. Inicia sesién en el nodo y devuelve el almacenamiento:

storage failover giveback -ofnode
impaired node name

c. Ir a reactivacion de la devolucidon automatica Si estaba
deshabilitado.

key manager is El cifrado estd instalado. Vaya a restaurar el administrador de claves.
configured.

Si el sistema no puede identificar la configuracidn del gestor de claves, muestra un mensaje
de error y le solicita que confirme si el gestor de claves esta configurado y de qué tipo
(integrado o externo). Responda a las preguntas para continuar.

Restaura el gestor de claves usando el procedimiento adecuado para tu configuracion:



Gestion de claves incorporada (OKM)
El sistema muestra el siguiente mensaje y comienza a ejecutar la opcién 10 del menu de arranque:

key manager is configured.
Entering Bootmenu Option 10...

This option must be used only in disaster recovery procedures. Are

you sure? (y or n):

a. Ingresar y Cuando se le solicite, confirme que desea iniciar el proceso de recuperacion de OKM.
b. Introduzca la contrasefa para la gestion de llaves a bordo cuando se le solicite.
c. Vuelva a introducir la contrasefa cuando se le solicite confirmacion.

d. Introduzca los datos de copia de seguridad del gestor de claves integrado cuando se le solicite.

Mostrar ejemplo de solicitud de frase de contraseia y datos de respaldo

Enter the passphrase for onboard key management:

e. Supervise el proceso de recuperacion mientras restaura los archivos correspondientes desde el
nodo asociado.

Cuando finaliza el proceso de recuperacion, el nodo se reinicia. Los siguientes mensajes indican

una recuperacion exitosa:

Trying to recover keymanager secrets....

Setting recovery material for the onboard key manager
Recovery secrets set successfully

Trying to delete any existing km onboard.keydb file.

Successfully recovered keymanager secrets.
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f. Después de reiniciar el nodo, verifique que el sistema esté de nuevo en linea y operativo.

g. Devuelva la controladora afectada a su funcionamiento normal devolviendo su almacenamiento:
storage failover giveback -ofnode impaired node name

h. Una vez que el nodo asociado esté completamente operativo y proporcionando datos, sincronice
las claves OKM en todo el cluster:

security key-manager onboard sync

Ir a reactivacion de la devolucion automatica Si estaba deshabilitado.

Gestor de claves externo (EKM)
El sistema muestra el siguiente mensaje y comienza a ejecutar la opcion 11 del menu de arranque:

key manager is configured.
Entering Bootmenu Option 11...

a. Introduzca los ajustes de configuracion de EKM cuando se le solicite:

i. Introduzca el contenido del certificado de cliente desde el
/cfcard/kmip/certs/client.crt archivo

Mostrar ejemplo de contenido de certificado de cliente

ii. Introduzca el contenido del archivo de clave de cliente desde el
/cfcard/kmip/certs/client.key archivo:

Muestra un ejemplo de contenido del archivo de clave de cliente

iii. Introduzca el contenido del archivo de CA(s) del servidor KMIP desde el
/cfcard/kmip/certs/CA.pem archivo:



Muestra un ejemplo de contenido del archivo del servidor KMIP

iv. Introduzca el contenido del archivo de configuracion del servidor desde el
/cfcard/kmip/servers.cfg archivo:

Muestra un ejemplo del contenido del archivo de configuracion del servidor

XXX XXX . XXX . XXX :5696.host=xXX.XXX.XXX.XXX

XXX . XXX . XXX .XxXX:5696.port=5696

XXX .XXX.XXX.xxx:5696.trusted file=/cfcard/kmip/certs/CA.pem
XXX .XXX.XXX.XxX:5696.protocol=KMIP1 4
IXXX.XXX.XXX.xXX:5696.timeout=25

XXX . XXX . XXX .Xxx:5696.nbio=1

XXX .XXX.XxX.xxx:5696.cert file=/cfcard/kmip/certs/client.cr
t

XXX .XXX.XXX.xxx:5696.key file=/cfcard/kmip/certs/client.key
XXX .XXX.XXX.xxx:5696.ciphers="TLSv1.2:kRSA:!CAMELLIA: !IDEA:
IRC2:!RC4:!SEED: !eNULL: !aNULL"

XXX . XXX .XXX.xXxx:5696.verify=true

XXX .XXX.XXX.XxX:5696.netapp keystore uuid=<id value>

v. Si se le solicita, introduzca el UUID del cluster ONTAP del nodo asociado. Puedes comprobar
el UUID del cluster desde el nodo asociado utilizando el cluster identify show dominio.

Mostrar ejemplo de solicitud UUID de cluster ONTAP

Notice: bootarg.mgwd.cluster uuid is not set or is empty.
Do you know the ONTAP Cluster UUID? {y/n} vy
Enter the ONTAP Cluster UUID: <cluster uuid value>

System is ready to utilize external key manager(s).

vi. Si se le solicita, introduzca la interfaz de red temporal y la configuracién del nodo:
= La direccién IP del puerto

= La mascara de red para el puerto



= La direccioén IP de la puerta de enlace predeterminada

Mostrar ejemplo de avisos de configuracion de red temporales

In order to recover key information, a temporary network
interface needs to be
configured.

Select the network port you want to use (for example,

'efa')

eOM

Enter the IP address for port : XxXX.XXX.XXX.XXX
Enter the netmask for port : XXX.XXX.XXX.XXX

Enter IP address of default gateway: XXX.XXX.XXX.XXX
Trying to recover keys from key servers....
[discover versions]

[status=SUCCESS reason= message=]

b. Verifique el estado de restauracion de la clave:

* Sives kmip2 client: Successfully imported the keys from external key
server: xxX.XXX.xXxXx.xxx:5696 En la salida, se muestra que la configuracion EKM se
ha restaurado correctamente. El proceso restaura los archivos correspondientes del nodo
asociado y reinicia el nodo. Pase al siguiente paso.

= Si la clave no se restaura correctamente, el sistema se detiene y muestra mensajes de error y
advertencia. Vuelva a ejecutar el proceso de recuperacion desde el simbolo del sistema del
cargador: boot recovery -partner



Muestre un ejemplo de mensajes de error y advertencia de recuperacion de claves

ERROR: kmip init: halting this system with encrypted
mroot...

WARNING: kmip init: authentication keys might not be
available.

R i b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b g

w A TTENTTION &
* *
2 System cannot connect to key managers. =
* *

LR R i e b b b b b b b I dh b db b dh b 2R i b b b I 2h b b SR b db b S I I S Ih b 2h b 2 dh b db b 2 db b b Sb i 2 4

ERROR: kmip init: halting this system with encrypted
mroot...

Terminated

Uptime: 11m32s
System halting...

LOADER-B>

c. Después de reiniciar el nodo, verifique que el sistema esté de nuevo en linea y operativo.

d. Devuelva el funcionamiento normal de la controladora y devuelva su almacenamiento:
storage failover giveback -ofnode impaired node name

Ir a reactivacion de la devolucion automatica Si estaba deshabilitado.

5. Sila devolucién automatica estaba desactivada, vuelve a activarla:
storage failover modify -node local -auto-giveback true
6. Si AutoSupport esta habilitado, restaure la creacion automatica de casos:

system node autosupport invoke -node * -type all -message MAINT=END

El futuro

Después de haber restaurado la imagen ONTAP y el nodo esté activo y sirviendo datos, usted"Devuelva la
pieza fallida a NetApp".

Devolver el medio de arranque fallido a NetApp - FAS8300 y FAS8700

Si un componente de su sistema FAS8300 o FAS8700 falla, devuelva la pieza
defectuosa a NetApp. Consulte la "Devolucion de piezas y sustituciones" pagina para
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mas informacion.

Medios de arranque: recuperaciéon manual

Flujo de trabajo de recuperacion manual de medios de arranque: FAS8300 y FAS8700

Comience a reemplazar el medio de arranque en su sistema de almacenamiento
FAS8300 revisando los requisitos de reemplazo, verificando el estado de cifrado,
apagando el controlador, reemplazando el medio de arranque, iniciando la imagen de
recuperacion, restaurando el cifrado y verificando la funcionalidad del sistema.

Si su sistema de almacenamiento ejecuta ONTAP 9.17.1 o posterior, utilice el"procedimiento de recuperacion
de arranque automatizado" . Si su sistema esta ejecutando una versién anterior de ONTAP, debe utilizar el
procedimiento de recuperacion de arranque manual.

"Revise los requisitos de medios de arranque™

Revise los requisitos para sustituir el soporte de arranque.

"Compruebe la compatibilidad y el estado de la clave de cifrado”
Determine si el sistema tiene discos cifrados o habilitados para el gestor de claves de seguridad.

"Apague la controladora”
Apague la controladora cuando necesite sustituir el soporte de arranque.

"Sustituya el soporte de arranque™

Retire el soporte de arranque fallido del médulo de administracion del sistema e instale el soporte de arranque
de repuesto y, a continuacion, transfiera una imagen ONTAP mediante una unidad flash USB.

"Arranque la imagen de recuperacion”

Inicie la imagen ONTAP desde la unidad USB, restaure el sistema de archivos y verifique las variables de
entorno.

"Restaure el cifrado”

Restaure la configuracion del administrador de claves integrado o del administrador de claves externo desde
el menu de arranque de ONATP .

"Devuelve la pieza que ha fallado a NetApp"

Devuelva la pieza que ha fallado a NetApp, como se describe en las instrucciones de RMA que se suministran
con el kit.
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Requisitos para la recuperacion manual de medios de arranque: FAS8300 y FAS8700

Antes de reemplazar el medio de arranque en su sistema FAS8300 o FAS8700 ,
asegurese de cumplir con los requisitos necesarios para un reemplazo exitoso. Esto
incluye asegurarse de tener una unidad flash USB con la capacidad de almacenamiento
adecuada y verificar que tenga el dispositivo de arranque de reemplazo correcto.

Si su sistema de almacenamiento ejecuta ONTAP 9.17.1 o posterior, utilice el"procedimiento de recuperacion
de arranque automatizado” . Si su sistema esta ejecutando una version anterior de ONTAP, debe utilizar el
procedimiento de recuperacion de arranque manual.
unidad flash USB

» Asegurese de tener una unidad flash USB formateada en FAT32.

* EI USB debe tener suficiente capacidad de almacenamiento para contener el image xxx.tgz archivo.

Preparacién de archivos
Copiar el image xxx.tgz Archivo a la memoria USB. Este archivo se usara al transferir la imagen de
ONTAP mediante la memoria USB.

Reemplazo de componentes
Reemplace el componente fallado con el componente de reemplazo proporcionado por NetApp.

Identificacion del controlador
Es fundamental aplicar los comandos al controlador correcto cuando se reemplaza el medio de arranque

danado:
* El controlador dafiado es el controlador en el que esta realizando mantenimiento.

 El controlador saludable es el socio HA del controlador danado.

El futuro

Después de revisar los requisitos para reemplazar el soporte de arranque, debe "compruebe la compatibilidad
y el estado de la clave de cifrado en el soporte de arranque".

Comprobar la compatibilidad y el estado de las claves de cifrado: FAS8300 y FAS8700

Para garantizar la seguridad de los datos en el sistema de almacenamiento, debe
verificar el estado y la compatibilidad de la clave de cifrado en el soporte de arranque.
Compruebe si la version de ONTAP es compatible con el cifrado de volumenes de
NetApp (NVE) y antes de apagar la controladora compruebe si el gestor de claves esta
activo.

Si su sistema de almacenamiento ejecuta ONTAP 9.17.1 o posterior, utilice el"procedimiento de recuperacion

de arranque automatizado" . Si su sistema esta ejecutando una versién anterior de ONTAP, debe utilizar el
procedimiento de recuperacion de arranque manual.

Paso 1: Compruebe la compatibilidad con NVE y descargue la imagen ONTAP correcta.

Determine si su version de ONTAP admite NetApp Volume Encryption (NVE) para que pueda descargar la
imagen de ONTAP correcta para el reemplazo del medio de arranque.

Pasos
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1. Comprueba si tu version de ONTAP admite cifrado:
version -v
Si la salida incluye 10no-DARE, NVE no es compatible con la versién del cluster.

2. Descargue la imagen ONTAP apropiada segun la compatibilidad con NVE:
> Si NVE es compatible: Descargue la imagen ONTAP con NetApp Volume Encryption.
> Si NVE no es compatible: Descargue la imagen de ONTAP sin NetApp Volume Encryption.

Descargue la imagen ONTAP desde el sitio de soporte de NetApp a su servidor HTTP o
@ FTP o a una carpeta local. Necesitara este archivo de imagen durante el procedimiento
de reemplazo del medio de arranque.

Paso 2: Verifique el estado del administrador de claves y la configuracion de copia de seguridad.

Antes de apagar el controlador averiado, verifique la configuracion del administrador de claves y haga una
copia de seguridad de la informacién necesaria.

Pasos
1. Determine qué gestor de claves esta activado en el sistema:

Version de ONTAP Ejecute este comando

ONTAP 9.14.1 o posterior security key-manager keystore show

* Si EKM esta activado, EKM aparece en la salida del comando.
* Si OKM esta activado, OKM aparece en la salida del comando.

* Si no hay ningun gestor de claves activado, No key manager
keystores configured aparece en el resultado del comando.

ONTAP 9.13.1 o anterior security key-manager show-key-store

* Si EKM esta activado, external aparece en la salida del
comando.

* Si OKM esta activado, onboard aparece en la salida del
comando.

* Si no hay ningun gestor de claves activado, No key managers
configured aparece en el resultado del comando.

2. Dependiendo de si hay un administrador de claves configurado en su sistema, realice una de las
siguientes acciones:

Si no hay ningun gestor de claves configurado:
Puede apagar de forma segura el controlador averiado y proceder al procedimiento de apagado.

Si se ha configurado un gestor de claves (EKM u OKM):

28



a. Introduzca el siguiente comando de consulta para mostrar el estado de las claves de autenticacion en
su gestor de claves:

security key-manager key query

b. Revise la salida y verifique el valor en el Restored columna. Esta columna indica si las claves de
autenticacion para su gestor de claves (ya sea EKM u OKM) se han restaurado correctamente.

3. Complete el procedimiento correspondiente segun su tipo de gestor de claves:
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Gestor de claves externo (EKM)

Complete estos pasos segun el valor en el Restored columna.

Si se muestran todas las teclas true en la columna Restaurado:

Puede apagar de forma segura el controlador averiado y proceder al procedimiento de apagado.
Si alguna clave muestra un valor distinto de true en la columna Restaurado:

a. Restablecer las claves de autenticacion de gestion de claves externas en todos los nodos del
cluster:

security key-manager external restore
Si el comando falla, pédngase en contacto con el soporte de NetApp .
b. Verifique que todas las claves de autenticacion se hayan restaurado:
security key-manager key query
Confirma que el Restored pantallas de columna true para todas las claves de autenticacion.

c. Si se restauran todas las claves, puede apagar de forma segura el controlador averiado y
proceder al procedimiento de apagado.

Gestion de claves incorporada (OKM)

Complete estos pasos segun el valor en el Restored columna.
Si se muestran todas las teclas true en la columna Restaurado:
a. Realizar una copia de seguridad de la informacion de OKM:
i. Cambiar al modo de privilegios avanzados:
set -priv advanced
Ingresar y cuando se le solicite continuar.
i. Mostrar la informacion de copia de seguridad de gestion de claves:
security key-manager onboard show-backup
i. Copie la informacion de la copia de seguridad a un archivo aparte o a su archivo de registro.

Necesitara esta informacion de respaldo si necesita recuperar OKM manualmente durante el
procedimiento de reemplazo.

ii. Volver al modo administrador:
set -priv admin

b. Puede apagar de forma segura el controlador averiado y proceder al procedimiento de apagado.



Si alguna clave muestra un valor distinto de true en la columna Restaurado:
a. Sincronizar el gestor de claves integrado:
security key-manager onboard sync

Introduzca la contrasefa alfanumérica de 32 caracteres para la gestion de la llave integrada
cuando se le solicite.

Esta es la contrasena para todo el cluster que creé cuando configuré inicialmente
el Administrador de claves integrado. Si no dispone de esta contrasefia, pdngase
en contacto con el soporte de NetApp .

b. Verifique que todas las claves de autenticacion se hayan restaurado:
security key-manager key query

Confirma que el Restored pantallas de columna true para todas las claves de autenticacion y
la Key Manager El tipo muestra onboard.

c. Realizar una copia de seguridad de la informacion de OKM:
i. Cambiar al modo de privilegios avanzados:
set -priv advanced
Ingresar y cuando se le solicite continuar.
i. Mostrar la informacion de copia de seguridad de gestidon de claves:
security key-manager onboard show-backup
i. Copie la informacion de la copia de seguridad a un archivo aparte o a su archivo de registro.

Necesitara esta informacion de respaldo si necesita recuperar OKM manualmente durante el
procedimiento de reemplazo.

ii. Volver al modo administrador:
set -priv admin

d. Puede apagar de forma segura el controlador averiado y proceder al procedimiento de apagado.

Apague el controlador para la recuperaciéon manual del medio de arranque - FAS8300 y FAS8700

Después de completar las tareas de NVE o NSE, debera completar el apagado de la
controladora danada. Apague o retome el controlador dafado siguiendo el procedimiento
adecuado para su configuracion.

Si su sistema de almacenamiento ejecuta ONTAP 9.17.1 o posterior, utilice el"procedimiento de recuperacion

de arranque automatizado" . Si su sistema esta ejecutando una versién anterior de ONTAP, debe utilizar el
procedimiento de recuperacion de arranque manual.

31


bootmedia-replace-workflow-bmr.html
bootmedia-replace-workflow-bmr.html

Opcidén 1: La mayoria de los sistemas

Después de completar las tareas de NVE o NSE, debera completar el apagado de la controladora dafiada.

Pasos
1. Lleve la controladora dafiada al aviso DEL CARGADOR:

Si el controlador dafiado Realice lo siguiente...

muestra...

El aviso del CARGADOR Vaya a Quitar médulo de controlador.

Waiting for giveback.. Pulse Citrl-C y, a continuacion, responda y cuando se le solicite.

Solicitud del sistema o solicitud de Retome o detenga el controlador dafiado del controlador en buen
contrasefa (introduzca la estado: storage failover takeover -ofnode
contrasefia del sistema) impaired node name

Cuando el controlador danado muestre esperando devolucion...,
pulse Ctrl-C y, a continuacion, responda v.

2. Desde el aviso del CARGADOR, introduzca: printenv para capturar todas las variables ambientales de
arranque. Guarde el resultado en el archivo de registro.

@ Es posible que este comando no funcione si el dispositivo de inicio esta dafiado o no
funciona.

Opcion 2: La controladora se encuentra en un MetroCluster

Después de completar las tareas de NVE o NSE, debera completar el apagado de la controladora dafiada.

@ No use este procedimiento si el sistema esta en una configuracion de MetroCluster de dos
nodos.

Para apagar el controlador dafiado, debe determinar el estado del controlador y, si es necesario, tomar el
control para que el controlador sano siga sirviendo datos del almacenamiento del controlador dafiado.

+ Si tiene un cluster con mas de dos nodos, debe estar en quérum. Si el cluster no tiene quérum o si una
controladora en buen estado muestra falso segun su condicién, debe corregir el problema antes de apagar
la controladora dafiada; consulte "Sincronice un nodo con el cluster”.

« Si tiene una configuracion MetroCluster, debe haber confirmado que el estado de configuracion de
MetroCluster esta configurado y que los nodos estan en estado normal y habilitado (metrocluster
node show).

Pasos

1. Si AutoSupport esta habilitado, elimine la creacién automatica de casos invocando un mensaje de
AutoSupport: system node autosupport invoke -node * -type all -message
MAINT=number of hours downh

El siguiente mensaje de AutoSupport suprime la creacion automatica de casos durante dos horas:
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clusterl:*> system node autosupport invoke -node * -type all -message MAINT=2h

2. Deshabilite la devolucion automatica de la consola de la controladora en buen estado: storage
failover modify -node local -auto-giveback false

3. Lleve la controladora dafada al aviso DEL CARGADOR:

Si el controlador dafiado esta Realice lo siguiente...

mostrando...
El aviso del CARGADOR Vaya al paso siguiente.
Esperando devolucion... Pulse Ctrl-C y, a continuacion, responda y cuando se le solicite.

Solicitud del sistema o solicitud de Retome o detenga el controlador dafiado del controlador en buen
contrasefia (introduzca la estado: storage failover takeover -ofnode
contrasefia del sistema) impaired node name

Cuando el controlador dafiado muestre esperando devolucion...,
pulse Ctrl-C y, a continuacion, responda v.

Opcion 3: La controladora se encuentra en un MetroCluster de dos nodos

Después de completar las tareas de NVE o NSE, debera completar el apagado de la controladora dafiada.

Para apagar el controlador dafiado, debe determinar el estado del controlador y, si es necesario, cambiar el
controlador para que el controlador correcto siga sirviendo datos del almacenamiento del controlador dafiado.

Acerca de esta tarea

* Debe dejar las fuentes de alimentacion encendidas al final de este procedimiento para proporcionar
alimentacion a la controladora en buen estado.

Pasos

1. Compruebe el estado de MetroCluster para determinar si el controlador dafiado ha cambiado
automaticamente al controlador en buen estado: metrocluster show

2. En funcion de si se ha producido una conmutacién automatica, proceda segun la siguiente tabla:

Si el controlador esta danado... Realice lo siguiente...

Se ha cambiado automaticamente Continte con el préximo paso.

No se ha cambiado Realice una operacién de conmutacion de sitios planificada desde el
automaticamente controlador en buen estado: metrocluster switchover

No se ha cambiado Revise los mensajes de veto y, si es posible, resuelva el problema e
automaticamente, ha intentado inténtelo de nuevo. Si no puede resolver el problema, péngase en

efectuar una conmutacion con el  contacto con el soporte técnico.
metrocluster switchovery
se vetd la conmutacion
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- Resincronice los agregados de datos ejecutando el metrocluster heal -phase aggregates
comando del cluster superviviente.

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

Si la curacioén es vetada, usted tiene la opcion de reemitir el metrocluster heal con el —override
-vetoes parametro. Si utiliza este parametro opcional, el sistema anula cualquier vetoo suave que impida
la operacioén de reparacion.

. Compruebe que se ha completado la operacién con el comando MetroCluster operation show.

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56

Errors: -

5. Compruebe el estado de los agregados mediante storage aggregate show comando.

controller A 1::> storage aggregate show

Aggregate Size Available Used$% State #Vols Nodes RAID
Status
aggr b2 2277.1GB 2277.1GB 0% online 0 mccl-a2

raid dp, mirrored, normal...

. Repare los agregados raiz mediante el metrocluster heal -phase root-aggregates comando.

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

Si la curacion es vetada, usted tiene la opcidn de reemitir el metrocluster heal comando con el
parametro -override-vetoes. Si utiliza este parametro opcional, el sistema anula cualquier vetoo suave que
impida la operacién de reparacion.

. Compruebe que la operacion reparar se ha completado mediante el metrocluster operation show
comando en el cluster de destino:



mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42
Errors: -

8. En el moédulo del controlador dafiado, desconecte las fuentes de alimentacion.

Reemplace el medio de arranque y preparese para la recuperacion de arranque manual - FAS8300 y
FAS8700

Para sustituir el soporte de arranque, debe retirar el médulo del controlador dafado, instalar el soporte de
arranque de repuesto y transferir la imagen de inicio a una unidad flash USB.

Si su sistema de almacenamiento ejecuta ONTAP 9.17.1 o posterior, utilice el"procedimiento de recuperacion
de arranque automatizado" . Si su sistema esta ejecutando una versién anterior de ONTAP, debe utilizar el
procedimiento de recuperacion de arranque manual.

Paso 1: Extraiga el médulo del controlador

Para acceder a los componentes internos del modulo de controlador, debe extraer el
modulo de controlador del chasis.

Puede utilizar la animacion, la ilustracién o los pasos escritos siguientes para quitar el médulo del controlador
del chasis.

Animacién: Extraiga el médulo del controlador

Pasos

1. Si usted no esta ya conectado a tierra, correctamente tierra usted mismo.

2. Suelte los retenes del cable de alimentacion y, a continuacion, desenchufe los cables de las fuentes de
alimentacion.

3. Afloje el gancho y la correa de bucle que sujetan los cables al dispositivo de administracion de cables y, a
continuacion, desconecte los cables del sistema y los SFP (si fuera necesario) del médulo del controlador,
manteniendo un seguimiento del lugar en el que estaban conectados los cables.

Deje los cables en el dispositivo de administracion de cables de manera que cuando vuelva a instalar el
dispositivo de administracion de cables, los cables estén organizados.

4. Retire el dispositivo de administracién de cables del médulo del controlador y coléquelo aparte.

5. Presione los dos pestillos de bloqueo hacia abajo y, a continuacion, gire ambos pestillos hacia abajo al
mismo tiempo.

El médulo de la controladora se mueve ligeramente fuera del chasis.
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° Pestillos de bloqueo

9 Deslice la controladora para sacarla del chasis

6. Deslice el modulo de la controladora para sacarlo del chasis.

Asegurese de que admite la parte inferior del médulo de la controladora cuando la deslice para sacarlo del
chasis.

7. Coloque el médulo del controlador sobre una superficie plana y estable.

Paso 2: Sustituya el soporte de arranque

Debe localizar los medios de arranque en el mdédulo de la controladora (consulte el mapa de FRU en el
modulo de la controladora) y seguir las instrucciones para su reemplazo.

Antes de empezar

Aunque el contenido del soporte de arranque esta cifrado, se recomienda borrar el contenido del soporte de
arranque antes de reemplazarlo. Para obtener mas informacién, consulte "Declaracion de volatilidad" De su
sistema en el sitio de soporte de NetApp.

(D Debe iniciar sesion en el sitio de soporte de NetApp para mostrar el Statement of volatile de su
sistema.

Puede utilizar la animacion, ilustraciones o los pasos escritos siguientes para reemplazar el soporte de
arranque.

Animacién: Reemplace el soporte de arranque

Pasos
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1. Abra el conducto de aire:

o Lengletas de bloqueo
e Deslizar el conducto de aire hacia la parte posterior del controlador
9 Gire el conducto de aire hacia arriba

a. Presione las lenguetas de bloqueo de los lados del conducto de aire hacia el centro del médulo del
controlador.

b. Deslice el conducto de aire hacia la parte posterior del médulo del controlador y girelo hacia arriba
hasta su posicién completamente abierta.

2. Localice y retire el soporte de arranque del médulo de la controladora:
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o Pulse el botén azul

9 Gire el soporte del maletero hacia arriba y extraigalo del z6calo

a. Pulse el botdn azul al final del soporte de arranque hasta que el labio del soporte de arranque
desaparezca el boton azul.

b. Gire el soporte del maletero hacia arriba y tire con cuidado del soporte del maletero para sacarlo del
zocalo.

3. Alinee los bordes del soporte de arranque de repuesto con el zécalo del soporte de arranque y, a
continuacion, empujelo suavemente en el zécalo.

4. Compruebe el soporte del maletero para asegurarse de que esta asentado completamente en la toma.
Si es necesario, extraiga el soporte de arranque y vuelva a colocarlo en la toma.

5. Bloquee el soporte de arranque en su sitio:
a. Gire el soporte de arranque hacia abajo hacia la placa base.

b. Con el botdon azul, coloque un dedo en el extremo del soporte de arranque y presione el extremo del
soporte de inicio para activar el boton azul de bloqueo.

c. Mientras presiona el soporte del maletero, levante el botén de bloqueo azul para bloquear el soporte
del maletero en su sitio.
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6. Cierre el conducto de aire.

Paso 3: Transfiera la imagen de arranque al soporte de arranque

El soporte de arranque de repuesto que ha instalado no tiene una imagen de arranque, por lo que debe
transferir una imagen de arranque mediante una unidad flash USB.

Antes de empezar
* Debe tener una unidad flash USB, formateada a MBR/FAT32, con una capacidad minima de 4 GB

» Una copia de la misma versién de imagen de ONTAP que la controladora dafiada en funcionamiento.
Puede descargar la imagen adecuada en la seccién Descargas del sitio de soporte de NetApp

> Si NVE esta habilitado, descargue la imagen con el cifrado de volumenes de NetApp, como se indica
en el botén de descarga.

o Si el cifrado de volumenes de NetApp no esta habilitado, descargue la imagen sin el cifrado de
volumenes de NetApp, como se indica en el boton de descarga.

+ Si el sistema es un par de alta disponibilidad, debe tener una conexion de red.
« Si el sistema es independiente, no necesita una conexién de red, pero debe realizar un reinicio adicional al
restaurar el var sistema de archivos.

a. Descargue y copie la imagen del servicio adecuada del sitio de soporte de NetApp en la unidad flash
USB.
i. Descargue la imagen de servicio en su espacio de trabajo en su portatil.

i. Descomprima la imagen de servicio.

@ Si esta extrayendo el contenido con Windows, no utilice WinZip para extraer la
imagen netboot. Utilice otra herramienta de extraccion, como 7-Zip o WinRAR.

Hay dos carpetas en el archivo de imagen del servicio descomprimido:

" boot
" efi

iii. Copie el efi En el directorio superior de la unidad flash USB.

Si la imagen de servicio no tiene carpeta efi, consulte "Falta |la carpeta EFI del
archivo de descarga de la imagen de servicio utilizada para la recuperacion del
dispositivo de arranque para los modelos FAS y AFFA".

La unidad flash USB debe tener la carpeta efi y la misma version de la imagen de servicio (BIOS) de la
que se ejecuta el controlador dafiado.
i. Extraiga la unidad flash USB del ordenador portatil.
b. Si aun no lo ha hecho, cierre el conducto de aire.

c. Alinee el extremo del mdédulo del controlador con la abertura del chasis y, a continuacion, empuje
suavemente el médulo del controlador hasta la mitad del sistema.

d. Vuelva a instalar el dispositivo de administracion de cables y vuelva a instalar el sistema, segun sea
necesario.
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Al realizar la copia, recuerde volver a instalar los convertidores de medios (SFP o QSFP) si se
retiraron.

e. Inserte la unidad flash USB en la ranura USB del médulo de controlador.

Asegurese de instalar la unidad flash USB en la ranura indicada para dispositivos USB, y no en el
puerto de consola USB.

f. Complete la instalacion del modulo del controlador:

i. Empuje firmemente el mdédulo de la controladora en el chasis hasta que se ajuste al plano medio y
esté totalmente asentado.

Los pestillos de bloqueo se elevan cuando el médulo del controlador esta completamente

asentado.
@ No ejerza una fuerza excesiva al deslizar el modulo del controlador hacia el chasis para
evitar dafiar los conectores.

i. Gire los pestillos de bloqueo hacia arriba, inclinandolos para que los pasadores de bloqueo se
puedan separar y, a continuacion, bajarlos hasta la posicion de bloqueo.

ii. Conecte los cables de alimentacion a las fuentes de alimentacion, vuelva a instalar el collar de
bloqueo del cable de alimentacion y, a continuacion, conecte las fuentes de alimentacion a la
fuente de alimentacion.

El médulo del controlador comienza a arrancar tan pronto como se restaura la alimentacion. Esté
preparado para interrumpir el proceso de arranque.

iii. Si aun no lo ha hecho, vuelva a instalar el dispositivo de administracion de cables.

g. Interrumpa el proceso de arranque pulsando Ctrl-C para detenerse en el simbolo del sistema DEL
CARGADOR.

Si se pierde este mensaje, pulse Ctrl-C, seleccione la opcion de arranque en modo de mantenimiento
y, a continuacion halt La controladora para arrancar en EL CARGADOR.

h. Si la controladora esta en una MetroCluster con ampliacion o conexion a la estructura, debe restaurar
la configuracion del adaptador de FC:

i. Arranque en modo de mantenimiento: boot ontap maint

ii. Establezca los puertos MetroCluster como iniciadores: ucadmin modify -m fc -t
initiator adapter name

ii. Detener para volver al modo de mantenimiento: halt

Los cambios se implementaran al arrancar el sistema.

Recuperacion manual de medios de arranque desde una unidad USB - FAS8300 y FAS8700

Después de instalar el nuevo dispositivo multimedia de arranque en el sistema, puede
iniciar la imagen de recuperacion desde una unidad USB y restaurar la configuracion
desde el nodo asociado.

Si su sistema de almacenamiento ejecuta ONTAP 9.17.1 o posterior, utilice el"procedimiento de recuperacion
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de arranque automatizado" . Si su sistema esta ejecutando una versién anterior de ONTAP, debe utilizar el
procedimiento de recuperacion de arranque manual.

Antes de empezar
* Asegurese de que su consola esté conectada al controlador averiado.
« Verifique que dispone de una unidad flash USB con la imagen de recuperacion.
» Determina si tu sistema utiliza cifrado. Debera seleccionar la opcion apropiada en el paso 3 segun si el
cifrado esta habilitado o no.

Pasos

1. Desde el indicador LOADER del controlador averiado, arranque la imagen de recuperacion desde la
unidad flash USB:

boot recovery
La imagen de recuperacion se descarga desde la unidad flash USB.

2. Cuando se le solicite, ingrese el nombre de la imagen o presione Enter para aceptar la imagen
predeterminada que se muestra entre corchetes.

3. Restaure el sistema de archivos var siguiendo el procedimiento correspondiente a su version de ONTAP :
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ONTAP 9.16.0 o anterior
Complete los siguientes pasos en el controlador averiado y en el controlador asociado:

a. En el controlador averiado: Pulse Y cuando ves Do you want to restore the backup
configuration now?

b. En el controlador averiado: Si se le solicita, pulse Y para sobrescribir
/etc/ssh/ssh_host_ecdsa_key.

c. En el controlador asociado: Configure el controlador afectado con el nivel de privilegios
avanzado:

set -privilege advanced
d. En el controlador asociado: Ejecute el comando de restauracion de copia de seguridad:

system node restore-backup -node local -target-address
impaired node IP address

@ Si ve algun mensaje que no sea el de una restauracion exitosa, péngase en
contacto con el soporte de NetApp .

e. En el controlador asociado: Volver al nivel de administrador:
set -privilege admin

f. En el controlador averiado: Pulse Y cuando ves Was the restore backup procedure
successful?

g. En el controlador averiado: Pulse Y cuando ves ..would you like to use this
restored copy now?

h. En el controlador averiado: Pulse Y Cuando se le solicite reiniciar, pulse Ctr1-C cuando veas
el menu de arranque.

i. En el controlador averiado: Realice una de las siguientes acciones:
= Si el sistema no utiliza cifrado, seleccione Opcion 1 Arranque normal del menu de arranque.
= Si el sistema utiliza cifrado, vaya a"Restaure el cifrado” .

ONTAP 9.16.1 o posterior
Complete los siguientes pasos en el controlador averiado:

a. Pulse Y cuando se le solicite restaurar la configuracion de copia de seguridad.

Una vez finalizado correctamente el proceso de restauracion, aparece el siguiente mensaje:
syncflash partner: Restore from partner complete

b. Prensa Y cuando se le solicité que confirmara que la restauracion de la copia de seguridad se
habia realizado correctamente.

C. Prensa Y cuando se le solicite utilizar la configuracion restaurada.

d. Prensa Y cuando se le solicite reiniciar el nodo.
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€. Prensa Y Cuando se le solicite reiniciar de nuevo, pulse Ctr1-C cuando veas el menu de
arranque.

f. Debe realizar una de las siguientes acciones:
= Si el sistema no utiliza cifrado, seleccione Opcion 1 Arranque normal del menu de arranque.

= Si el sistema utiliza cifrado, vaya a"Restaure el cifrado” .

4. Conecte el cable de la consola al controlador asociado.

5. Devuelva el funcionamiento normal de la controladora y devuelva su almacenamiento:
storage failover giveback -fromnode local

6. Si desactivaste la devolucién automatica, vuelve a activarla:
storage failover modify -node local -auto-giveback true

7. Si AutoSupport esta habilitado, restaure la creacion automatica de casos:

system node autosupport invoke -node * -type all -message MAINT=END

Restaurar el cifrado - FAS8300 y FAS8700

Restaure el cifrado en el soporte de arranque de reemplazo.

Si su sistema de almacenamiento ejecuta ONTAP 9.17.1 o posterior, utilice el"procedimiento de recuperacion
de arranque automatizado” . Si su sistema esta ejecutando una version anterior de ONTAP, debe utilizar el
procedimiento de recuperacion de arranque manual.

Complete los pasos adecuados para restaurar el cifrado en su sistema segun el tipo de administrador de

claves que utilice. Si no esta seguro de qué administrador de claves utiliza su sistema, revise la configuracion
que capturo al inicio del procedimiento de reemplazo del medio de arranque.
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Gestion de claves incorporada (OKM)
Restaure la configuracion del Administrador de claves integrado (OKM) desde el menu de inicio de
ONTAP.

Antes de empezar
Asegurese de tener disponible la siguiente informacion:

« Se introdujo la contrasefia de todo el cluster mientras "habilitacion de la gestion de llaves a bordo"

* "Informacion de backup del gestor de claves incorporado”

« Verificacion de que dispone de la contrasena correcta y los datos de copia de seguridad utilizando el
"Como comprobar el backup de gestion de claves incorporada y la clave de acceso para todo el
cluster" procedimiento

Pasos
Sobre el controlador averiado:

1. Conecte el cable de la consola al controlador averiado.

2. Desde el menu de arranque de ONTAP , seleccione la opcién adecuada:

Version de ONTAP Seleccione esta opcion

ONTAP 9.8 o posterior Seleccione la opcién 10.

Mostrar ejemplo de menu de inicio

Please choose one of the following:

) Normal Boot.

) Boot without /etc/rc.

) Change password.

) Clean configuration and initialize
all disks.

5) Maintenance mode boot.

(

(6) Update flash from backup config.
(7) Install new software first.

(8) Reboot node.

(9) Configure Advanced Drive
Partitioning.

(10) Set Onboard Key Manager recovery
secrets.

(11) Configure node for external key
management.

Selection (1-11)7? 10
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Version de ONTAP Seleccione esta opcion

ONTAP 9,7 y anteriores Seleccione la opcién oculta recover onboard keymanager

Mostrar ejemplo de menu de inicio

Please choose one of the following:

Normal Boot.
Boot without /etc/rc.
Change password.

_— o~ o~~~

Clean configuration and initialize
disks.

Maintenance mode boot.

Update flash from backup config.
Install new software first.

—_ = = — P~ — — —

Reboot node.

—_ o~ o~ ~ ~
OW O J o U1 FH bd w DN -

~

Configure Advanced Drive
Partitioning.

Selection (1-19)7?

recover onboard keymanager

3. Confirma que deseas continuar con el proceso de recuperacion cuando se te solicite:

Mostrar simbolo del sistema de ejemplo

This option must be used only in disaster recovery procedures. Are you
sure? (y or n):

4. Introduzca dos veces la clave de acceso para todo el cluster.
Al introducir la contrasefia, la consola no muestra ninguna entrada.

Mostrar simbolo del sistema de ejemplo

Enter the passphrase for onboard key management:

Enter the passphrase again to confirm:

5. Introduzca la informacion de la copia de seguridad:

a. Pegue todo el contenido desde la linea BEGIN BACKUP hasta la linea END BACKUP, incluyendo
los guiones.
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Mostrar simbolo del sistema de ejemplo

Enter the backup data:

BACIUPom oo oooooooooo oo o s s s
01234567890123456789012345678901234567890123456789012345678901
23
12345678901234567890123456789012345678901234567890123456789012
34
23456789012345678901234567890123456789012345678901234567890123
45
34567890123456789012345678901234567890123456789012345678901234
56
45678901234567890123456789012345678901234567890123456789012345
67
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AA



AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA

AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA
01234567890123456789012345678901234567890123456789012345678901
23
12345678901234567890123456789012345678901234567890123456789012
34
23456789012345678901234567890123456789012345678901234567890123
45
AAAAAAAAAAAAAAAAAAAARAAAAAAAAAAAAAAAAAAAAAAAAAAANAAAAANAAAAANAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARAAA
AA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA

——————————————————————————— END
BACKUP--——-————————— === ———————

b. Pulse la tecla Intro dos veces al final del texto introducido.
El proceso de recuperacion finaliza y muestra el siguiente mensaje:

Successfully recovered keymanager secrets.



Mostrar simbolo del sistema de ejemplo

Trying to recover keymanager secrets....

Setting recovery material for the onboard key manager
Recovery secrets set successfully

Trying to delete any existing km onboard.wkeydb file.

Successfully recovered keymanager secrets.

R b b b b b b b b b b b b b b b b b b (b b b b b b (b b b b b b b Sb b Sb b b b b b b b b b db b Sb b b Ib Sb b Sb Sb Sb b db b I (Sb Sb (ab i S
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* Select option " (1) Normal Boot." to complete recovery process.
*

* Run the "security key-manager onboard sync" command to

synchronize the key database after the node reboots.

R R i e S b b S b b b b dh I b dh b Sb b 2 dh b d S b SR b b SR I db b e dh b S b 2b db b b b b b b dh b db b db b Sh i db b 4

R b b b b b b b b b b b b b b b b

@ No continue si el resultado mostrado es diferente de Successfully recovered
keymanager secrets . Realice la resolucion de problemas para corregir el error.

6. Seleccionar opcion 1 Desde el menu de arranque, contintie arrancando en ONTAP.



10.

Mostrar simbolo del sistema de ejemplo

LR R i e S i b db b b b b b b b dh b Sb b 2 dh b S i SR Sb b S b b db b e A b db b 2 b b b b b dh b b dh b db b 2 dh b b Sb i db S 4
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* Select option " (1) Normal Boot." to complete the recovery

process.
*
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Normal Boot.

Boot without /etc/rc.

Change password.

Clean configuration and initialize all disks.
Maintenance mode boot.

Install new software first.
Reboot node.
Configure Advanced Drive Partitioning.

(1)

(2)

(3)

(4)

(5)

(6) Update flash from backup config.

(7)

(8)

(9)

(10) Set Onboard Key Manager recovery secrets.
(1

1) Configure node for external key management.
Selection (1-11)2 1

Confirma que la consola del controlador muestra el siguiente mensaje:

Waiting for giveback..(Press Ctrl-C to abort wait)

En el controlador asociado:

Devuelva el controlador defectuoso:

storage failover giveback -fromnode local -only-cfo-aggregates true
Sobre el controlador averiado:

Tras arrancar Unicamente con el agregado CFO, sincronice el gestor de claves:
security key-manager onboard sync

Introduzca la contrasefia de todo el cluster para el Administrador de claves integrado cuando se le
solicite.
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Mostrar simbolo del sistema de ejemplo

Enter the cluster-wide passphrase for the Onboard Key Manager:

All offline encrypted volumes will be brought online and the
corresponding volume encryption keys (VEKs) will be restored
automatically within 10 minutes. If any offline encrypted
volumes are not brought online automatically, they can be
brought online manually using the "volume online -vserver

<vserver> -volume <volume name>" command.

Si la sincronizacion se realiza correctamente, se devuelve el indicador del cluster sin
(D mensajes adicionales. Si falla la sincronizacion, aparecera un mensaje de error antes
de volver al indicador del cluster. No continde hasta que se corrija el error y la

sincronizacion se ejecute correctamente.

11. Verifique que todas las claves estén sincronizadas:

12.

13.

security key-manager key query -restored false

El comando no deberia devolver ningun resultado. Si aparece algun resultado, repita el comando de
sincronizacion hasta que no se devuelvan mas resultados.

En el controlador asociado:

Devuelva el controlador defectuoso:

storage failover giveback -fromnode local
Restaure la devolucion automatica del control si la desactivo:

storage failover modify -node local -auto-giveback true

14. Si AutoSupport esta habilitado, restaure la creacion automatica de casos:

system node autosupport invoke -node * -type all -message MAINT=END

Gestor de claves externo (EKM)

Restaure la configuracion del Administrador de claves externo desde el menu de inicio de ONTAP.

Antes de empezar

Reuna los siguientes archivos de otro nodo del clister o de su copia de seguridad:

« “/cfcard/kmip/servers.cfg archivo o la direccién y el puerto del servidor KMIP

« “/cfcard/kmip/certs/client.crt archivo (certificado de cliente)

« “/cfcard/kmip/certs/client.key archivo (clave de cliente)

« “/cfcard/kmip/certs/CA.pem archivo (certificados CA del servidor KMIP)



Pasos
Sobre el controlador averiado:

1. Conecte el cable de la consola al controlador averiado.

2. Seleccionar opcion 11 desde el menu de arranque de ONTAP .

Mostrar ejemplo de menu de inicio

Normal Boot.

Boot without /etc/rc.

Change password.

Clean configuration and initialize all disks.
Maintenance mode boot.

Install new software first.
Reboot node.
Configure Advanced Drive Partitioning.

(1)

(2)

(3)

(4)

(5)

(6) Update flash from backup config.

(7)

(8)

(9)

(10) Set Onboard Key Manager recovery secrets.
(1

1) Configure node for external key management.
Selection (1-11)7? 11

3. Confirma que has recopilado la informacion requerida cuando se te solicite:

Mostrar simbolo del sistema de ejemplo

Do you have a copy of the /cfcard/kmip/certs/client.crt file?
{y/n}
Do you have a copy of the /cfcard/kmip/certs/client.key file?

{y/n}
Do you have a copy of the /cfcard/kmip/certs/CA.pem file? {y/n}
Do you have a copy of the /cfcard/kmip/servers.cfg file? {y/n}

4. Introduzca la informacion del cliente y del servidor cuando se le solicite:

a. Introduzca el contenido del archivo de certificado de cliente (client.crt), incluidas las lineas BEGIN
y END.

b. Introduzca el contenido del archivo de clave de cliente (client.key), incluidas las lineas BEGIN y
END.

c. Ingrese el contenido del archivo CA(s) del servidor KMIP (CA.pem), incluidas las lineas BEGIN y
END.

d. Introduzca la direccion IP del servidor KMIP.

e. Ingrese el puerto del servidor KMIP (presione Enter para usar el puerto predeterminado 5696).
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Muestra el ejemplo

Enter the client certificate (client.crt) file contents:

Enter the client key (client.key) file contents:

Enter the KMIP server CA(s) (CA.pem) file contents:

Enter the IP address for the KMIP server: 10.10.10.10
Enter the port for the KMIP server [5696]:

System is ready to utilize external key manager(s).
Trying to recover keys from key servers....
kmip init: configuring ports

Running command '/sbin/ifconfig e0OM'

kmip init: cmd: ReleaseExtraBSDPort eOM

El proceso de recuperacion finaliza y muestra el siguiente mensaje:
Successfully recovered keymanager secrets.

Muestra el ejemplo

System is ready to utilize external key manager(s).
Trying to recover keys from key servers....
Performing initialization of OpenSSL

Successfully recovered keymanager secrets.

5. Seleccionar opcion 1 Desde el menu de arranque, contintie arrancando en ONTAP.



Mostrar simbolo del sistema de ejemplo

LR R i e S i b db b b b b b b b dh b Sb b 2 dh b S i SR Sb b S b b db b e A b db b 2 b b b b b dh b b dh b db b 2 dh b b Sb i db S 4
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* Select option " (1) Normal Boot." to complete the recovery

process.
*
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(1) Normal Boot.

(2) Boot without /etc/rc.

(3) Change password.

(4) Clean configuration and initialize all disks.
(5) Maintenance mode boot.

(6) Update flash from backup config.

(7) Install new software first.

(8) Reboot node.

(9) Configure Advanced Drive Partitioning.

(10) Set Onboard Key Manager recovery secrets.
(11) Configure node for external key management.

Selection (1-11)2 1

6. Restaure la devolucion automatica del control si la desactivo:
storage failover modify -node local -auto-giveback true
7. Si AutoSupport esta habilitado, restaure la creacion automatica de casos:

system node autosupport invoke -node * -type all -message MAINT=END

Devolver el medio de arranque fallido a NetApp - FAS8300 y FAS8700

Devuelva la pieza que ha fallado a NetApp, como se describe en las instrucciones de
RMA que se suministran con el kit. Consulte "Devolucion de piezas y sustituciones” la
pagina para obtener mas informacion.

Sustituya el médulo de almacenamiento en caché: FAS8300 y FAS8700

Debe sustituir el moédulo de almacenamiento en caché en el médulo de la controladora
cuando el sistema registre un unico mensaje de AutoSupport (ASUP) que el médulo se
haya desconectado; de lo contrario, el rendimiento se degradara.
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El mdédulo del controlador ver2 sélo tiene un socket de moédulo de almacenamiento en caché en
el FAS8300. FAS8700 no tiene un modulo de controlador ver2. La funcionalidad del médulo de
almacenamiento en caché no se ve afectada por la eliminacion del socket.

* Debe sustituir el componente con errores por un componente FRU de repuesto que haya recibido de su
proveedor.

Paso 1: Apague el controlador dainado

Puede apagar o hacerse cargo de la controladora dafiada siguiendo diferentes procedimientos, en funcion de
la configuracion del hardware del sistema de almacenamiento.
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Opcion 1: Mayoria de las configuraciones

Para apagar el controlador dafiado, debe determinar el estado del controlador y, si es necesario, tomar el
control para que el controlador sano siga sirviendo datos del almacenamiento del controlador dafiado.

Acerca de estas tareas

Si tiene un cluster con mas de dos nodos, debe estar en quoérum. Si el cluster no tiene quérum o si una
controladora en buen estado muestra FALSE para tener derecho a recibir y ser el estado, es necesario
corregir el problema antes de apagar la controladora con deterioro.

"Sincronice un nodo con el cluster"
Tal vez desee borrar el contenido del médulo de almacenamiento en caché antes de reemplazarlo.

Pasos

1. Aunque los datos del médulo de almacenamiento en caché estan cifrados, es posible que desee
borrar los datos del médulo de almacenamiento en caché dafado y verificar que el médulo de
almacenamiento en caché no tiene datos:

a. Borre los datos del médulo de almacenamiento en caché: system controller flash-cache
secure-erase run -node node name localhost -device-id device number

@ Ejecute system controller flash-cache show el comando sino conoce el
identificador de dispositivo de Flash Cache.

b. Compruebe que los datos se han borrado del médulo de almacenamiento en caché: system
controller flash-cache secure-erase show

2. Si AutoSupport esta habilitado, elimine la creacién automatica de casos invocando un mensaje de
AutoSupport: system node autosupport invoke -node * -type all -message
MAINT= number of hours down h

El siguiente mensaje de AutoSupport suprime la creacién automatica de casos durante dos horas:
clusterl:*> system node autosupport invoke -node * -type all -message
MAINT=2h

3. Deshabilite la devolucion automatica de la consola de la controladora en buen estado: storage
failover modify -node local -auto-giveback false

4. Lleve la controladora danada al aviso DEL CARGADOR:

Si el controlador dafiado esta Realice lo siguiente...

mostrando...
El aviso del CARGADOR Vaya al paso siguiente.
Esperando devolucion... Pulse Ctrl-C y, a continuacion, responda y.

Solicitud del sistema o solicitud Retome o detenga el controlador dafiado: storage failover

de contrasefa (introduzca la takeover -ofnode impaired node name Cuando el

contrasefia del sistema) controlador dafiado muestre esperando devolucion..., pulse Ctrl-C
y, a continuacion, responda vy.
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Opcion 2: La controladora esta en un MetroCluster de dos nodos

Para apagar el controlador dafiado, debe determinar el estado del controlador y, si es necesario, cambiar
el controlador para que el controlador correcto siga sirviendo datos del almacenamiento del controlador
dafado.

Acerca de esta tarea

* Debe dejar las fuentes de alimentacion encendidas al final de este procedimiento para proporcionar
alimentacién a la controladora en buen estado.

Pasos

1. Compruebe el estado de MetroCluster para determinar si el controlador dafiado ha cambiado
automaticamente al controlador en buen estado: metrocluster show

2. En funcion de si se ha producido una conmutacién automatica, proceda segun la siguiente tabla:

Si el controlador esta Realice lo siguiente...

dahado...

Se ha cambiado Continue con el proximo paso.

automaticamente

No se ha cambiado Realice una operaciéon de conmutacion de sitios planificada desde
automaticamente el controlador en buen estado: metrocluster switchover

No se ha cambiado Revise los mensajes de veto y, si es posible, resuelva el problema

automaticamente, ha intentado e inténtelo de nuevo. Si no puede resolver el problema, pongase
efectuar una conmutacion con el en contacto con el soporte técnico.

metrocluster switchover

y se veto la conmutacién

3. Resincronice los agregados de datos ejecutando el metrocluster heal -phase aggregates
comando del cluster superviviente.

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

Si la curacioén es vetada, usted tiene la opcion de reemitir el metrocluster heal con el
-override-vetoes parametro. Si utiliza este parametro opcional, el sistema anula cualquier vetoo
suave que impida la operacion de reparacion.

4. Compruebe que se ha completado la operacion con el comando MetroCluster operation show.

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56

Errors: -



5. Compruebe el estado de los agregados mediante storage aggregate show comando.

controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB 0% online 0 mccl-a2
raid dp, mirrored, normal...

6. Repare los agregados raiz mediante el metrocluster heal -phase root-aggregates

comando.

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

Si la curacion es vetada, usted tiene la opcion de reemitir el metrocluster heal comando con el
parametro -override-vetoes. Si utiliza este parametro opcional, el sistema anula cualquier vetoo

suave que impida la operacion de reparacion.

7. Compruebe que la operacion reparar se ha completado mediante el metrocluster operation

show comando en el cluster de destino:

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42

Errors: -

8. En el moédulo del controlador dafiado, desconecte las fuentes de alimentacion.

Paso 2: Extraiga el médulo del controlador

Para acceder a los componentes internos del médulo de controlador, debe extraer el médulo de controlador

del chasis.

Puede utilizar la animacion, la ilustracion o los pasos escritos siguientes para quitar el médulo del controlador

del chasis.

Animacién: Extraiga el médulo del controlador
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Pasos

1.
2.

Si usted no esta ya conectado a tierra, correctamente tierra usted mismo.

Suelte los retenes del cable de alimentacion y, a continuacién, desenchufe los cables de las fuentes de
alimentacion.

Afloje el gancho y la correa de bucle que sujetan los cables al dispositivo de administraciéon de cables y, a
continuacion, desconecte los cables del sistema y los SFP (si fuera necesario) del médulo del controlador,
manteniendo un seguimiento del lugar en el que estaban conectados los cables.

Deje los cables en el dispositivo de administracién de cables de manera que cuando vuelva a instalar el
dispositivo de administracion de cables, los cables estén organizados.

Retire el dispositivo de administracion de cables del médulo del controlador y coléquelo aparte.

5. Presione los dos pestillos de bloqueo hacia abajo y, a continuacion, gire ambos pestillos hacia abajo al

mismo tiempo.
El médulo de la controladora se mueve ligeramente fuera del chasis.
Deslice el médulo de la controladora para sacarlo del chasis.

Asegurese de que admite la parte inferior del médulo de la controladora cuando la deslice para sacarlo del
chasis.

Coloque el modulo del controlador sobre una superficie plana y estable.

Paso 3: Sustituya un modulo de almacenamiento en caché

Para sustituir un modulo de almacenamiento en caché, denominado Flash Cache en la etiqueta de la
controladora, localice la ranura dentro de la controladora y siga la secuencia especifica de pasos. Consulte el
mapa de FRU en el mdédulo de la controladora para conocer la ubicacion de Flash Cache.
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@ La ranura 6 solo esta disponible en la controladora FAS8300 ver2.

Su sistema de almacenamiento debe cumplir ciertos criterios segun su situacion:
* Debe tener el sistema operativo adecuado para el modulo de almacenamiento en caché que esta
instalando.
* Debe admitir la capacidad de almacenamiento en caché.

* Aunque el contenido del médulo de almacenamiento en caché esta cifrado, se recomienda borrar el
contenido del médulo antes de reemplazarlo. Para obtener mas informacion, consulte "Declaracion de
volatilidad" De su sistema en el sitio de soporte de NetApp.

@ Debe iniciar sesion en el sitio de soporte de NetApp para mostrar el Statement of volatile de
su sistema.

» Todos los demas componentes del sistema de almacenamiento deben funcionar correctamente; de lo
contrario, debe comunicarse con el soporte técnico.

Puede utilizar la animacion, ilustracion o los pasos escritos siguientes para reemplazar un modulo de
almacenamiento en caché.

Animacion - reemplace el médulo de caché

Pasos
1. Si usted no esta ya conectado a tierra, correctamente tierra usted mismo.

2. Abra el conducto de aire:

a. Presione las lenguetas de bloqueo de los lados del conducto de aire hacia el centro del médulo del
controlador.

b. Deslice el conducto de aire hacia la parte posterior del médulo del controlador y girelo hacia arriba
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hasta su posicion completamente abierta.
3. Utilice el mapa FRU del médulo de la controladora para localizar el médulo de almacenamiento en caché
con fallos y quitarlo:

Segun la configuracion existente, es posible que haya cero, uno o dos moédulos de almacenamiento en
caché en el médulo de la controladora. Utilice el mapa de FRU dentro del mdédulo de la controladora para
ayudarle a localizar el médulo de almacenamiento en caché.

a. Pulse la pestafa azul de liberacion.
El extremo del médulo de almacenamiento en caché se queda alejado de la pestafia de lanzamiento.

b. Gire el médulo de almacenamiento en caché hacia arriba y deslicelo fuera del zécalo.
4. Instale el médulo de almacenamiento en caché de repuesto:

a. Alinee los bordes del modulo de almacenamiento en caché de repuesto con el zécalo e insértelo
suavemente en el zocalo.

b. Gire el médulo de almacenamiento en caché hacia abajo hacia la placa base.

c. Coloque el dedo en el extremo del médulo de almacenamiento en caché con el botén azul, presione
firmemente el extremo del médulo de almacenamiento en caché y, a continuacion, levante el boton de
blogueo para bloquear el médulo de almacenamiento en caché en su lugar.

5. Cierre el conducto de aire:
a. Gire el conducto de aire hacia abajo hasta el médulo del controlador.

b. Deslice el conducto de aire hacia los elevadores para bloquearlo en su sitio.

Paso 4: Instale el médulo del controlador

Después de reemplazar el componente en el médulo del controlador, debe volver a instalar el médulo del
controlador en el chasis.

Puede utilizar la animacion, ilustracion o los pasos escritos siguientes para instalar el médulo del controlador
en el chasis.

Animacion: Instale el médulo del controlador
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Pasos
1. Si aun no lo ha hecho, cierre el conducto de aire.

2. Alinee el extremo del médulo del controlador con la abertura del chasis y, a continuacion, empuje
suavemente el modulo del controlador hasta la mitad del sistema.

@ No inserte completamente el mddulo de la controladora en el chasis hasta que se le indique
hacerlo.

3. Cablee los puertos de gestion y consola de manera que pueda acceder al sistema para realizar las tareas
en las secciones siguientes.

@ Conectara el resto de los cables al moédulo del controlador mas adelante en este
procedimiento.

4. Complete la instalacion del médulo del controlador:

a. Con los pestillos de bloqueo, empuje firmemente el médulo del controlador en el chasis hasta que los
pestillos de bloqueo empiecen a elevarse.

@ No ejerza una fuerza excesiva al deslizar el modulo del controlador hacia el chasis para
evitar dafiar los conectores.

b. Coloque completamente el médulo del controlador en el chasis girando los pestillos de bloqueo hacia
arriba, inclinandolos de manera que borren los pasadores de bloqueo, empuje suavemente el
controlador hasta que encaje y, a continuacion, baje los pestillos de bloqueo a la posicion de bloqueo.

c. Conecte los cables de alimentacion a las fuentes de alimentacion, vuelva a instalar el collar de bloqueo
del cable de alimentacion y, a continuacion, conecte las fuentes de alimentacion a la fuente de
alimentacion.

El mdédulo del controlador comienza a arrancar tan pronto como se restaura la alimentacion. Esté
preparado para interrumpir el proceso de arranque.

d. Si aun no lo ha hecho, vuelva a instalar el dispositivo de administracion de cables.
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e. Interrumpa el proceso de arranque normal y arranque en EL CARGADOR pulsando Ctr1-C.

(D Si el sistema se detiene en el menu de inicio, seleccione la opcidn para arrancar EN EL
CARGADOR.

f. En el aviso del CARGADOR, introduzca bye Para reiniciar las tarjetas PCle y otros componentes.

Paso 5: Restaure el médulo de la controladora a su funcionamiento

Debe volver a conectar el sistema, devolver el médulo de controladora y, a continuacion, volver a habilitar el
retorno del control automatico.

Pasos
1. Recuperar el sistema, segin sea necesario.

Si ha quitado los convertidores de medios (QSFP o SFP), recuerde volver a instalarlos si esta utilizando
cables de fibra optica.

2. Devuelva el funcionamiento normal de la controladora y devuelva su almacenamiento: storage
failover giveback -ofnode impaired node name

3. Sila devolucion automatica esta desactivada, vuelva a habilitarla: storage failover modify -node
local -auto-giveback true

Paso 7: Vuelva a cambiar los agregados en una configuracion MetroCluster de dos nodos
Esta tarea solo se aplica a configuraciones MetroCluster de dos nodos.

Pasos

1. Compruebe que todos los nodos estén en el enabled provincia: metrocluster node show

cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

2. Compruebe que la resincronizacion se haya completado en todas las SVM: metrocluster vserver
show

3. Compruebe que las migraciones LIF automaticas que realizan las operaciones de reparacion se han
completado correctamente: metrocluster check 1if show
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4. Lleve a cabo la conmutacion de estado mediante el metrocluster switchback comando desde
cualquier nodo del cluster superviviente.

5. Compruebe que la operacion de conmutacion de estado ha finalizado: metrocluster show

La operacion de conmutacién de estado ya esta en ejecucion cuando un cluster estd en el waiting-
for-switchback provincia:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

La operacion de conmutacion de estado se completa cuando los clusteres estan en el normal estado:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

Si una conmutacion de regreso tarda mucho tiempo en terminar, puede comprobar el estado de las lineas
base en curso utilizando el metrocluster config-replication resync-status show comando.

6. Restablecer cualquier configuracién de SnapMirror o SnapVault.

Paso 8: Complete el proceso de reemplazo

Devuelva la pieza que ha fallado a NetApp, como se describe en las instrucciones de RMA que se suministran
con el kit. Consulte "Devolucion de piezas y sustituciones" la pagina para obtener mas informacion.

Chasis

Informacién general sobre la sustitucion de chasis: FAS8300 y FAS8700

Todos los demas componentes del sistema deben funcionar correctamente; si no es asi,
debe ponerse en contacto con el soporte técnico.

* Puede utilizar este procedimiento con todas las versiones de ONTAP admitidas por el sistema.

» Este procedimiento es disruptivo. En el caso de un cluster de dos controladoras, tendra una interrupcion
del servicio completa y una interrupcién parcial en un cluster de varios nodos.

Apague las controladoras - FAS8300 y FAS8700

Opcion 1: Mayoria de las configuraciones

Este procedimiento es para sistemas con configuraciones de dos nodos. Para obtener mas informacién sobre
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el cierre correcto al realizar el mantenimiento de un cluster, consulte "Apagar y encender sin problemas la

Guia de resolucion del sistema de almacenamiento: Base de conocimientos de NetApp".

Antes de empezar

* Asegurese de que dispone de los permisos y credenciales necesarios:

o Credenciales de administrador local para ONTAP.

> Accesibilidad de BMC para cada controladora.

* Asegurese de que dispone de las herramientas y el equipo necesarios para la sustitucion.

» Como practica recomendada antes del cierre, debe:

o Realizar adicionales "comprobaciones de estado del sistema".
o Actualice ONTAP a una versién recomendada para el sistema.

o Resuelva cualquier "Alertas de estado y riesgos de Active 1Q". Tome nota de cualquier fallo presente
en el sistema, como los LED de los componentes del sistema.

Pasos

1.

Inicie sesion en el cluster a través de SSH o inicie sesidon desde cualquier nodo del cluster mediante un
cable de consola local y un equipo portatil/consola.

Detenga el acceso de todos los clientes/host a los datos del sistema de NetApp.

3. Suspender trabajos de backup externo.
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Si AutoSupport esta habilitado, suprima la creacién de casos e indique cuanto tiempo espera que el
sistema esté sin conexion:

system node autosupport invoke -node * -type all -message "MAINT=2h Replace
chassis"

Identifique la direccion SP/BMC de todos los nodos del cluster:

system service-processor show -node * -fields address
Salga del shell de cluster:

exit

Inicie sesion en SP/BMC over SSH con la direccion IP de cualquiera de los nodos que aparecen en el
resultado del paso anterior para supervisar el progreso.

Si esta utilizando una consola/portatil, inicie sesion en la controladora con las mismas credenciales de
administrador del cluster.

Detenga los dos nodos ubicados en el chasis dafado:

system node halt -node <nodel>,<node2> -skip-lif-migration-before-shutdown
true -ignore-quorum-warnings true -inhibit-takeover true

Para los clusteres que utilizan SnapMirror sincrono en modo StrictSync: system node

(:) halt -node <nodel>,<node2> -skip-lif-migration-before-shutdown true
-ignore-quorum-warnings true -inhibit-takeover true -ignore-strict
-sync-warnings true


https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/What_is_the_procedure_for_graceful_shutdown_and_power_up_of_a_storage_system_during_scheduled_power_outage
https://kb.netapp.com/onprem/ontap/os/How_to_perform_a_cluster_health_check_with_a_script_in_ONTAP
https://activeiq.netapp.com/

9. Ingrese y para cada controlador en el cluster cuando vea:
Warning: Are you sure you want to halt node <node name>? {y|n}:

10. Espere a que cada controladora se detenga y muestre el aviso del CARGADOR.

Opcioén 2: La controladora esta en una configuracion MetroCluster de dos nodos

Para apagar el controlador dafiado, debe determinar el estado del controlador y, si es necesario, cambiar el
controlador para que el controlador correcto siga sirviendo datos del almacenamiento del controlador dafado.

Acerca de esta tarea

* Debe dejar las fuentes de alimentacion encendidas al final de este procedimiento para proporcionar
alimentacién a la controladora en buen estado.

Pasos

1. Compruebe el estado de MetroCluster para determinar si el controlador dafiado ha cambiado
automaticamente al controlador en buen estado: metrocluster show

2. En funcion de si se ha producido una conmutacién automatica, proceda segun la siguiente tabla:

Si el controlador esta danado... Realice lo siguiente...

Se ha cambiado automaticamente Continte con el préoximo paso.

No se ha cambiado Realice una operacién de conmutacion de sitios planificada desde el
automaticamente controlador en buen estado: metrocluster switchover

No se ha cambiado Revise los mensajes de veto y, si es posible, resuelva el problema e
automaticamente, ha intentado inténtelo de nuevo. Si no puede resolver el problema, péngase en

efectuar una conmutacion con el  contacto con el soporte técnico.
metrocluster switchovery
se veto la conmutacion

3. Resincronice los agregados de datos ejecutando el metrocluster heal -phase aggregates
comando del cluster superviviente.

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

Si la curacion es vetada, usted tiene la opcion de reemitir el metrocluster heal con el -override
-vetoes parametro. Si utiliza este parametro opcional, el sistema anula cualquier vetoo suave que impida
la operacion de reparacion.

4. Compruebe que se ha completado la operacién con el comando MetroCluster operation show.
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controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56

Errors: -

5. Compruebe el estado de los agregados mediante storage aggregate show comando.

controller A 1::> storage aggregate show

Aggregate Size Available Used% State #Vols Nodes RAID
Status
aggr_ b2 227.1GB 227.1GB % online 0 mccl-az2

raid dp, mirrored, normal...

6. Repare los agregados raiz mediante el metrocluster heal -phase root-aggregates comando.

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

Si la curacioén es vetada, usted tiene la opcion de reemitir el metrocluster heal comando con el
parametro -override-vetoes. Si utiliza este parametro opcional, el sistema anula cualquier vetoo suave que
impida la operacion de reparacion.

7. Compruebe que la operacion reparar se ha completado mediante el metrocluster operation show
comando en el cluster de destino:

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42

Errors: -

8. En el moédulo del controlador dafiado, desconecte las fuentes de alimentacion.

Mueva y sustituya hardware - FAS8300 y FAS8700

Mueva los ventiladores, las unidades de disco duro y el médulo o los médulos del
controlador del chasis danado al nuevo chasis, y cambie el chasis dafiado del bastidor
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del equipo o del armario del sistema con el nuevo chasis del mismo modelo que el chasis
dafado.

Paso 1: Extraiga los moédulos de la controladora

Para sustituir el chasis, debe quitar los modulos de la controladora del chasis antiguo.

Pasos

1.
2.

Si usted no esta ya conectado a tierra, correctamente tierra usted mismo.

Suelte los retenes del cable de alimentacion y, a continuacion, desenchufe los cables de las fuentes de
alimentacion.

Afloje el gancho y la correa de bucle que sujetan los cables al dispositivo de administracién de cables y, a
continuacion, desconecte los cables del sistema y los SFP (si fuera necesario) del médulo del controlador,
manteniendo un seguimiento del lugar en el que estaban conectados los cables.

Deje los cables en el dispositivo de administracion de cables de manera que cuando vuelva a instalar el
dispositivo de administracion de cables, los cables estén organizados.

Retire y retire los dispositivos de administracion de cables de los lados izquierdo y derecho del médulo del
controlador.

Presione los dos pestillos de bloqueo hacia abajo y, a continuacién, gire ambos pestillos hacia abajo al
mismo tiempo.

El médulo de la controladora se mueve ligeramente fuera del chasis.
Deslice el médulo de la controladora para sacarlo del chasis.

Asegurese de que admite la parte inferior del modulo de la controladora cuando la deslice para sacarlo del
chasis.

Coloque el moédulo de la controladora en un lugar seguro y repita estos pasos con el otro médulo de la
controladora del chasis.

Paso 2: Mueva los ventiladores

Para mover los médulos de ventilador al chasis de reemplazo al reemplazar el chasis, debe realizar una
secuencia especifica de tareas.

Pasos

1.
2.

3.

4.

Si usted no esta ya conectado a tierra, correctamente tierra usted mismo.

Retire el bisel (si es necesario) con dos manos, sujetando las aberturas de cada lado del bisel y tirando de
él hacia usted hasta que el bisel se suelte de los esparragos de bolas del bastidor del chasis.

Presione hacia abajo el pestillo de liberacion en la palanca de leva del médulo del ventilador y luego gire el
asa de leva hacia abajo.

El médulo del ventilador se mueve un poco lejos del chasis.

Tire del médulo del ventilador hacia fuera del chasis, asegurandose de que lo apoya con la mano libre
para que no se balancee del chasis.

@ Los modulos del ventilador son cortos. Apoye siempre la parte inferior del modulo de
ventilador con la mano libre para que no se caiga repentinamente del chasis y le haga dafo.
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5. Apartar el médulo de ventilador.
6. Repita los pasos anteriores con los modulos de ventilador restantes.

7. Inserte el mddulo de ventilador en el chasis de repuesto alineandolo con la abertura y, a continuacion,
deslizandolo en el chasis.

8. Empuje firmemente el asa de leva del médulo del ventilador de modo que quede asentado completamente
en el chasis.
El asa de leva se eleva ligeramente cuando el médulo del ventilador estéd completamente asentado.

9. Gire el asa de leva hasta su posicidn cerrada, asegurandose de que el pestillo de liberacion de la palanca
de leva haga clic en la posicion bloqueada.

10. Repita estos pasos para los médulos de ventilador restantes.

Paso 3: Sustituya un chasis desde el bastidor del equipo o el armario del sistema

Debe quitar el chasis existente del rack del equipo o armario del sistema antes de poder instalar el chasis de
reemplazo.

Pasos

1. Quite los tornillos de los puntos de montaje del chasis.

2. Con dos personas, deslice el chasis antiguo fuera de los rieles del rack en un armario del sistema o rack
del equipo y, a continuacién, coloquelo aparte.

3. Si usted no esta ya conectado a tierra, correctamente tierra usted mismo.

4. Con dos personas, instale el chasis de reemplazo en el rack o armario del sistema de equipamiento
guiando el chasis hacia los rieles para rack en un armario del sistema o rack del equipo.

5. Deslice el chasis completamente en el bastidor del equipo o en el armario del sistema.

6. Fije la parte frontal del chasis al rack del equipo o al armario del sistema con los tornillos que quité del
chasis antiguo.

7. Sitodavia no lo ha hecho, instale el panel frontal.

Paso 4: Instale los modulos del controlador

Después de instalar los médulos del controlador en el nuevo chasis, debe arrancarlo.

Para los pares de alta disponibilidad con dos mdédulos de controladora en el mismo chasis, la secuencia en la
que se instala el médulo de controladora es especialmente importante porque intenta reiniciarse tan pronto
como lo coloca por completo en el chasis.

Pasos

1. Alinee el extremo del médulo del controlador con la abertura del chasis y, a continuacion, empuje
suavemente el médulo del controlador hasta la mitad del sistema.

@ No inserte completamente el modulo de la controladora en el chasis hasta que se le indique
hacerlo.

2. Vuelva a conectar la consola al modulo del controlador y, a continuacion, vuelva a conectar el puerto de
administracion.

3. Complete la instalacion del médulo del controlador:
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a. Con los pestillos de bloqueo, empuje firmemente el médulo del controlador en el chasis hasta que los
pestillos de bloqueo empiecen a elevarse.

@ No ejerza una fuerza excesiva al deslizar el modulo del controlador hacia el chasis para
evitar dafar los conectores.

b. Coloque completamente el médulo del controlador en el chasis girando los pestillos de bloqueo hacia
arriba, inclinandolos de manera que borren los pasadores de bloqueo, empuje suavemente el
controlador hasta que encaje y, a continuacion, baje los pestillos de bloqueo a la posicion de bloqueo.

c. Conecte los cables de alimentacion a las fuentes de alimentacion, vuelva a instalar el collar de bloqueo
del cable de alimentacién y, a continuacion, conecte las fuentes de alimentacion a la fuente de
alimentacion.

El médulo del controlador comienza a arrancar tan pronto como se restaura la alimentacion. Esté
preparado para interrumpir el proceso de arranque.

d. Si adn no lo ha hecho, vuelva a instalar el dispositivo de administracion de cables.

€. Interrumpa el proceso de arranque normal y arranque en EL CARGADOR pulsando Ctr1-C.

@ Si el sistema se detiene en el menu de inicio, seleccione la opcion para arrancar EN EL
CARGADOR.

f. En el aviso del CARGADOR, introduzca bye Para reiniciar las tarjetas PCle y otros componentes.

g. Interrumpa el proceso de arranque y arranque en el simbolo del sistema del CARGADOR pulsando
Ctrl-C.

Si el sistema se detiene en el menu de inicio, seleccione la opcion para arrancar EN EL CARGADOR.

4. Repita los pasos anteriores para instalar la segunda controladora en el chasis nuevo.

Completar el proceso de restauracion y sustitucion - FAS8300 y FAS8700

Debe comprobar el estado HA del chasis y devolver la pieza fallida a NetApp tal y como
se describe en las instrucciones de la RMA que se suministran con el kit.

Paso 1: Verificar y establecer el estado de alta disponibilidad del chasis

Debe verificar el estado de alta disponibilidad del chasis y, si es necesario, actualizar el estado para que
coincida con la configuracion del sistema.

Pasos

1. En el modo de mantenimiento, desde cualquier médulo de controlador, muestre el estado de alta
disponibilidad del médulo de controlador local y el chasis: ha-config show

El estado de alta disponibilidad debe ser el mismo para todos los componentes.

2. Si el estado del sistema mostrado para el chasis no coincide con la configuracion del sistema:

a. Establezca el estado de alta disponibilidad para el chasis: ha-config modify chassis HA-state

El valor de la condicion de alta disponibilidad puede ser uno de los siguientes:
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3.

* ha
" mcc
" mcc-2n
" mccip
* non-ha
b. Confirme que el ajuste ha cambiado: ha-config show

Si aun no lo ha hecho, puede volver a obtener el resto de su sistema.

Paso 2: Vuelva a conmutar los agregados en una configuracion de MetroCluster de dos nodos

Esta tarea solo se aplica a configuraciones MetroCluster de dos nodos.

Pasos

1.
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Compruebe que todos los nodos estén en el enabled provincia: metrocluster node show

cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

Compruebe que la resincronizacion se haya completado en todas las SVM: metrocluster vserver
show

Compruebe que las migraciones LIF automaticas que realizan las operaciones de reparacion se han
completado correctamente: metrocluster check 1if show

Lleve a cabo la conmutacion de estado mediante el metrocluster switchback comando desde
cualquier nodo del cluster superviviente.

Compruebe que la operacion de conmutacién de estado ha finalizado: metrocluster show

La operacion de conmutacion de estado ya esta en ejecucion cuando un clister estd en el waiting-
for-switchback provincia:



cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

La operacion de conmutacion de estado se completa cuando los clusteres estan en el normal estado:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

Si una conmutacion de regreso tarda mucho tiempo en terminar, puede comprobar el estado de las lineas
base en curso utilizando el metrocluster config-replication resync-status show comando.

6. Restablecer cualquier configuracion de SnapMirror o SnapVault.

Paso 3: Complete el proceso de reemplazo

Devuelva la pieza que ha fallado a NetApp, como se describe en las instrucciones de RMA que se suministran
con el kit. Consulte "Devolucion de piezas y sustituciones" la pagina para obtener mas informacion.

Controladora

Informacién general sobre la sustitucion de médulos de controladora - FAS8300 y FAS8700

Debe revisar los requisitos previos del procedimiento de reemplazo y seleccionar el
correcto para su version del sistema operativo ONTAP.

» Todas las bandejas de unidades deben funcionar correctamente.
+ Si su sistema esta en una configuracion MetroCluster, debe revisar la seccion "Eleccion del procedimiento
de recuperacion correcto” para determinar si debe utilizar este procedimiento.

Si este es el procedimiento que debe utilizar, tenga en cuenta que el procedimiento de sustitucién de una
controladora en una configuracion de MetroCluster de cuatro u ocho nodos es el mismo que el de una
pareja de alta disponibilidad. No es necesario realizar pasos especificos de MetroCluster porque el fallo
esta limitado a un par de alta disponibilidad y pueden utilizarse comandos de recuperacion tras fallos del
almacenamiento para proporcionar un funcionamiento no disruptivo durante el reemplazo.

» Debe sustituir el componente con errores por un componente FRU de repuesto que haya recibido de su
proveedor.

* Debe sustituir un médulo de controlador por un modulo de controlador del mismo tipo de modelo. No
puede actualizar su sistema simplemente reemplazando el médulo del controlador.

* No es posible cambiar ninguna unidad o bandeja de unidades como parte de este procedimiento.

* En este procedimiento, el dispositivo de arranque pasa del controlador dafiado al controlador regrel de
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modo que el controlador regrel se arranque en la misma version de ONTAP que el médulo de controlador
antiguo.

» Es importante que aplique los comandos de estos pasos en los sistemas correctos:
o El controlador drinated es el controlador que se va a sustituir.

o El node de reemplazo es la nueva controladora que esta reemplazando a la controladora dafiada.
o El controlador heated es el controlador que sobrevive.

» Siempre debe capturar el resultado de la consola de la controladora en un archivo de texto.

Esto proporciona un registro del procedimiento para poder solucionar los problemas que puedan surgir
durante el proceso de reemplazo.

Apague la controladora con deterioro: FAS8300 y FAS8700

Puede apagar o hacerse cargo de la controladora dafiada siguiendo diferentes

procedimientos, en funcion de la configuracion del hardware del sistema de
almacenamiento.



Opcion 1: La mayoria de los sistemas
Para apagar el controlador dafiado, debe determinar el estado del controlador y, si es necesario, tomar el

control para que el controlador sano siga sirviendo datos del almacenamiento del controlador dafado.
Acerca de esta tarea

* Si dispone de un sistema SAN, debe haber comprobado los mensajes de evento cluster kernel-
service show) para el blade SCSI de la controladora dafiada. “cluster kernel-service show El
comando (desde el modo avanzado priv) muestra el nombre del nodo, "estado del quérum” de ese
nodo, el estado de disponibilidad de ese nodo y el estado operativo de ese nodo.

Cada proceso SCSI-blade debe quérum con los otros nodos del cluster. Todos los problemas deben
resolverse antes de continuar con el reemplazo.

« Si tiene un cluster con mas de dos nodos, debe estar en quérum. Si el cluster no tiene quérum o si
una controladora en buen estado muestra falso segun su condicion, debe corregir el problema antes
de apagar la controladora dafiada; consulte "Sincronice un nodo con el cluster".

Pasos

1. Si AutoSupport esta habilitado, elimine la creacion automatica de casos invocando un mensaje de
AutoSupport:

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

El siguiente mensaje de AutoSupport suprime la creacion automatica de casos durante dos horas:

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. Desactivar devolucion automatica:

a. Ingrese el siguiente comando desde la consola del controlador en buen estado:
storage failover modify -node impaired node name -auto-giveback false

b. Ingresar y cuando vea el mensaje ";Desea desactivar la devolucion automatica?"

3. Lleve la controladora dafiada al aviso DEL CARGADOR:

Si el controlador dafiado esta Realice lo siguiente...

mostrando...
El aviso del CARGADOR Vaya al paso siguiente.
Esperando devolucion... Pulse Ctrl-C y, a continuacién, responda y cuando se le solicite.
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Si el controlador dafiado esta Realice lo siguiente...
mostrando...

Solicitud del sistema o solicitud Retome o detenga el controlador dafiado del controlador en buen
de contrasena estado:

storage failover takeover -ofnode
impaired node name -halt true

El parametro -halt true lleva al simbolo del sistema de Loader.

Opcidn 2: La controladora esta en un MetroCluster de dos nodos

Para apagar el controlador dafiado, debe determinar el estado del controlador vy, si es necesario, cambiar
el controlador para que el controlador correcto siga sirviendo datos del almacenamiento del controlador
danado.

Acerca de esta tarea

» Debe dejar las fuentes de alimentacion encendidas al final de este procedimiento para proporcionar
alimentacion a la controladora en buen estado.

Pasos

1. Compruebe el estado de MetroCluster para determinar si el controlador dafnado ha cambiado
automaticamente al controlador en buen estado: metrocluster show

2. En funcién de si se ha producido una conmutacién automatica, proceda segun la siguiente tabla:

Si el controlador esta Realice lo siguiente...
dafado...
Se ha cambiado Continde con el proximo paso.

automaticamente

No se ha cambiado Realice una operacién de conmutacion de sitios planificada desde
automaticamente el controlador en buen estado: metrocluster switchover
No se ha cambiado Revise los mensajes de veto y, si es posible, resuelva el problema

automaticamente, ha intentado e inténtelo de nuevo. Si no puede resolver el problema, péngase
efectuar una conmutacioén con el en contacto con el soporte técnico.

metrocluster switchover

y se vetd la conmutacion

3. Resincronice los agregados de datos ejecutando el metrocluster heal -phase aggregates
comando del cluster superviviente.

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

Si la curacion es vetada, usted tiene la opcidn de reemitir el metrocluster heal con el
-override-vetoes parametro. Si utiliza este parametro opcional, el sistema anula cualquier vetoo



suave que impida la operacion de reparacion.

4. Compruebe que se ha completado la operacién con el comando MetroCluster operation show.

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56
Errors: -

5. Compruebe el estado de los agregados mediante storage aggregate show comando.

controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2

raid dp, mirrored, normal...

6. Repare los agregados raiz mediante el metrocluster heal -phase root-aggregates
comando.

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

Si la curacion es vetada, usted tiene la opcidn de reemitir el metrocluster heal comando con el

parametro -override-vetoes. Si utiliza este parametro opcional, el sistema anula cualquier vetoo
suave que impida la operacion de reparacion.

7. Compruebe que la operacion reparar se ha completado mediante el metrocluster operation

show comando en el cluster de destino:

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42
Errors: -

8. En el moédulo del controlador dafiado, desconecte las fuentes de alimentacion.
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Sustituya el hardware del médulo de la controladora - FAS8300 y FAS8700

Para sustituir el hardware del modulo de la controladora, debe retirar la controladora
danada, mover los componentes de FRU al médulo de la controladora de reemplazo,
instalar el modulo de la controladora de reemplazo en el chasis y, a continuacion,
arrancar el sistema en modo de mantenimiento.

El moédulo del controlador ver2 tiene solo un socket de médulo de caché (ranura 6) en el
FAS8300. FAS8700 no tiene un médulo de controlador ver2. La funcionalidad del modulo de
almacenamiento en caché no se ve afectada por la eliminacion del socket.

Paso 1: Extraiga el médulo del controlador

Para acceder a los componentes internos del médulo de controlador, debe extraer el médulo de controlador
del chasis.

Puede utilizar la animacion, la ilustracién o los pasos escritos siguientes para quitar el modulo del controlador
del chasis.

Animacioén: Extraiga el modulo del controlador

1. Si usted no esta ya conectado a tierra, correctamente tierra usted mismo.

2. Suelte los retenes del cable de alimentacion y, a continuacion, desenchufe los cables de las fuentes de
alimentacion.

3. Afloje el gancho y la correa de bucle que sujetan los cables al dispositivo de administracion de cables y, a
continuacion, desconecte los cables del sistema y los SFP (si fuera necesario) del médulo del controlador,
manteniendo un seguimiento del lugar en el que estaban conectados los cables.

Deje los cables en el dispositivo de administracion de cables de manera que cuando vuelva a instalar el
dispositivo de administraciéon de cables, los cables estén organizados.

4. Retire el dispositivo de administracion de cables del médulo del controlador y coléquelo aparte.

5. Presione los dos pestillos de bloqueo hacia abajo y, a continuacién, gire ambos pestillos hacia abajo al
mismo tiempo.
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El médulo de la controladora se mueve ligeramente fuera del chasis.
. Deslice el médulo de la controladora para sacarlo del chasis.

Asegurese de que admite la parte inferior del médulo de la controladora cuando la deslice para sacarlo del
chasis.

. Coloque el médulo del controlador sobre una superficie plana y estable.

. En el mddulo del controlador de sustitucion, abra el conducto de aire y retire los elevadores vacios del
maodulo del controlador mediante la animacidn, la ilustracion o los pasos escritos:

"Extraccion de los elevadores vacios del moédulo del controlador de recambio”
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1. Presione las lenguetas de bloqueo de los lados del conducto de aire hacia el centro del médulo del
controlador.

2. Deslice el conducto de aire hacia la parte posterior del modulo del controlador y girelo hacia arriba hasta
su posicion completamente abierta.

3. Gire el pestillo de bloqueo del elevador en el lado izquierdo del elevador 1 hacia arriba y hacia el conducto
de aire, levante el elevador y coléquelo a un lado.

4. Repita el paso anterior para los elevadores restantes.

Paso 2: Mueva las fuentes de alimentaciéon

Debe mover la fuente de alimentacion del médulo del controlador dafnado al médulo del controlador de
repuesto cuando sustituya un médulo del controlador.

Puede utilizar la animacion, ilustracion o los pasos escritos siguientes para mover las fuentes de alimentacion
al modulo de controlador de reemplazo.

Animacion: Mueva las fuentes de alimentacion
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1. Retire la fuente de alimentacion:

a. Gire el asa de la leva para que pueda utilizarse para extraer la fuente de alimentacion del chasis.

b. Pulse la lengleta de bloqueo azul para liberar la fuente de alimentacion del chasis.

c. Con ambas manos, extraiga la fuente de alimentacion del chasis y, a continuacion, déjela a un lado.
2. Mueva la fuente de alimentacion al nuevo modulo de controlador y, a continuacion, instalela.

3. Con ambas manos, sujete y alinee los bordes de la fuente de alimentacion con la abertura del médulo del
controlador y, a continuacion, empuje suavemente la fuente de alimentacion en el médulo del controlador
hasta que la lenglieta de bloqueo encaje en su sitio.

Las fuentes de alimentacion sélo se acoplaran correctamente al conector interno y se bloquearan de una
manera.

(D Para evitar dafiar el conector interno, no ejerza demasiada fuerza al deslizar la fuente de
alimentacion hacia el sistema.

4. Repita los pasos anteriores con todos los suministros de alimentacion restantes.

Paso 3: Mueva la bateria NVDIMM

Para mover la bateria NVDIMM del médulo de controlador dafiado al modulo de controlador de repuesto, debe
realizar una secuencia especifica de pasos.

Puede utilizar la animacion, ilustracion o los pasos escritos siguientes para mover la bateria NVDIMM del
modulo de controlador dafiado al médulo de controlador de reemplazo.

Animacion: Mueva la bateria NVDIMM
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1. Abra el conducto de aire:

a. Presione las lenguetas de bloqueo de los lados del conducto de aire hacia el centro del médulo del
controlador.

b. Deslice el conducto de aire hacia la parte posterior del médulo del controlador y girelo hacia arriba
hasta su posicién completamente abierta.

2. Localice la bateria NVDIMM en el médulo de la controladora.

1. Localice el enchufe de la bateria y apriete el clip en la parte frontal del enchufe de la bateria para liberar el
enchufe de la toma y, a continuacion, desenchufe el cable de la bateria de la toma.

2. Sujete la bateria, presione LA lengleta de bloqueo azul marcada Y, a continuacion, levante la bateria para
sacarla del soporte y del médulo del controlador.

3. Mueva la bateria al mddulo del controlador de repuesto.

4. Alinee el moédulo de la bateria con la abertura de la bateria y, a continuacién, empuje suavemente la
bateria hasta que encaje en su sitio.

@ No vuelva a enchufar el cable de la bateria a la placa base hasta que se le indique hacerlo.

Paso 4: Mueva el soporte de arranque

Debe localizar el soporte de arranque y, a continuacion, seguir las instrucciones para retirarlo del modulo de
controlador dafiado e insertarlo en el médulo de controlador de sustitucion.

80



Puede utilizar la animacion, ilustracion o los pasos escritos siguientes para mover el soporte de arranque
desde el moédulo del controlador dafiado al médulo del controlador de reemplazo.

Animacién: Mueve el soporte de arranque

1. Localice y retire el soporte de arranque del médulo de la controladora:

a. Pulse el botén azul al final del soporte de arranque hasta que el labio del soporte de arranque
desaparezca el boton azul.

b. Gire el soporte del maletero hacia arriba y tire con cuidado del soporte del maletero para sacarlo del
zocalo.

2. Mueva el soporte del maletero al nuevo modulo del controlador, alinee los bordes del soporte del maletero
con el alojamiento del zocalo y, a continuacion, empujelo suavemente en el zécalo.

3. Compruebe el soporte del maletero para asegurarse de que esta asentado completamente en la toma.
Si es necesario, extraiga el soporte de arranque y vuelva a colocarlo en la toma.

4. Bloquee el soporte de arranque en su sitio:
a. Gire el soporte de arranque hacia abajo hacia la placa base.
b. Pulse el botdn de bloqueo azul para que esté en la posicion abierta.

c. Coloque los dedos en el extremo del soporte del maletero mediante el botdn azul, presione firmemente
el extremo del soporte del maletero para activar el botén de bloqueo azul.
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Paso 5: Mover los elevadores PCle y la tarjeta mezzanine

Como parte del proceso de sustitucion de la controladora, debe mover los elevadores PCle y la tarjeta
mezzanine del médulo de controladora dafiado al médulo de controladora de reemplazo.

Puede utilizar las siguientes animaciones, ilustraciones, el mapa de PIELES DEL sistema o los pasos escritos
para mover los elevadores PCle y la tarjeta mezzanine del médulo del controlador dafiado al médulo del
controlador de reemplazo.

@ No tiene que quitar las tarjetas PCle de los elevadores. Transfiera los elevadores, con las
tarjetas PCle aun instaladas, al médulo de controlador de reemplazo.

Movimiento de la tarjeta vertical PCle 1y 2 (elevadores izquierdo y medio):

Animacion - mover elevadores PCl 1y 2

PCle 2-3 PCle 4-5

Desplazamiento de la tarjeta mezzanine y la tarjeta vertical 3 (tarjeta vertical derecha):

Animacién: Mover la tarjeta mezzanine y la tarjeta vertical 3
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1. Mueva los elevadores PCle uno y dos del médulo del controlador dafiado al médulo del controlador de
sustitucion:

a. Quite todos los moédulos SFP o QSFP que puedan estar en las tarjetas PCle.
b. Gire el pestillo de bloqueo del elevador en el lado izquierdo del elevador hacia arriba y hacia el
conducto de aire.

La tarjeta vertical se eleva ligeramente del médulo del controlador.

c. Levante la tarjeta vertical y, a continuacion, muérela al modulo de la controladora de reemplazo.

d. Alinee la tarjeta vertical con las patillas del lado de la toma de la tarjeta vertical, baje la tarjeta vertical
de los pasadores, empuije la tarjeta vertical directamente hacia la toma de la placa base y, a
continuacion, gire el pestillo hacia abajo al ras con la chapa metalica de la tarjeta vertical.

e. Repita este paso para la tarjeta vertical numero 2.

2. Extraiga la tarjeta vertical numero 3, extraiga la tarjeta intermedia e instalela en el médulo de la
controladora de sustitucion:

a. Quite todos los modulos SFP o QSFP que puedan estar en las tarjetas PCle.

b. Gire el pestillo de bloqueo del elevador en el lado izquierdo del elevador hacia arriba y hacia el
conducto de aire.

La tarjeta vertical se eleva ligeramente del médulo del controlador.
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c. Levante la tarjeta vertical y déjela a un lado en una superficie plana y estable.

d. Afloje los tornillos de ajuste manual de la tarjeta intermedia y levante suavemente la tarjeta
directamente del zécalo y, a continuacion, muévela al médulo de controlador de repuesto.

e. Instale el entresuelo en el controlador de repuesto y fijelo con los tornillos de apriete manual.

f. Instale la tercera tarjeta vertical en el médulo de la controladora de reemplazo.

Paso 6: Mover médulos de almacenamiento en caché

Al sustituir un modulo de controlador, debe mover los médulos de almacenamiento en caché de los médulos
de controlador con deterioro al médulo de controlador de sustitucion.

El mdédulo del controlador ver2 sélo tiene un socket de moédulo de almacenamiento en caché en
@ el FAS8300. FAS8700 no tiene un modulo de controlador ver2. La funcionalidad del médulo de
almacenamiento en caché no se ve afectada por la eliminacion del socket.

Puede utilizar la animacion, ilustracion o los pasos escritos siguientes para mover modulos de
almacenamiento en caché al nuevo médulo de controlador.

Animacion: Permite mover los mdédulos de almacenamiento en caché

1. Si usted no esta ya conectado a tierra, correctamente tierra usted mismo.

2. Mueva los médulos de almacenamiento en caché del médulo de controlador dafiado al médulo de
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controlador de sustitucion:

a.

Paso 7:

Presione la pestafia azul de liberacion situada al final del médulo de caché, gire el médulo hacia arriba
y, a continuacion, extraiga el modulo del zécalo.

. Mueva el médulo de almacenamiento en caché al mismo socket del médulo de controladora de

reemplazo.

. Alinee los bordes del mdédulo de almacenamiento en caché con el zécalo e inserte suavemente el

modulo hasta el zécalo.

. Gire el mddulo de almacenamiento en caché hacia abajo hacia la placa base.

. Coloque el dedo en el extremo del médulo de almacenamiento en caché con el botdn azul, presione

firmemente el extremo del médulo de almacenamiento en caché y, a continuacion, levante el botén de
blogueo para bloquear el médulo de almacenamiento en caché en su lugar.

Mueva los DIMM

Debe localizar los médulos DIMM vy, a continuacion, moverlos desde el médulo del controlador dafiado hasta el
modulo del controlador de reemplazo.

Debe tener preparado el nuevo modulo de controlador para poder mover los DIMM directamente desde el
modulo de controlador dafiado a las ranuras correspondientes del médulo de controlador de reemplazo.

Puede utilizar la animacion, ilustracion o los pasos escritos siguientes para mover los DIMM del médulo de
controlador dafiado al médulo de controlador de reemplazo.

Animacién: Mueva los DIMM
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NVDIMM: Siot 11

SLOTS

128GB
2,4,13,15

2,4,7,9
13, 15, 18, 20

Localice los DIMM en el modulo del controlador.

Tenga en cuenta la orientacion del DIMM en el socket para poder insertar el DIMM en el médulo de
controlador de reemplazo en la orientacion adecuada.

Compruebe que la bateria NVDIMM no esta conectada al nuevo modulo de controlador.

Mueva los DIMM del mdédulo del controlador dafiado al médulo del controlador de sustitucion:

@ Asegurese de instalar cada DIMM en la misma ranura que ocupa en el modulo de
controlador dafado.

a. Extraiga el DIMM de su ranura empujando lentamente las lenguietas expulsoras del DIMM a ambos
lados del DIMM vy, a continuacion, extraiga el DIMM de la ranura.

@ Sujete con cuidado el médulo DIMM por los bordes para evitar la presion sobre los
componentes de la placa de circuitos DIMM.



b. Localice la ranura DIMM correspondiente en el médulo de la controladora de reemplazo.

c. Asegurese de que las lenguetas del expulsor DIMM del zécalo del DIMM estan en posicién abierta y, a

continuacion, inserte el DIMM directamente en el zocalo.

Los modulos DIMM se ajustan firmemente en el zocalo, pero deben entrar facilmente. Si no es asi,
realinee el DIMM con el z6calo y vuelva a insertarlo.

d. Inspeccione visualmente el moédulo DIMM para comprobar que esta alineado de forma uniforme y
completamente insertado en el zdcalo.

e. Repita estos subpasos para los médulos DIMM restantes.

5. Conecte la bateria NVDIMM a la placa base.

Asegurese de que el tapon se bloquea en el modulo del controlador.

Paso 8: Instale el médulo del controlador

Una vez que todos los componentes se han movido del mddulo de controlador dafiado al médulo de
controlador de repuesto, debe instalar el moédulo de controlador de repuesto en el chasis y, a continuacion,
reiniciarlo en modo de mantenimiento.

Puede utilizar la animacion, la ilustracidn o los pasos escritos siguientes para instalar el médulo de la
controladora de reemplazo en el chasis.

Animacion: Instale el médulo del controlador
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1. Si aun no lo ha hecho, cierre el conducto de aire.

2. Alinee el extremo del médulo del controlador con la abertura del chasis y, a continuacion, empuje
suavemente el médulo del controlador hasta la mitad del sistema.

@ No inserte completamente el modulo de la controladora en el chasis hasta que se le indique
hacerlo.

87


https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=9249fdb8-1522-437d-9280-aae10007c97b

3. Cablee los puertos de gestion y consola de manera que pueda acceder al sistema para realizar las tareas
en las secciones siguientes.

@ Conectara el resto de los cables al moédulo del controlador mas adelante en este
procedimiento.

4. Complete la instalacion del médulo del controlador:

a. Con los pestillos de bloqueo, empuje firmemente el médulo del controlador en el chasis hasta que los
pestillos de bloqueo empiecen a elevarse.

@ No ejerza una fuerza excesiva al deslizar el modulo del controlador hacia el chasis para
evitar dafiar los conectores.

b. Coloque completamente el médulo del controlador en el chasis girando los pestillos de bloqueo hacia
arriba, inclinandolos de manera que borren los pasadores de bloqueo, empuje suavemente el
controlador hasta que encaje y, a continuacion, baje los pestillos de bloqueo a la posicion de bloqueo.

c. Conecte los cables de alimentacion a las fuentes de alimentacion, vuelva a instalar el collar de bloqueo
del cable de alimentacion y, a continuacion, conecte las fuentes de alimentacion a la fuente de
alimentacion.

El mdédulo del controlador comienza a arrancar tan pronto como se restaura la alimentacion. Esté
preparado para interrumpir el proceso de arranque.

d. Si aun no lo ha hecho, vuelva a instalar el dispositivo de administracion de cables.
e. Interrumpa el proceso de arranque normal y arranque en EL CARGADOR pulsando Ctrl1-C.
@ Si el sistema se detiene en el menu de inicio, seleccione la opcion para arrancar EN EL
CARGADOR.

f. En el aviso del CARGADOR, introduzca bye Para reiniciar las tarjetas PCle y otros componentes.

g. Interrumpa el proceso de arranque y arranque en el simbolo del sistema del CARGADOR pulsando
Ctrl-C.

Si el sistema se detiene en el menu de inicio, seleccione la opcion para arrancar EN EL CARGADOR.

Restaurar y verificar la configuracion del sistema: FAS8300 y FAS8700

Tras completar el reemplazo y el arranque del hardware en modo de mantenimiento,
debe verificar la configuracion del sistema de bajo nivel de la controladora de reemplazo
y volver a configurar los ajustes del sistema segun sea necesario.

Paso 1: Configurar y verificar la hora del sistema después de sustituir el controlador

Debe comprobar la hora y la fecha del médulo de la controladora de sustitucion en comparacion con el médulo
de controladora en buen estado de un par de alta disponibilidad o con un servidor de tiempo fiable en una
configuracion independiente. Si la hora y la fecha no coinciden, debe reiniciarlas en el médulo del controlador
de repuesto para evitar posibles interrupciones en los clientes debido a diferencias de tiempo.

Acerca de esta tarea
Es importante que aplique los comandos en los pasos de los sistemas correctos:
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* El nodo regrUSTITUCION es el nuevo nodo que reemplazé al nodo dafiado como parte de este
procedimiento.

* El nodo heated es el compariero de alta disponibilidad del nodo regrel.

Pasos

1. Si el nodo reader no esta en el aviso del CARGADOR, detenga el sistema en el simbolo del sistema del
CARGADOR.

2. En el nodo Healthy, compruebe la hora del sistema: cluster date show
La fecha y la hora se basan en la zona horaria configurada.

3. En el simbolo del SISTEMA del CARGADOR, compruebe la fecha y la hora del nodo regrel: show date
La fecha y la hora se indican en GMT.

4. Si es necesario, establezca la fecha en GMT en el nodo de reemplazo: set date mm/dd/yyyy
5. Si es necesario, establezca la hora en GMT del nodo de reemplazo: set time hh:mm:ss

6. En el simbolo del SISTEMA del CARGADOR, confirme la fecha y la hora del nodo regrel: show date

La fecha y la hora se indican en GMT.

Paso 2: Verifique y configure el estado de alta disponibilidad del médulo de la controladora

Debe comprobar el HA estado del modulo de la controladora vy, si es necesario, actualice el estado para que
coincida con la configuracion del sistema.

1. En el modo de mantenimiento del nuevo mdédulo de controlador, compruebe que todos los componentes
muestran lo mismo HA provincia: ha-config show

El estado de alta disponibilidad debe ser el mismo para todos los componentes.

2. Si el estado del sistema mostrado del médulo del controlador no coincide con la configuracion del sistema,
defina el HA estado para el médulo de la controladora: ha-config modify controller ha-state

Valor para HA-state puede ser uno de los siguientes:

° ha

° mcc

° mcc-2n
° mccip
° non-ha

3. Si el estado del sistema mostrado del médulo del controlador no coincide con la configuracion del sistema,
defina el HA estado para el médulo de la controladora: ha-config modify controller ha-state

4. Confirme que el ajuste ha cambiado: ha-config show

89



Recuperar el sistema y reasignar discos - FAS8300 y FAS8700

Debe completar una serie de tareas antes de restaurar el sistema a pleno
funcionamiento.

Paso 1: Recuperar el sistema

Verifique las conexiones de red y almacenamiento del modulo controlador mediante "Active |1Q Config Advisor"

Pasos

1. Descargue e instale Config Advisor.
2. Introduzca la informacion del sistema de destino y haga clic en Collect Data.

3. Haga clic en la ficha cableado y, a continuacion, examine la salida. Asegurese de que se muestren todas
las bandejas de discos y todos los discos aparecen en el resultado, corrigiendo los problemas de cableado
que encuentre.

4. Compruebe otro cableado haciendo clic en la ficha correspondiente y, a continuacioén, examinando el
resultado de Config Advisor.

Paso 2: Reasignar discos

Si el sistema de almacenamiento esta en un par de alta disponibilidad, el ID del sistema del nuevo moédulo de
controladora se asigna automaticamente a los discos cuando se produce la devolucion al final del
procedimiento. En un sistema independiente, debe reasignar manualmente el ID a los discos.

Debe utilizar el procedimiento correcto para su configuracion:

Redundancia de la controladora A continuacion, use este procedimiento...
Pareja de HA Opcioén 1: Comprobar el cambio de ID del sistema en un sistema de alta
disponibilidad

Configuracion MetroCluster de dos Opcion 2: Reasignar manualmente el ID del sistema en sistemas de una
nodos configuracion MetroCluster de dos nodos

Opcion 1: Comprobar el cambio de ID del sistema en un sistema de alta disponibilidad

Debe confirmar el cambio de ID del sistema al arrancar el controlador reboot y, a continuacién, comprobar que
se ha implementado el cambio.

Este procedimiento solo se aplica a sistemas que ejecutan ONTAP en una pareja de ha.

1. Si el controlador reader esta en modo de mantenimiento (mostrando la *> Salga del modo de
mantenimiento y vaya al simbolo del sistema del CARGADOR: halt

2. Desde el simbolo DEL SISTEMA DEL CARGADOR en el controlador reboot, arranque el controlador,
introduciendo y Si se le solicita que anule el ID del sistema debido a una discrepancia de ID del sistema:

3. Espere hastalawaiting for giveback.. El mensaje se muestra en la consola del controlador regrse
y, a continuacion, en el controlador en buen estado, compruebe que el nuevo ID del sistema asociado se
ha asignado automaticamente: storage failover show

90


https://mysupport.netapp.com/site/tools/tool-eula/activeiq-configadvisor

En el resultado del comando, deberia ver un mensaje donde se indica que el ID del sistema ha cambiado
en la controladora dafiada, con lo que se muestran los ID anteriores y los nuevos correctos. En el ejemplo
siguiente, el nodo 2 debe ser sustituido y tiene un ID de sistema nuevo de 151759706.

nodel> “storage failover show’

Takeover
Node Partner Possible State Description
nodel node?2 false System ID changed on
partner (0Old:
151759755, New:
151759706), In takeover
node?2 nodel = Waiting for giveback

(HA mailboxes)

4. Desde la controladora en buen estado, compruebe que se han guardado los nucleo:

a. Cambie al nivel de privilegio avanzado: set -privilege advanced
Usted puede responder Y cuando se le solicite que continue en el modo avanzado. Aparece el simbolo
del sistema del modo avanzado (*>).

b. Guarde sus nucleo: system node run -node local-node-name partner savecore

c. Espere a que el comando "avecore" se complete antes de emitir la devolucion.
Puede introducir el siguiente comando para supervisar el progreso del comando savecoore: system
node run -node local-node-name partner savecore -s

d. Vuelva al nivel de privilegio de administrador: set -privilege admin

5. Si el sistema de almacenamiento tiene configurado el cifrado de volumenes o el almacenamiento, debe
restaurar la funcionalidad de cifrado de volumenes o almacenamiento usando uno de los siguientes
procedimientos, en funcion de si usa la gestidon de claves externa o incorporada:

o "Restaure las claves de cifrado de gestién de claves incorporadas”
o "Restaure las claves de cifrado de gestidn de claves externas"

6. Devolver la controladora:

a. Desde la controladora en buen estado, proporcione almacenamiento a la controladora que sustituyo:
storage failover giveback -ofnode replacement node name

La controladora reader recupera su almacenamiento y completa el arranque.

Si se le solicita que anule el ID del sistema debido a una falta de coincidencia de ID del sistema, debe
introducir y.

@ Si el retorno se vetd, puede considerar la sustitucion de los vetos.

"Busque la Guia de configuracion de alta disponibilidad para su versién de ONTAP 9"
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a. Una vez finalizada la devolucién, confirme que el par de alta disponibilidad esta en buen estado y que
la toma de control es posible: storage failover show

La salida de storage failover show El comando no debe incluir el ID del sistema cambiado en el
mensaje del partner.

7. Compruebe que los discos se han asignado correctamente: storage disk show -ownership

Los discos que pertenecen al controlador regrel deben mostrar el nuevo ID del sistema. En el ejemplo
siguiente, los discos propiedad del nodo 1 ahora muestran el nuevo ID del sistema, 1873775277

nodel> “storage disk show -ownership’

Disk Aggregate Home Owner DR Home Home ID Owner ID DR Home ID
Reserver Pool

1.0.0 aggr0 1 nodel nodel - 1873775277 1873775277 -
1873775277 Pool0
1.0.1 aggr0 1 nodel nodel 1873775277 1873775277 -

1873775277 Pool0

Opcidén 2: Reasignar manualmente el ID del sistema en sistemas de una configuracion MetroCluster de
dos nodos

En una configuracion de MetroCluster de dos nodos que ejecuta ONTAP, debe reasignar los discos
manualmente al ID del sistema de la nueva controladora antes de devolver el sistema a la condicién de
funcionamiento normal.

Acerca de esta tarea

Este procedimiento solo se aplica a sistemas de una configuracion MetroCluster de dos nodos que ejecutan
ONTAP.

Debe asegurarse de emitir los comandos en este procedimiento en el nodo correcto:

* El nodo drinated es el nodo en el que realiza tareas de mantenimiento.

* El nodo regrUSTITUCION es el nuevo nodo que reemplazé al nodo dafiado como parte de este
procedimiento.

* El nodo heated es el compafero de recuperacion ante desastres del nodo danado.

Pasos

1. Sitodavia no lo ha hecho, reinicie el nodo regrel, interrumpa el proceso de arranque introduciendo "Ctrl-
CY, a continuacion, seleccione la opcion para iniciar el modo de mantenimiento en el menu que se
muestra.

Debe entrar Y Cuando se le solicite que anule el ID del sistema debido a una discrepancia de ID del
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sistema.

- Vea los ID del sistema antiguos del nodo en buen estado: "metrocluster node show -fields
node-systemid,dr-partner-systemid’

En este ejemplo, Node_B_1 es el nodo antiguo, con el ID de sistema antiguo de 118073209:

dr-group-id cluster node node-systemid dr-
partner-systemid

1 Cluster A Node A 1 536872914
118073209
1 Cluster B Node B 1 118073209
536872914

2 entries were displayed.

. Vea el nuevo ID del sistema en el simbolo del sistema del modo de mantenimiento en el nodo danado:
disk show

En este ejemplo, el nuevo ID del sistema es 118065481

Local System ID: 118065481

. Reasigne la propiedad de disco (para sistemas FAS) mediante la informacion de ID de sistema obtenida
del comando disk show: disk reassign -s old system ID

En el caso del ejemplo anterior, el comando es: disk reassign -s 118073209

Usted puede responder Y cuando se le solicite continuar.

. Compruebe que los discos se han asignado correctamente: disk show -a

Compruebe que los discos que pertenecen al nodo regrisage muestran el nuevo ID del sistema para el

nodo regrisage. En el siguiente ejemplo, los discos propiedad del sistema-1 ahora muestran el nuevo ID
del sistema, 118065481:
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6.

10.
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*> disk show -a
Local System ID: 118065481

DISK OWNER POOL SERIAL NUMBER HOME
disk name system-1 (118065481) PoolO J8YOTDZC system-1
(118065481)
disk name system-1 (118065481) PoolO J8YO9DXC system-1
(118065481)

Desde el nodo en buen estado, compruebe que se han guardado los nucleo:

a. Cambie al nivel de privilegio avanzado: set -privilege advanced

Usted puede responder Y cuando se le solicite que continde en el modo avanzado. Aparece el simbolo
del sistema del modo avanzado (*>).

b. Compruebe que se han guardado los nicleo: system node run -node local-node-name
partner savecore

Si el resultado del comando indica que savecore esta en curso, espere a que savecore se complete
antes de emitir el retorno. Puede controlar el progreso del savecore mediante el system node run
-node local-node-name partner savecore -s command.</info>

C. Vuelva al nivel de privilegio de administrador: set -privilege admin

. Si el nodo reader esta en modo de mantenimiento (mostrando el simbolo del sistema *>), salga del modo

de mantenimiento y vaya al simbolo del sistema DEL CARGADOR: halt

- Arranque el nodo reboot: boot _ontap

. Una vez que el nodo reader haya arrancado completamente, lleve a cabo una conmutacion de estado:

metrocluster switchback

Compruebe la configuracion de MetroCluster: metrocluster node show - fields
configuration-state



nodel siteA::> metrocluster node show -fields configuration-state

dr-group-id

1 nodel siteA
1 nodel siteA
1 nodel siteB
1 nodel siteB

cluster node

nodelmcc-001
nodelmcc-002
nodelmcc-003
nodelmcc-004

4 entries were displayed.

configuration-state

configured
configured
configured
configured

11. Compruebe el funcionamiento de la configuracion de MetroCluster en Data ONTAP:

a. Compruebe si hay alertas de estado en ambos clusteres: system health alert show

b. Confirme que el MetroCluster esta configurado y en modo normal: metrocluster show

C. Realizar una comprobacion de MetroCluster: metrocluster check run

d. Mostrar los resultados de la comprobacion de MetroCluster: metrocluster check show

e. Ejecute Config Advisor. Vaya a la pagina Config Advisor del sitio de soporte de NetApp en

"support.netapp.com/NOW/download/tools/config_advisor/".

Después de ejecutar Config Advisor, revise el resultado de la herramienta y siga las recomendaciones

del resultado para solucionar los problemas detectados.

12. Simular una operacion de switchover:

a. Desde el simbolo del sistema de cualquier nodo, cambie al nivel de privilegio avanzado: set
-privilege advanced

Debe responder con y cuando se le solicite que continle en el modo avanzado y vea el simbolo del

sistema del modo avanzado (*>).

b. Lleve a cabo la operacién de regreso con el parametro -Simulate: metrocluster switchover

-simulate

C. Vuelva al nivel de privilegio de administrador: set -privilege admin

Restauracion completa del sistema: FAS8300 y FAS8700

Para restaurar el funcionamiento completo del sistema, debe restaurar la configuracién
del cifrado de almacenamiento de NetApp (si es necesario), instalar licencias para la
nueva controladora y devolver la pieza con error a NetApp, como se describe en las
instrucciones de RMA que se incluyen en el kit.

Paso 1: Instalar las licencias para la controladora de reemplazo en ONTAP

Debe instalar licencias nuevas para el nodo retor si el nodo dafiado utilizaba funciones de ONTAP que
requieren una licencia estandar (bloqueo de nodo). Para funciones con licencias estandar, cada nodo del

cluster debe tener su propia clave para la funcion.

95


https://mysupport.netapp.com/site/tools/tool-eula/activeiq-configadvisor/

Acerca de esta tarea

Hasta que instale las claves de licencia, las funciones que requieren licencias estandar siguen estando
disponibles para el nodo reader. Sin embargo, si el nodo dafiado era el Unico nodo del clister con una licencia
de la funcion, no se permiten cambios de configuracion en la funcion.

Ademas, el uso de funciones sin licencia en el nodo podria descumplir con las normativas de su acuerdo de
licencia, de modo que debe instalar la clave de licencia o las claves de reemplazo en el Lo antes posible. del
nodo reassement.

Antes de empezar
Las claves de licencia deben tener el formato de 28 caracteres.

Dispone de un periodo de gracia de 90 dias para instalar las claves de licencia. Una vez transcurrido el
periodo de gracia, se invalidaran todas las licencias antiguas. Después de instalar una clave de licencia valida,
dispone de 24 horas para instalar todas las claves antes de que finalice el periodo de gracia.

Si su sistema estaba ejecutando inicialmente ONTAP 9.10,1 o posterior, utilice el procedimiento

@ documentado en "Proceso posterior al reemplazo de la placa base para actualizar las licencias
en un sistema AFF/FAS". Si no esta seguro de la version inicial de ONTAP para su sistema,
consulte "Hardware Universe de NetApp" para obtener mas informacion.

Pasos

1. Si necesita claves de licencia nuevas, obtenga claves de licencia de reemplazo en el "Sitio de soporte de
NetApp" En la seccion My Support, en licencias de software.

Las claves de licencia nuevas que necesita se generan automaticamente y se envian a la

@ direccion de correo electrénico que esta registrada. Si no recibe el correo electronico con
las claves de licencia en un plazo de 30 dias, debe ponerse en contacto con el soporte
técnico.

2. Instale cada clave de licencia: system license add -license-code license-key, license-
key...

3. Elimine las licencias antiguas, si lo desea:
a. Comprobar si hay licencias no utilizadas: 1icense clean-up -unused -simulate

b. Sila lista parece correcta, elimine las licencias no utilizadas: 1icense clean-up -unused

Paso 2: Verifique las LIF y registre el nimero de serie

Antes de devolver el nodo reader al servicio, debe comprobar que las LIF se encuentran en sus puertos
principales y registrar el nUmero de serie del nodo reader si AutoSupport esta habilitado y restablecer la
devolucién automatica.

Pasos

1. Compruebe que las interfaces logicas estan reportando a sus puertos y servidores domésticos: network
interface show -is-home false

Si alguno de los LIF se muestra como false, este se revierte a sus puertos principales: network
interface revert -vserver * -1if *

2. Registre el numero de serie del sistema con el soporte de NetApp.
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> Si AutoSupport esta habilitado, envie un mensaje de AutoSupport para registrar el niumero de serie.
> Si AutoSupport no esta habilitado, llame al "Soporte de NetApp" para registrar el nimero de serie.

3. Compruebe el estado del cluster. Consulte "Cémo realizar una comprobacion del estado de un cluster con
un script en ONTAP" el articulo de la base de conocimientos para obtener mas informacion.

4. Si se activé una ventana de mantenimiento de AutoSupport, finalice mediante el system node
autosupport invoke -node * -type all -message MAINT=END comando.

5. Sila devolucion automatica esta desactivada, vuelva a habilitarla: storage failover modify -node
local -auto-giveback true

Paso 3: Vuelva a cambiar los agregados en una configuracion MetroCluster de dos nodos

Esta tarea solo se aplica a configuraciones MetroCluster de dos nodos.

Pasos

1. Compruebe que todos los nodos estén en el enabled provincia: metrocluster node show

cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

2. Compruebe que la resincronizacion se haya completado en todas las SVM: metrocluster vserver
show

3. Compruebe que las migraciones LIF automaticas que realizan las operaciones de reparacion se han
completado correctamente: metrocluster check 1if show

4. Lleve a cabo la conmutacion de estado mediante el metrocluster switchback comando desde
cualquier nodo del cluster superviviente.

5. Compruebe que la operacion de conmutacion de estado ha finalizado: metrocluster show

La operacion de conmutacion de estado ya esta en ejecucion cuando un cluster esta en el waiting-
for-switchback provincia:
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cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

La operacion de conmutacion de estado se completa cuando los clusteres estan en el normal estado:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

Si una conmutacion de regreso tarda mucho tiempo en terminar, puede comprobar el estado de las lineas
base en curso utilizando el metrocluster config-replication resync-status show comando.

6. Restablecer cualquier configuracion de SnapMirror o SnapVault.

Paso 4: Devuelva la pieza que fallé6 a NetApp

Devuelva la pieza que ha fallado a NetApp, como se describe en las instrucciones de RMA que se suministran
con el kit. Consulte "Devolucion de piezas y sustituciones" la pagina para obtener mas informacion.

Sustituya un DIMM - FAS8300 y FAS8700

Debe sustituir un DIMM en la controladora cuando el sistema de almacenamiento
encuentra errores como, por ejemplo, errores excesivos de CECC (codigos de correccion
de errores corregibles) basados en alertas de supervision de estado o errores de ECC no
corregibles, normalmente causados por un unico fallo de DIMM que impide que el
sistema de almacenamiento arranque ONTAP.

Todos los demas componentes del sistema deben funcionar correctamente; si no es asi, debe ponerse en
contacto con el soporte técnico.

Debe sustituir el componente con errores por un componente FRU de repuesto que haya recibido de su
proveedor.

Paso 1: Apague el controlador dainado

Puede apagar o hacerse cargo de la controladora dafiada siguiendo diferentes procedimientos, en funcion de
la configuracion del hardware del sistema de almacenamiento.
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Opcion 1: Mayoria de las configuraciones
Para apagar el controlador dafiado, debe determinar el estado del controlador y, si es necesario, tomar el

control para que el controlador sano siga sirviendo datos del almacenamiento del controlador dafado.
Acerca de esta tarea

* Si dispone de un sistema SAN, debe haber comprobado los mensajes de evento cluster kernel-
service show) para el blade SCSI de la controladora dafiada. “cluster kernel-service show El
comando (desde el modo avanzado priv) muestra el nombre del nodo, "estado del quérum” de ese
nodo, el estado de disponibilidad de ese nodo y el estado operativo de ese nodo.

Cada proceso SCSI-blade debe quérum con los otros nodos del cluster. Todos los problemas deben
resolverse antes de continuar con el reemplazo.

« Si tiene un cluster con mas de dos nodos, debe estar en quérum. Si el cluster no tiene quérum o si
una controladora en buen estado muestra falso segun su condicion, debe corregir el problema antes
de apagar la controladora dafiada; consulte "Sincronice un nodo con el cluster".

Pasos

1. Si AutoSupport esta habilitado, elimine la creacion automatica de casos invocando un mensaje de
AutoSupport:

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

El siguiente mensaje de AutoSupport suprime la creacion automatica de casos durante dos horas:

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. Desactivar devolucion automatica:

a. Ingrese el siguiente comando desde la consola del controlador en buen estado:
storage failover modify -node impaired node name -auto-giveback false

b. Ingresar y cuando vea el mensaje ";Desea desactivar la devolucion automatica?"

3. Lleve la controladora dafiada al aviso DEL CARGADOR:

Si el controlador dafiado esta Realice lo siguiente...

mostrando...
El aviso del CARGADOR Vaya al paso siguiente.
Esperando devolucion... Pulse Ctrl-C y, a continuacién, responda y cuando se le solicite.
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Si el controlador dafiado esta Realice lo siguiente...
mostrando...

Solicitud del sistema o solicitud Retome o detenga el controlador dafiado del controlador en buen
de contrasena estado:

storage failover takeover -ofnode
impaired node name -halt true

El parametro -halt true lleva al simbolo del sistema de Loader.

Opcidn 2: La controladora esta en un MetroCluster de dos nodos

Para apagar el controlador dafiado, debe determinar el estado del controlador vy, si es necesario, cambiar
el controlador para que el controlador correcto siga sirviendo datos del almacenamiento del controlador
danado.

Acerca de esta tarea

» Debe dejar las fuentes de alimentacion encendidas al final de este procedimiento para proporcionar
alimentacion a la controladora en buen estado.

Pasos

1. Compruebe el estado de MetroCluster para determinar si el controlador dafnado ha cambiado
automaticamente al controlador en buen estado: metrocluster show

2. En funcién de si se ha producido una conmutacién automatica, proceda segun la siguiente tabla:

Si el controlador esta Realice lo siguiente...
dafado...
Se ha cambiado Continde con el proximo paso.

automaticamente

No se ha cambiado Realice una operacién de conmutacion de sitios planificada desde
automaticamente el controlador en buen estado: metrocluster switchover
No se ha cambiado Revise los mensajes de veto y, si es posible, resuelva el problema

automaticamente, ha intentado e inténtelo de nuevo. Si no puede resolver el problema, péngase
efectuar una conmutacioén con el en contacto con el soporte técnico.

metrocluster switchover

y se vetd la conmutacion

3. Resincronice los agregados de datos ejecutando el metrocluster heal -phase aggregates
comando del cluster superviviente.

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

Si la curacion es vetada, usted tiene la opcidn de reemitir el metrocluster heal con el
-override-vetoes parametro. Si utiliza este parametro opcional, el sistema anula cualquier vetoo
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suave que impida la operacion de reparacion.

4. Compruebe que se ha completado la operacién con el comando MetroCluster operation show.

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56
Errors: -

5. Compruebe el estado de los agregados mediante storage aggregate show comando.

controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2

raid dp, mirrored, normal...

6. Repare los agregados raiz mediante el metrocluster heal -phase root-aggregates
comando.

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

Si la curacion es vetada, usted tiene la opcidn de reemitir el metrocluster heal comando con el

parametro -override-vetoes. Si utiliza este parametro opcional, el sistema anula cualquier vetoo
suave que impida la operacion de reparacion.

7. Compruebe que la operacion reparar se ha completado mediante el metrocluster operation

show comando en el cluster de destino:

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42
Errors: -

8. En el moédulo del controlador dafiado, desconecte las fuentes de alimentacion.
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Paso 2: Extraiga el médulo del controlador

Para acceder a los componentes internos del médulo de controlador, debe extraer el médulo de controlador
del chasis.

Puede utilizar la animacion, la ilustracién o los pasos escritos siguientes para quitar el modulo del controlador
del chasis.

Animacién: Extraiga el modulo del controlador

o
¥

Pasos

1.
2.

Si usted no esta ya conectado a tierra, correctamente tierra usted mismo.

Suelte los retenes del cable de alimentacion y, a continuacion, desenchufe los cables de las fuentes de
alimentacion.

. Afloje el gancho y la correa de bucle que sujetan los cables al dispositivo de administracion de cables y, a

continuacion, desconecte los cables del sistema y los SFP (si fuera necesario) del médulo del controlador,
manteniendo un seguimiento del lugar en el que estaban conectados los cables.

Deje los cables en el dispositivo de administracion de cables de manera que cuando vuelva a instalar el
dispositivo de administracion de cables, los cables estén organizados.

. Retire el dispositivo de administracidon de cables del médulo del controlador y coldquelo aparte.

5. Presione los dos pestillos de bloqueo hacia abajo y, a continuacién, gire ambos pestillos hacia abajo al

mismo tiempo.
El médulo de la controladora se mueve ligeramente fuera del chasis.
. Deslice el médulo de la controladora para sacarlo del chasis.

Asegurese de que admite la parte inferior del médulo de la controladora cuando la deslice para sacarlo del
chasis.
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7. Coloque el médulo del controlador sobre una superficie plana y estable.

Paso 3: Sustituya los médulos DIMM del sistema

El reemplazo de un DIMM del sistema implica identificar el DIMM de destino a través del mensaje de error
asociado, localizar el DIMM de destino mediante el mapa de FRU en el conducto de aire y, a continuacion,
sustituir el DIMM.

Puede utilizar la animacion, la ilustracion o los pasos escritos siguientes para reemplazar un modulo DIMM del
sistema.

@ La animacion y la ilustracion muestran ranuras vacias para zocalos sin DIMM. Estos zdcalos
vacios se rellenan con espacios en blanco.

Animacion: Sustituya un médulo DIMM del sistema

NVDIMM: Siot 11

SLOTS

128GB
2,4,13,15

2,4,7,9
13,15, 18, 20

El numero y la ubicacion de los DIMMS en su sistema depende del modelo de su sistema. Consulte el mapa
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de FRU del conducto de aire para obtener mas informacion.

« Si tiene un sistema FAS8300, los DIMM del sistema se encuentran en los zdcalos 2, 4, 13y 15.

« Si tiene un sistema FAS8700, los DIMM del sistema se encuentran en las ranuras 2, 4,7,9, 13, 15, 18y
20.

« EI NVDIMM se encuentra en la ranura 11.

Pasos
1. Abra el conducto de aire:

a. Presione las lengietas de bloqueo de los lados del conducto de aire hacia el centro del médulo del
controlador.

b. Deslice el conducto de aire hacia la parte posterior del mddulo del controlador y girelo hacia arriba
hasta su posicion completamente abierta.

2. Localice los DIMM en el médulo del controlador.

3. Tenga en cuenta la orientacion del médulo DIMM en el zécalo para que pueda insertar el moédulo DIMM de
repuesto en la orientacién adecuada.

4. Extraiga el DIMM de su zécalo empujando lentamente las dos lengletas expulsoras del DIMM a ambos
lados del DIMM vy, a continuacion, deslice el DIMM fuera del zocalo.

@ Sujete con cuidado el médulo DIMM por los bordes para evitar la presion sobre los
componentes de la placa de circuitos DIMM.

5. Retire el moédulo DIMM de repuesto de la bolsa de transporte antiestatica, sujete el moédulo DIMM por las
esquinas y alinéelo con la ranura.

La muesca entre las patillas del DIMM debe alinearse con la lengueta del z6calo.

6. Asegurese de que las lenguetas del expulsor DIMM del conector estan en posicion abierta y, a
continuacion, inserte el DIMM directamente en la ranura.

El médulo DIMM encaja firmemente en la ranura, pero debe entrar facilmente. Si no es asi, realinee el
DIMM con la ranura y vuelva a insertarlo.

@ Inspeccione visualmente el médulo DIMM para comprobar que esta alineado de forma
uniforme y completamente insertado en la ranura.

7. Empuje con cuidado, pero firmemente, en el borde superior del DIMM hasta que las lengletas expulsoras
encajen en su lugar sobre las muescas de los extremos del DIMM.

8. Cierre el conducto de aire.

Paso 4: Instale el médulo del controlador

Después de reemplazar el componente en el médulo del controlador, debe volver a instalar el médulo del
controlador en el chasis.

Puede utilizar la animacion, el dibujo o los pasos escritos siguientes para instalar el médulo del controlador en
el chasis.

Animacion: Instale el médulo del controlador
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Pasos
1. Si aun no lo ha hecho, cierre el conducto de aire.

2. Alinee el extremo del médulo del controlador con la abertura del chasis y, a continuacion, empuje
suavemente el modulo del controlador hasta la mitad del sistema.

@ No inserte completamente el mddulo de la controladora en el chasis hasta que se le indique
hacerlo.

3. Cablee los puertos de gestion y consola de manera que pueda acceder al sistema para realizar las tareas
en las secciones siguientes.

@ Conectara el resto de los cables al moédulo del controlador mas adelante en este
procedimiento.

4. Complete la instalacion del médulo del controlador:

a. Con los pestillos de bloqueo, empuje firmemente el médulo del controlador en el chasis hasta que los
pestillos de bloqueo empiecen a elevarse.

@ No ejerza una fuerza excesiva al deslizar el modulo del controlador hacia el chasis para
evitar dafiar los conectores.

b. Coloque completamente el médulo del controlador en el chasis girando los pestillos de bloqueo hacia
arriba, inclinandolos de manera que borren los pasadores de bloqueo, empuje suavemente el
controlador hasta que encaje y, a continuacion, baje los pestillos de bloqueo a la posicion de bloqueo.

c. Conecte los cables de alimentacion a las fuentes de alimentacion, vuelva a instalar el collar de bloqueo
del cable de alimentacion y, a continuacion, conecte las fuentes de alimentacion a la fuente de
alimentacion.

El mdédulo del controlador comienza a arrancar tan pronto como se restaura la alimentacion. Esté
preparado para interrumpir el proceso de arranque.

d. Si aun no lo ha hecho, vuelva a instalar el dispositivo de administracion de cables.
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e. Interrumpa el proceso de arranque normal y arranque en EL CARGADOR pulsando Ctr1-C.

(D Si el sistema se detiene en el menu de inicio, seleccione la opcidn para arrancar EN EL
CARGADOR.

f. En el aviso del CARGADOR, introduzca bye Para reiniciar las tarjetas PCle y otros componentes.

Paso 5: Restaure el médulo de la controladora a su funcionamiento

Debe volver a conectar el sistema, devolver el médulo de controladora y, a continuacion, volver a habilitar el
retorno del control automatico.

Pasos
1. Recuperar el sistema, segin sea necesario.

Si ha quitado los convertidores de medios (QSFP o SFP), recuerde volver a instalarlos si esta utilizando
cables de fibra optica.

2. Devuelva el funcionamiento normal de la controladora y devuelva su almacenamiento: storage
failover giveback -ofnode impaired node name

3. Sila devolucion automatica esta desactivada, vuelva a habilitarla: storage failover modify -node
local -auto-giveback true

Paso 6: Vuelva a cambiar los agregados en una configuracion MetroCluster de dos nodos
Esta tarea solo se aplica a configuraciones MetroCluster de dos nodos.

Pasos

1. Compruebe que todos los nodos estén en el enabled provincia: metrocluster node show

cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

2. Compruebe que la resincronizacion se haya completado en todas las SVM: metrocluster vserver
show

3. Compruebe que las migraciones LIF automaticas que realizan las operaciones de reparacion se han
completado correctamente: metrocluster check 1if show

106



4. Lleve a cabo la conmutacion de estado mediante el metrocluster switchback comando desde
cualquier nodo del cluster superviviente.

5. Compruebe que la operacion de conmutacion de estado ha finalizado: metrocluster show

La operacion de conmutacién de estado ya esta en ejecucion cuando un cluster estd en el waiting-
for-switchback provincia:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

La operacion de conmutacion de estado se completa cuando los clusteres estan en el normal estado:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

Si una conmutacion de regreso tarda mucho tiempo en terminar, puede comprobar el estado de las lineas
base en curso utilizando el metrocluster config-replication resync-status show comando.

6. Restablecer cualquier configuracién de SnapMirror o SnapVault.

Paso 7: Devuelva la pieza que fallé a NetApp

Devuelva la pieza que ha fallado a NetApp, como se describe en las instrucciones de RMA que se suministran
con el kit. Consulte "Devolucion de piezas y sustituciones" la pagina para obtener mas informacion.

Un médulo de ventilador intercambiable en caliente: FAS8300 y FAS8700

Para cambiar un médulo de ventilador sin interrumpir el servicio, debe realizar una
secuencia especifica de tareas.

Debe sustituir el médulo de ventilador en un plazo de dos minutos a partir de extraerlo del
chasis. El flujo de aire del sistema se interrumpe y el médulo o los modulos del controlador se
apagan transcurridos dos minutos para evitar el sobrecalentamiento.

Puede utilizar la animacion, la ilustracién o los pasos escritos siguientes para intercambiar en caliente un
maodulo de ventilador.

Animacion - sustituya un ventilador
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Pasos

1.
2.

108

Si usted no esta ya conectado a tierra, correctamente tierra usted mismo.

Retire el bisel (si es necesario) con dos manos, sujetando las aberturas de cada lado del bisel y tirando de
€l hacia usted hasta que el bisel se suelte de los esparragos de bolas del bastidor del chasis.

Identifique el médulo de ventilador que debe sustituir comprobando los mensajes de error de la consola y
mirando el LED de atencion en cada modulo de ventilador.

Presione hacia abajo el pestillo de liberacion en la palanca de leva del médulo del ventilador y luego gire el
asa de leva hacia abajo.

El médulo del ventilador se mueve un poco lejos del chasis.

Tire del médulo del ventilador hacia fuera del chasis, asegurandose de que lo apoya con la mano libre
para que no se balancee del chasis.

(D Los modulos del ventilador son cortos. Apoye siempre la parte inferior del modulo de
ventilador con la mano libre para que no se caiga repentinamente del chasis y le haga dafio.

Apartar el médulo de ventilador.

Inserte el médulo de ventilador de sustitucidon en el chasis alineandolo con la abertura y, a continuacion,
deslizandolo hacia el chasis.



10.

1.

Empuje firmemente el asa de leva del modulo del ventilador de modo que quede asentado completamente
en el chasis.

El asa de leva se eleva ligeramente cuando el modulo del ventilador estéd completamente asentado.

Gire el asa de leva hasta su posicion cerrada, asegurandose de que el pestillo de liberacion de la palanca
de leva haga clic en la posicion bloqueada.

ElI LED de atencién no se debe encender después de que el ventilador esté colocado y haya girado hasta
alcanzar la velocidad de funcionamiento.

Alinee el bisel con los esparragos de bola y, a continuacién, empuje suavemente el bisel hacia los
esparragos de bola.

Devuelva la pieza que ha fallado a NetApp, como se describe en las instrucciones de RMA que se
suministran con el kit. Consulte "Devolucion de piezas y sustituciones" la pagina para obtener mas
informacion.

Sustituya un NVDIMM - FAS8300 y FAS8700

Debe sustituir el NVDIMM en el médulo de la controladora cuando el sistema se registre
de que la vida util del flash esta casi en un extremo o que el NVDIMM identificado no es
correcto en general; de lo contrario, se producira una alerta en el sistema.

Todos los demas componentes del sistema deben funcionar correctamente; si no es asi, debe ponerse en
contacto con el soporte técnico.

Debe sustituir el componente con errores por un componente FRU de repuesto que haya recibido de su
proveedor.

Paso 1: Apague el controlador dainado

Puede apagar o hacerse cargo de la controladora dafiada siguiendo diferentes procedimientos, en funcion de
la configuracion del hardware del sistema de almacenamiento.
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Opcion 1: Mayoria de las configuraciones

Para apagar el controlador dafiado, debe determinar el estado del controlador y, si es necesario, tomar el
control para que el controlador sano siga sirviendo datos del almacenamiento del controlador dafiado.

Acerca de esta tarea

* Si dispone de un sistema SAN, debe haber comprobado los mensajes de evento cluster kernel-
service show) para el blade SCSI de la controladora dafiada. “cluster kernel-service show El
comando (desde el modo avanzado priv) muestra el nombre del nodo, "estado del quérum” de ese
nodo, el estado de disponibilidad de ese nodo y el estado operativo de ese nodo.

Cada proceso SCSI-blade debe quérum con los otros nodos del cluster. Todos los problemas deben
resolverse antes de continuar con el reemplazo.

« Si tiene un cluster con mas de dos nodos, debe estar en quérum. Si el cluster no tiene quérum o si
una controladora en buen estado muestra falso segun su condicion, debe corregir el problema antes
de apagar la controladora dafiada; consulte "Sincronice un nodo con el cluster".

Pasos

1. Si AutoSupport esta habilitado, elimine la creacion automatica de casos invocando un mensaje de
AutoSupport:

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

El siguiente mensaje de AutoSupport suprime la creacion automatica de casos durante dos horas:

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. Desactivar devolucion automatica:

a. Ingrese el siguiente comando desde la consola del controlador en buen estado:
storage failover modify -node impaired node name -auto-giveback false

b. Ingresar y cuando vea el mensaje ";Desea desactivar la devolucion automatica?"

3. Lleve la controladora dafiada al aviso DEL CARGADOR:

Si el controlador dafiado esta Realice lo siguiente...
mostrando...
El aviso del CARGADOR Vaya al paso siguiente.

Esperando devolucion... Pulse Ctrl-C y, a continuacién, responda y cuando se le solicite.
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Si el controlador dafiado esta Realice lo siguiente...

mostrando...

Solicitud del sistema o solicitud
de contrasena

Retome o detenga el controlador dafiado del controlador en buen
estado:

storage failover takeover -ofnode
impaired node name -halt true

El parametro -halt true lleva al simbolo del sistema de Loader.

Opcidn 2: La controladora esta en un MetroCluster de dos nodos

Para apagar el controlador dafiado, debe determinar el estado del controlador vy, si es necesario, cambiar
el controlador para que el controlador correcto siga sirviendo datos del almacenamiento del controlador

dafiado.

Acerca de esta tarea

» Debe dejar las fuentes de alimentacion encendidas al final de este procedimiento para proporcionar
alimentacion a la controladora en buen estado.

Pasos

1. Compruebe el estado de MetroCluster para determinar si el controlador dafnado ha cambiado
automaticamente al controlador en buen estado: metrocluster show

2. En funcién de si se ha producido una conmutacién automatica, proceda segun la siguiente tabla:

Si el controlador esta
danado...

Se ha cambiado
automaticamente

No se ha cambiado
automaticamente

No se ha cambiado
automaticamente, ha intentado

Realice lo siguiente...

Continde con el proximo paso.

Realice una operacién de conmutacion de sitios planificada desde
el controlador en buen estado: metrocluster switchover

Revise los mensajes de veto y, si es posible, resuelva el problema
e inténtelo de nuevo. Si no puede resolver el problema, péongase

efectuar una conmutacioén con el en contacto con el soporte técnico.

metrocluster switchover
y se vetd la conmutacion

3. Resincronice los agregados de datos ejecutando el metrocluster heal -phase aggregates
comando del cluster superviviente.

controller A 1::> metrocluster heal -phase aggregates

[Job 130] Job succeeded: Heal Aggregates is successful.

Si la curacion es vetada, usted tiene la opcidn de reemitir el metrocluster heal con el
-override-vetoes parametro. Si utiliza este parametro opcional, el sistema anula cualquier vetoo
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suave que impida la operacion de reparacion.

4. Compruebe que se ha completado la operacién con el comando MetroCluster operation show.

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56
Errors: -

5. Compruebe el estado de los agregados mediante storage aggregate show comando.

controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2

raid dp, mirrored, normal...

6. Repare los agregados raiz mediante el metrocluster heal -phase root-aggregates

comando.

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

Si la curacion es vetada, usted tiene la opcidn de reemitir el metrocluster heal comando con el
parametro -override-vetoes. Si utiliza este parametro opcional, el sistema anula cualquier vetoo

suave que impida la operacion de reparacion.

7. Compruebe que la operacion reparar se ha completado mediante el metrocluster operation

show comando en el cluster de destino:

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42
Errors: -

8. En el moédulo del controlador dafiado, desconecte las fuentes de alimentacion.
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Paso 2: Extraiga el médulo del controlador

Para acceder a los componentes internos del médulo de controlador, debe extraer el médulo de controlador
del chasis.

Puede utilizar las siguientes ilustraciones o los pasos escritos para extraer el modulo del controlador del
chasis.

Animacién: Extraiga el modulo del controlador

o
¥

Pasos

1.
2.

Si usted no esta ya conectado a tierra, correctamente tierra usted mismo.

Suelte los retenes del cable de alimentacion y, a continuacion, desenchufe los cables de las fuentes de
alimentacion.

. Afloje el gancho y la correa de bucle que sujetan los cables al dispositivo de administracion de cables y, a

continuacion, desconecte los cables del sistema y los SFP (si fuera necesario) del médulo del controlador,
manteniendo un seguimiento del lugar en el que estaban conectados los cables.

Deje los cables en el dispositivo de administracion de cables de manera que cuando vuelva a instalar el
dispositivo de administracion de cables, los cables estén organizados.

. Retire el dispositivo de administracidon de cables del médulo del controlador y coldquelo aparte.

5. Presione los dos pestillos de bloqueo hacia abajo y, a continuacién, gire ambos pestillos hacia abajo al

mismo tiempo.
El médulo de la controladora se mueve ligeramente fuera del chasis.
. Deslice el médulo de la controladora para sacarlo del chasis.

Asegurese de que admite la parte inferior del médulo de la controladora cuando la deslice para sacarlo del
chasis.
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7. Coloque el médulo del controlador sobre una superficie plana y estable.

Paso 3: Sustituya el NVDIMM

Para sustituir el NVDIMM, debe localizarlo en el médulo de controlador mediante el mapa de FRU situado en
la parte superior del conducto de aire Mapa de FRU en la parte superior del elevador de ranura 1.

* EI LED NVDIMM parpadea mientras se separa el contenido cuando se detiene el sistema. Una vez
finalizado el destete, el LED se apaga.

» Aunque el contenido del NVDIMM esta cifrado, se recomienda borrar el contenido del NVDIMM antes de
reemplazarlo. Para obtener mas informacion, consulte "Declaracion de volatilidad" En el sitio de soporte de
NetApp.

@ Debe iniciar sesion en el sitio de soporte de NetApp para mostrar el Statement of volatile de
su sistema.

Puede utilizar la animacion, la ilustracion o los pasos escritos siguientes para sustituir el NVDIMM.

@ La animacion y la ilustraciéon muestran ranuras vacias para zocalos sin DIMM. Estos zdcalos
vacios se rellenan con espacios en blanco.

Animacion - sustituya el NVDIMM
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NVDIMM: Siot 11

SLOTS

128GB
2,4,13,15

2,4,7,9
13, 15, 18, 20

Pasos
1. Abra el conducto de aire y, a continuacion, localice el NVDIMM en la ranura 11 del modulo del controlador.

@ EI NVDIMM tiene un aspecto muy diferente al de los DIMM del sistema.

2. Extraiga el NVDIMM de su ranura empujando lentamente las dos lenguetas expulsoras NVDIMM de cada
lado del NVDIMM vy, a continuacion, extraiga el NVDIMM de la toma y coléquelo a un lado.

@ Sujete con cuidado el NVDIMM por los bordes para evitar la presion en los componentes de
la placa de circuitos NVDIMM.

3. Retire el NVDIMM de repuesto de la bolsa de transporte antiestatica, sujete el NVDIMM por las esquinas vy,
a continuacion, alinéelo con la ranura.

La muesca entre las patillas del NVDIMM debe alinearse con la lengleta del zécalo.
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4. Localice la ranura en la que va a instalar el NVDIMM.

5. Inserte el NVDIMM directamente en la ranura.

El NVDIMM encaja firmemente en la ranura, pero debe entrar facilmente. Si no es asi, realinee el NVDIMM
con la ranura y vuelva a insertarlo.

@ Inspeccione visualmente el NVDIMM para comprobar que esta alineado de forma uniforme
y completamente insertado en la ranura.

6. Empuje con cuidado, pero firmemente, en el borde superior del NVDIMM hasta que las lengletas
expulsoras encajen en su lugar sobre las muescas de los extremos del NVDIMM.

7. Cierre el conducto de aire.

Paso 4: Instale el médulo del controlador

Después de reemplazar el componente en el médulo de controlador, debe reinstalar el médulo de controlador
en el chasis y, a continuacion, arrancarlo.

Puede utilizar la animacion, ilustracion o los pasos escritos siguientes para instalar el médulo del controlador
en el chasis.

Animacion: Instale el médulo del controlador
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Pasos
1. Si aun no lo ha hecho, cierre el conducto de aire.

2. Alinee el extremo del médulo del controlador con la abertura del chasis y, a continuacion, empuje
suavemente el modulo del controlador hasta la mitad del sistema.

@ No inserte completamente el mddulo de la controladora en el chasis hasta que se le indique
hacerlo.

3. Cablee los puertos de gestion y consola de manera que pueda acceder al sistema para realizar las tareas
en las secciones siguientes.
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@ Conectara el resto de los cables al mddulo del controlador mas adelante en este
procedimiento.

4. Complete la instalacion del modulo del controlador:

a. Con los pestillos de bloqueo, empuje firmemente el médulo del controlador en el chasis hasta que los
pestillos de bloqueo empiecen a elevarse.

@ No ejerza una fuerza excesiva al deslizar el modulo del controlador hacia el chasis para
evitar dafiar los conectores.

b. Coloque completamente el médulo del controlador en el chasis girando los pestillos de bloqueo hacia
arriba, inclinandolos de manera que borren los pasadores de bloqueo, empuje suavemente el
controlador hasta que encaje y, a continuacion, baje los pestillos de bloqueo a la posicion de bloqueo.

c. Conecte los cables de alimentacioén a las fuentes de alimentacion, vuelva a instalar el collar de bloqueo
del cable de alimentacion y, a continuacion, conecte las fuentes de alimentacion a la fuente de
alimentacion.

El moédulo del controlador comienza a arrancar tan pronto como se restaura la alimentacion. Esté
preparado para interrumpir el proceso de arranque.

d. Si aun no lo ha hecho, vuelva a instalar el dispositivo de administracion de cables.

€. Interrumpa el proceso de arranque normal y arranque en EL CARGADOR pulsando Ctrl-C.

@ Si el sistema se detiene en el menu de inicio, seleccione la opcion para arrancar EN EL
CARGADOR.

f. En el aviso del CARGADOR, introduzca bye Para reiniciar las tarjetas PCle y otros componentes.

Paso 5: Restaure el moédulo de la controladora a su funcionamiento

Debe volver a conectar el sistema, devolver el médulo de controladora y, a continuacion, volver a habilitar el
retorno del control automatico.

Pasos

1. Recuperar el sistema, segun sea necesario.

Si ha quitado los convertidores de medios (QSFP o SFP), recuerde volver a instalarlos si esta utilizando
cables de fibra optica.

2. Devuelva el funcionamiento normal de la controladora y devuelva su almacenamiento: storage
failover giveback -ofnode "impaired node name’

3. Sila devolucion automatica esta desactivada, vuelva a habilitarla: storage failover modify -node
local -auto-giveback true

Paso 6: Vuelva a cambiar los agregados en una configuracion MetroCluster de dos nodos

Esta tarea solo se aplica a configuraciones MetroCluster de dos nodos.

Pasos

1. Compruebe que todos los nodos estén en el enabled provincia: metrocluster node show
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cluster B::> metrocluster node show

DR Configuration
Group Cluster Node State
1 cluster A

controller A 1 configured
completed
cluster B
controller B 1 configured
switchback recovery
2 entries were displayed.

DR
Mirroring Mode

enabled heal roots

enabled waiting for

Compruebe que la resincronizacion se haya completado en todas las SVM: metrocluster vserver

show

Compruebe que las migraciones LIF automaticas que realizan las operaciones de reparacion se han
completado correctamente: metrocluster check 1if show

Lleve a cabo la conmutacion de estado mediante el metrocluster switchback comando desde

cualquier nodo del cluster superviviente.

Compruebe que la operaciéon de conmutacion de estado ha finalizado: metrocluster show

La operacion de conmutacién de estado ya esta en ejecucion cuando un cluster esta en el waiting-

for-switchback provincia:

cluster B::> metrocluster show

Cluster Configuration State

Local: cluster B configured
Remote: cluster A configured

cluster B::> metrocluster show

waiting-

switchover

for-switchback

La operacion de conmutacion de estado se completa cuando los clusteres estan en el normal estado:

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

Si una conmutacion de regreso tarda mucho tiempo en terminar, puede comprobar el estado de las lineas

base en curso utilizando el metrocluster config-replication resync-status show comando.

6. Restablecer cualquier configuracion de SnapMirror o SnapVault.
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Paso 7: Devuelva la pieza que fall6 a NetApp

Devuelva la pieza que ha fallado a NetApp, como se describe en las instrucciones de RMA que se suministran
con el kit. Consulte "Devolucion de piezas y sustituciones" la pagina para obtener mas informacion.

Sustituya la bateria NVDIMM - FAS8300 y FAS8700

Para sustituir la bateria NVDIMM, debe extraer el moédulo de controlador, extraer la
bateria, sustituir la bateria y, a continuacion, volver a instalar el médulo de controlador.

Todos los demas componentes del sistema deben funcionar correctamente; si no es asi, debe ponerse en
contacto con el soporte técnico.

Paso 1: Apague el controlador dainado

Puede apagar o hacerse cargo de la controladora dafiada siguiendo diferentes procedimientos, en funcién de
la configuracion del hardware del sistema de almacenamiento.
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Opcion 1: Mayoria de las configuraciones
Para apagar el controlador dafiado, debe determinar el estado del controlador y, si es necesario, tomar el

control para que el controlador sano siga sirviendo datos del almacenamiento del controlador dafado.
Acerca de esta tarea

* Si dispone de un sistema SAN, debe haber comprobado los mensajes de evento cluster kernel-
service show) para el blade SCSI de la controladora dafiada. “cluster kernel-service show El
comando (desde el modo avanzado priv) muestra el nombre del nodo, "estado del quérum” de ese
nodo, el estado de disponibilidad de ese nodo y el estado operativo de ese nodo.

Cada proceso SCSI-blade debe quérum con los otros nodos del cluster. Todos los problemas deben
resolverse antes de continuar con el reemplazo.

« Si tiene un cluster con mas de dos nodos, debe estar en quérum. Si el cluster no tiene quérum o si
una controladora en buen estado muestra falso segun su condicion, debe corregir el problema antes
de apagar la controladora dafiada; consulte "Sincronice un nodo con el cluster".

Pasos

1. Si AutoSupport esta habilitado, elimine la creacion automatica de casos invocando un mensaje de
AutoSupport:

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

El siguiente mensaje de AutoSupport suprime la creacion automatica de casos durante dos horas:

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. Desactivar devolucion automatica:

a. Ingrese el siguiente comando desde la consola del controlador en buen estado:
storage failover modify -node impaired node name -auto-giveback false

b. Ingresar y cuando vea el mensaje ";Desea desactivar la devolucion automatica?"

3. Lleve la controladora dafiada al aviso DEL CARGADOR:

Si el controlador dafiado esta Realice lo siguiente...

mostrando...
El aviso del CARGADOR Vaya al paso siguiente.
Esperando devolucion... Pulse Ctrl-C y, a continuacién, responda y cuando se le solicite.

120


https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum

Si el controlador dafiado esta Realice lo siguiente...

mostrando...

Solicitud del sistema o solicitud
de contrasena

Retome o detenga el controlador dafiado del controlador en buen
estado:

storage failover takeover -ofnode
impaired node name -halt true

El parametro -halt true lleva al simbolo del sistema de Loader.

Opcidn 2: La controladora esta en un MetroCluster de dos nodos

Para apagar el controlador dafiado, debe determinar el estado del controlador vy, si es necesario, cambiar
el controlador para que el controlador correcto siga sirviendo datos del almacenamiento del controlador

dafiado.

Acerca de esta tarea

» Debe dejar las fuentes de alimentacion encendidas al final de este procedimiento para proporcionar
alimentacion a la controladora en buen estado.

Pasos

1. Compruebe el estado de MetroCluster para determinar si el controlador dafnado ha cambiado
automaticamente al controlador en buen estado: metrocluster show

2. En funcién de si se ha producido una conmutacién automatica, proceda segun la siguiente tabla:

Si el controlador esta
danado...

Se ha cambiado
automaticamente

No se ha cambiado
automaticamente

No se ha cambiado
automaticamente, ha intentado

Realice lo siguiente...

Continde con el proximo paso.

Realice una operacién de conmutacion de sitios planificada desde
el controlador en buen estado: metrocluster switchover

Revise los mensajes de veto y, si es posible, resuelva el problema
e inténtelo de nuevo. Si no puede resolver el problema, péongase

efectuar una conmutacioén con el en contacto con el soporte técnico.

metrocluster switchover
y se vetd la conmutacion

3. Resincronice los agregados de datos ejecutando el metrocluster heal -phase aggregates
comando del cluster superviviente.

controller A 1::> metrocluster heal -phase aggregates

[Job 130] Job succeeded: Heal Aggregates is successful.

Si la curacion es vetada, usted tiene la opcidn de reemitir el metrocluster heal con el
-override-vetoes parametro. Si utiliza este parametro opcional, el sistema anula cualquier vetoo
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suave que impida la operacion de reparacion.

4. Compruebe que se ha completado la operacién con el comando MetroCluster operation show.

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56
Errors: -

5. Compruebe el estado de los agregados mediante storage aggregate show comando.

controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2

raid dp, mirrored, normal...

6. Repare los agregados raiz mediante el metrocluster heal -phase root-aggregates

comando.

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

Si la curacion es vetada, usted tiene la opcidn de reemitir el metrocluster heal comando con el
parametro -override-vetoes. Si utiliza este parametro opcional, el sistema anula cualquier vetoo

suave que impida la operacion de reparacion.

7. Compruebe que la operacion reparar se ha completado mediante el metrocluster operation

show comando en el cluster de destino:

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42
Errors: -

8. En el moédulo del controlador dafiado, desconecte las fuentes de alimentacion.
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Paso 2: Extraiga el médulo del controlador

Para acceder a los componentes internos del médulo de controlador, debe extraer el médulo de controlador
del chasis.

Puede utilizar la animacion, la ilustracién o los pasos escritos siguientes para quitar el modulo del controlador
del chasis.

Animacién: Extraiga el modulo del controlador

o
¥

Pasos

1.
2.

Si usted no esta ya conectado a tierra, correctamente tierra usted mismo.

Suelte los retenes del cable de alimentacion y, a continuacion, desenchufe los cables de las fuentes de
alimentacion.

. Afloje el gancho y la correa de bucle que sujetan los cables al dispositivo de administracion de cables y, a
continuacion, desconecte los cables del sistema y los SFP (si fuera necesario) del médulo del controlador,
manteniendo un seguimiento del lugar en el que estaban conectados los cables.

Deje los cables en el dispositivo de administracion de cables de manera que cuando vuelva a instalar el
dispositivo de administracion de cables, los cables estén organizados.

. Retire el dispositivo de administracidon de cables del médulo del controlador y coldquelo aparte.

5. Presione los dos pestillos de bloqueo hacia abajo y, a continuacién, gire ambos pestillos hacia abajo al

mismo tiempo.
El médulo de la controladora se mueve ligeramente fuera del chasis.
. Deslice el médulo de la controladora para sacarlo del chasis.

Asegurese de que admite la parte inferior del médulo de la controladora cuando la deslice para sacarlo del
chasis.
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7. Coloque el médulo del controlador sobre una superficie plana y estable.

Paso 3: Sustituya la bateria NVDIMM

Para sustituir la bateria NVDIMM, debe extraer la bateria con errores del mdédulo de la controladora e instalar
la bateria de repuesto en el médulo de la controladora. Consulte el mapa de FRU dentro del médulo de la
controladora para localizar la bateria NVDIMM.

El LED NVDIMM parpadea mientras se separa el contenido cuando se detiene el sistema. Una vez finalizado
el destete, el LED se apaga.

Puede utilizar la animacion, la ilustracién o los pasos escritos siguientes para sustituir la bateria NVDIMM.

Animacion: Sustituya la bateria NVDIMM

Pasos
1. Abra el conducto de aire:

a. Presione las lenguetas de bloqueo de los lados del conducto de aire hacia el centro del médulo del
controlador.

b. Deslice el conducto de aire hacia la parte posterior del médulo del controlador y girelo hacia arriba
hasta su posicién completamente abierta.

2. Localice la bateria NVDIMM en el médulo de la controladora.
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3. Localice el enchufe de la bateria y apriete el clip en la parte frontal del enchufe de la bateria para liberar el
enchufe de la toma y, a continuacion, desenchufe el cable de la bateria de la toma.

4. Sujete la bateria, presione LA lenglieta de bloqueo azul marcada Y, a continuacion, levante la bateria para
sacarla del soporte y del médulo del controlador.

5. Extraiga la bateria de repuesto de su paquete.

6. Alinee el médulo de la bateria con la abertura de la bateria y, a continuacion, empuje suavemente la
bateria hasta que encaje en su sitio.

7. Vuelva a enchufar el enchufe de la bateria al médulo del controlador y, a continuacion, cierre el conducto
de aire.

Paso 4: Instale el médulo del controlador

Después de sustituir el componente en el médulo del controlador, debe volver a instalar el médulo del
controlador en el chasis y, a continuacion, reiniciarlo en el modo de mantenimiento.

Puede utilizar la animacion, ilustracion o los pasos escritos siguientes para instalar el médulo del controlador
en el chasis.

Animacion: Instale el médulo del controlador
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Pasos
1. Si aun no lo ha hecho, cierre el conducto de aire.

2. Alinee el extremo del médulo del controlador con la abertura del chasis y, a continuacion, empuje
suavemente el médulo del controlador hasta la mitad del sistema.

@ No inserte completamente el modulo de la controladora en el chasis hasta que se le indique
hacerlo.

3. Cablee los puertos de gestion y consola de manera que pueda acceder al sistema para realizar las tareas
en las secciones siguientes.
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@ Conectara el resto de los cables al mddulo del controlador mas adelante en este
procedimiento.

4. Complete la instalacion del modulo del controlador:

a. Con los pestillos de bloqueo, empuje firmemente el médulo del controlador en el chasis hasta que los
pestillos de bloqueo empiecen a elevarse.

@ No ejerza una fuerza excesiva al deslizar el modulo del controlador hacia el chasis para
evitar dafiar los conectores.

b. Coloque completamente el médulo del controlador en el chasis girando los pestillos de bloqueo hacia
arriba, inclinandolos de manera que borren los pasadores de bloqueo, empuje suavemente el
controlador hasta que encaje y, a continuacion, baje los pestillos de bloqueo a la posicion de bloqueo.

c. Conecte los cables de alimentacioén a las fuentes de alimentacion, vuelva a instalar el collar de bloqueo
del cable de alimentacion y, a continuacion, conecte las fuentes de alimentacion a la fuente de
alimentacion.

El moédulo del controlador comienza a arrancar tan pronto como se restaura la alimentacion. Esté
preparado para interrumpir el proceso de arranque.

d. Si aun no lo ha hecho, vuelva a instalar el dispositivo de administracion de cables.

€. Interrumpa el proceso de arranque normal y arranque en EL CARGADOR pulsando Ctrl-C.

@ Si el sistema se detiene en el menu de inicio, seleccione la opcion para arrancar EN EL
CARGADOR.

f. En el aviso del CARGADOR, introduzca bye Para reiniciar las tarjetas PCle y otros componentes.

Paso 5: Restaure el moédulo de la controladora a su funcionamiento

Debe volver a conectar el sistema, devolver el médulo de controladora y, a continuacion, volver a habilitar el
retorno del control automatico.

Pasos

1. Recuperar el sistema, segun sea necesario.

Si ha quitado los convertidores de medios (QSFP o SFP), recuerde volver a instalarlos si esta utilizando
cables de fibra optica.

2. Devuelva el funcionamiento normal de la controladora y devuelva su almacenamiento: storage
failover giveback -ofnode impaired node name

3. Sila devolucion automatica esta desactivada, vuelva a habilitarla: storage failover modify -node
local -auto-giveback true

Paso 6: Vuelva a cambiar los agregados en una configuracion MetroCluster de dos nodos

Esta tarea solo se aplica a configuraciones MetroCluster de dos nodos.

Pasos

1. Compruebe que todos los nodos estén en el enabled provincia: metrocluster node show
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cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

2. Compruebe que la resincronizacion se haya completado en todas las SVM: metrocluster vserver
show

3. Compruebe que las migraciones LIF automaticas que realizan las operaciones de reparacion se han
completado correctamente: metrocluster check 1if show

4. Lleve a cabo la conmutacion de estado mediante el metrocluster switchback comando desde
cualquier nodo del cluster superviviente.

5. Compruebe que la operacion de conmutacion de estado ha finalizado: metrocluster show

La operacion de conmutacién de estado ya esta en ejecucion cuando un cluster esta en el waiting-
for-switchback provincia:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

La operacion de conmutacion de estado se completa cuando los clusteres estan en el normal estado:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

Si una conmutacion de regreso tarda mucho tiempo en terminar, puede comprobar el estado de las lineas
base en curso utilizando el metrocluster config-replication resync-status show comando.

6. Restablecer cualquier configuracion de SnapMirror o SnapVault.
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Paso 7: Devuelva la pieza que fall6 a NetApp

Devuelva la pieza que ha fallado a NetApp, como se describe en las instrucciones de RMA que se suministran
con el kit. Consulte "Devolucion de piezas y sustituciones" la pagina para obtener mas informacion.

Sustituya una tarjeta PCle o intermedia - FAS8300 y FAS8700

Para sustituir una tarjeta PCle o intermedia, debe desconectar los cables y cualquier
modulo SFP y QSFP de las tarjetas, sustituir el PCle o la tarjeta intermedia con error y
volver a conectar las tarjetas.

» Puede utilizar este procedimiento con todas las versiones de ONTAP admitidas por el sistema

» Todos los demas componentes del sistema deben funcionar correctamente; si no es asi, debe ponerse en
contacto con el soporte técnico.

Paso 1: Apague el controlador dainado

Puede apagar o hacerse cargo de la controladora dafiada siguiendo diferentes procedimientos, en funcién de
la configuracion del hardware del sistema de almacenamiento.
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Opcion 1: Mayoria de las configuraciones
Para apagar el controlador dafiado, debe determinar el estado del controlador y, si es necesario, tomar el

control para que el controlador sano siga sirviendo datos del almacenamiento del controlador dafado.
Acerca de esta tarea

* Si dispone de un sistema SAN, debe haber comprobado los mensajes de evento cluster kernel-
service show) para el blade SCSI de la controladora dafiada. “cluster kernel-service show El
comando (desde el modo avanzado priv) muestra el nombre del nodo, "estado del quérum” de ese
nodo, el estado de disponibilidad de ese nodo y el estado operativo de ese nodo.

Cada proceso SCSI-blade debe quérum con los otros nodos del cluster. Todos los problemas deben
resolverse antes de continuar con el reemplazo.

« Si tiene un cluster con mas de dos nodos, debe estar en quérum. Si el cluster no tiene quérum o si
una controladora en buen estado muestra falso segun su condicion, debe corregir el problema antes
de apagar la controladora dafiada; consulte "Sincronice un nodo con el cluster".

Pasos

1. Si AutoSupport esta habilitado, elimine la creacion automatica de casos invocando un mensaje de
AutoSupport:

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

El siguiente mensaje de AutoSupport suprime la creacion automatica de casos durante dos horas:

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. Desactivar devolucion automatica:

a. Ingrese el siguiente comando desde la consola del controlador en buen estado:
storage failover modify -node impaired node name -auto-giveback false

b. Ingresar y cuando vea el mensaje ";Desea desactivar la devolucion automatica?"

3. Lleve la controladora dafiada al aviso DEL CARGADOR:

Si el controlador dafiado esta Realice lo siguiente...

mostrando...
El aviso del CARGADOR Vaya al paso siguiente.
Esperando devolucion... Pulse Ctrl-C y, a continuacién, responda y cuando se le solicite.
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Si el controlador dafiado esta Realice lo siguiente...
mostrando...

Solicitud del sistema o solicitud Retome o detenga el controlador dafiado del controlador en buen
de contrasena estado:

storage failover takeover -ofnode
impaired node name -halt true

El parametro -halt true lleva al simbolo del sistema de Loader.

Opcidn 2: La controladora esta en un MetroCluster de dos nodos

Para apagar el controlador dafiado, debe determinar el estado del controlador vy, si es necesario, cambiar
el controlador para que el controlador correcto siga sirviendo datos del almacenamiento del controlador
danado.

Acerca de esta tarea

» Debe dejar las fuentes de alimentacion encendidas al final de este procedimiento para proporcionar
alimentacion a la controladora en buen estado.

Pasos

1. Compruebe el estado de MetroCluster para determinar si el controlador dafnado ha cambiado
automaticamente al controlador en buen estado: metrocluster show

2. En funcién de si se ha producido una conmutacién automatica, proceda segun la siguiente tabla:

Si el controlador esta Realice lo siguiente...
dafado...
Se ha cambiado Continde con el proximo paso.

automaticamente

No se ha cambiado Realice una operacién de conmutacion de sitios planificada desde
automaticamente el controlador en buen estado: metrocluster switchover
No se ha cambiado Revise los mensajes de veto y, si es posible, resuelva el problema

automaticamente, ha intentado e inténtelo de nuevo. Si no puede resolver el problema, péngase
efectuar una conmutacioén con el en contacto con el soporte técnico.

metrocluster switchover

y se vetd la conmutacion

3. Resincronice los agregados de datos ejecutando el metrocluster heal -phase aggregates
comando del cluster superviviente.

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

Si la curacion es vetada, usted tiene la opcidn de reemitir el metrocluster heal con el
-override-vetoes parametro. Si utiliza este parametro opcional, el sistema anula cualquier vetoo
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suave que impida la operacion de reparacion.

4. Compruebe que se ha completado la operacién con el comando MetroCluster operation show.

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56
Errors: -

5. Compruebe el estado de los agregados mediante storage aggregate show comando.

controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2

raid dp, mirrored, normal...

6. Repare los agregados raiz mediante el metrocluster heal -phase root-aggregates
comando.

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

Si la curacion es vetada, usted tiene la opcidn de reemitir el metrocluster heal comando con el

parametro -override-vetoes. Si utiliza este parametro opcional, el sistema anula cualquier vetoo
suave que impida la operacion de reparacion.

7. Compruebe que la operacion reparar se ha completado mediante el metrocluster operation

show comando en el cluster de destino:

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42
Errors: -

8. En el moédulo del controlador dafiado, desconecte las fuentes de alimentacion.
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Paso 2: Extraiga el médulo del controlador

Para acceder a los componentes internos del médulo de controlador, debe extraer el médulo de controlador
del chasis.

Puede utilizar la animacion, la ilustracién o los pasos escritos siguientes para quitar el modulo del controlador
del chasis.

Animacién: Extraiga el modulo del controlador

o
¥

Pasos

1.
2.

Si usted no esta ya conectado a tierra, correctamente tierra usted mismo.

Suelte los retenes del cable de alimentacion y, a continuacion, desenchufe los cables de las fuentes de
alimentacion.

. Afloje el gancho y la correa de bucle que sujetan los cables al dispositivo de administracion de cables y, a

continuacion, desconecte los cables del sistema y los SFP (si fuera necesario) del médulo del controlador,
manteniendo un seguimiento del lugar en el que estaban conectados los cables.

Deje los cables en el dispositivo de administracion de cables de manera que cuando vuelva a instalar el
dispositivo de administracion de cables, los cables estén organizados.

. Retire el dispositivo de administracidon de cables del médulo del controlador y coldquelo aparte.

5. Presione los dos pestillos de bloqueo hacia abajo y, a continuacién, gire ambos pestillos hacia abajo al

mismo tiempo.
El médulo de la controladora se mueve ligeramente fuera del chasis.
. Deslice el médulo de la controladora para sacarlo del chasis.

Asegurese de que admite la parte inferior del médulo de la controladora cuando la deslice para sacarlo del
chasis.

132


https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=75b6fa91-96b9-4323-b156-aae10007c9a5

7. Coloque el médulo del controlador sobre una superficie plana y estable.

Paso 3: Sustituya una tarjeta PCle
Para sustituir una tarjeta PCle, debe localizar la tarjeta PCle con error, extraer la tarjeta vertical que contiene

la tarjeta del modulo de la controladora, sustituir la tarjeta y volver a instalar la tarjeta vertical PCle en el
maédulo de la controladora.

Puede utilizar la animacion, la ilustracion o los pasos escritos siguientes para sustituir una tarjeta PCle.

Animacion - reemplace una tarjeta PCle

PCle 23 PCle4-5

Pasos

1. Extraiga la tarjeta vertical que contiene la tarjeta que desea sustituir:

a. Abra el conducto de aire presionando las lenglietas de bloqueo de los lados del conducto de aire,
deslicelo hacia la parte posterior del médulo del controlador y girelo hasta su posicidon completamente
abierta.

b. Quite todos los médulos SFP o QSFP que puedan estar en las tarjetas PCle.

c. Gire el pestillo de bloqueo del elevador en el lado izquierdo del elevador hacia arriba y hacia el
conducto de aire.

La tarjeta vertical se eleva ligeramente del médulo del controlador.

d. Levante la tarjeta vertical y déjela a un lado en una superficie plana estable,
2. Extraiga la tarjeta PCle de la tarjeta vertical:

a. Gire la tarjeta vertical de forma que pueda acceder a la tarjeta PCle.
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b. Presione el soporte de bloqueo del lateral de la tarjeta vertical PCle y girelo a la posicion abierta.

c. Para elevadores 2 y 3 solamente, gire el panel lateral hacia arriba.

d. Extraiga la tarjeta PCle de la tarjeta vertical empujando suavemente el soporte y extraigala del zécalo.
3. Instale la tarjeta PCle de repuesto en la tarjeta vertical alineando la tarjeta con la toma, presione la tarjeta

en la toma y, a continuacion, cierre el panel lateral de la tarjeta vertical, si existe.

Asegurese de alinear correctamente la tarjeta en la ranura y ejercer una presién uniforme en la tarjeta
cuando la asiente en la toma. La tarjeta PCle debe estar colocada de forma completa y uniforme en la
ranura.

Si va a instalar una tarjeta en la ranura inferior y no puede ver bien el zécalo de la tarjeta,
extraiga la tarjeta superior para que pueda ver el zécalo de la tarjeta, instale la tarjeta y
vuelva a instalar la tarjeta que ha extraido de la ranura superior.

4. Vuelva a instalar la tarjeta vertical:

a. Alinee la tarjeta vertical con los pasadores en el lado de la toma vertical y baje la tarjeta vertical en los
pasadores.

b. Empuje la tarjeta vertical directamente en la toma de la placa base.
c. Gire el pestillo hacia abajo al mismo nivel que la chapa metélica de la tarjeta vertical.
Paso 4: Sustituya la tarjeta intermedia

La tarjeta mezzanine se encuentra bajo el nimero de tarjeta vertical 3 (ranuras 4 y 5). Debe extraer esa tarjeta
vertical para acceder a la tarjeta intermedia, sustituir la tarjeta intermedia y volver a instalar la tarjeta vertical
numero 3. Consulte el mapa de FRU en el médulo de la controladora para obtener mas informacion.

Puede utilizar la animacion, ilustracion o los pasos escritos siguientes para sustituir la tarjeta mezzanine.

Animacién - reemplace la tarjeta mezzanine
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Pasos
1. Extraiga la tarjeta vertical numero 3 (ranuras 4 y 5):

a. Abra el conducto de aire presionando las lengtietas de bloqueo de los lados del conducto de aire,
deslicelo hacia la parte posterior del médulo del controlador y girelo hasta su posicion completamente
abierta.

b. Quite todos los médulos SFP o QSFP que puedan estar en las tarjetas PCle.
c. Gire el pestillo de bloqueo del elevador en el lado izquierdo del elevador hacia arriba y hacia el
conducto de aire.

La tarjeta vertical se eleva ligeramente del médulo del controlador.

d. Levante la tarjeta vertical y déjela a un lado en una superficie plana y estable.
2. Sustituya la tarjeta mezzanine:
a. Retire cualquier médulo QSFP o SFP de la tarjeta.

b. Afloje los tornillos de apriete manual de la tarjeta intermedia y levante suavemente la tarjeta
directamente de la toma y déjela a un lado.

c. Alinee la tarjeta mezzanine de repuesto sobre la toma y los pasadores guia y empuje suavemente la
tarjeta hacia la toma.

d. Apriete los tornillos de apriete manual de la tarjeta intermedia.

3. Vuelva a instalar la tarjeta vertical:
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a. Alinee la tarjeta vertical con los pasadores en el lado de la toma vertical y baje la tarjeta vertical en los
pasadores.

b. Empuje la tarjeta vertical directamente en la toma de la placa base.
c. Gire el pestillo hacia abajo al mismo nivel que la chapa metalica de la tarjeta vertical.
Paso 5: Instale el médulo del controlador

Después de sustituir el componente en el médulo del controlador, debe volver a instalar el médulo del
controlador en el chasis y, a continuacion, reiniciarlo en el modo de mantenimiento.

Puede utilizar la animacion, ilustracion o los pasos escritos siguientes para instalar el médulo del controlador
en el chasis.

Animacion: Instale el médulo del controlador

Pasos
1. Si aun no lo ha hecho, cierre el conducto de aire.

2. Alinee el extremo del médulo del controlador con la abertura del chasis y, a continuacion, empuje
suavemente el médulo del controlador hasta la mitad del sistema.

@ No inserte completamente el modulo de la controladora en el chasis hasta que se le indique
hacerlo.

3. Recuperar el sistema, segun sea necesario.

Si ha quitado los convertidores de medios (QSFP o SFP), recuerde volver a instalarlos si esta utilizando
cables de fibra optica.

4. Complete la instalacion del modulo del controlador:

a. Con los pestillos de bloqueo, empuje firmemente el médulo de la controladora en el chasis hasta que
cumpla con el plano medio y esté completamente asentado.
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Los pestillos de bloqueo se elevan cuando el modulo del controlador esta completamente asentado.

@ No ejerza una fuerza excesiva al deslizar el médulo del controlador hacia el chasis para
evitar dafiar los conectores.

a. Conecte los cables de alimentacion a las fuentes de alimentacién, vuelva a instalar el collar de bloqueo
del cable de alimentacion y, a continuacion, conecte las fuentes de alimentacion a la fuente de
alimentacion.

El médulo del controlador comienza a arrancar tan pronto como se restaura la alimentacion. Esté
preparado para interrumpir el proceso de arranque.

b. Coloque completamente el médulo del controlador en el chasis girando los pestillos de bloqueo hacia
arriba, inclinandolos de manera que borren los pasadores de bloqueo, empuje suavemente el
controlador hasta que encaje y, a continuacion, baje los pestillos de bloqueo a la posicién de bloqueo.

c. Si aun no lo ha hecho, vuelva a instalar el dispositivo de administracion de cables.

d. Interrumpa el proceso de arranque normal y arranque en EL CARGADOR pulsando Ctr1-C.

@ Si el sistema se detiene en el menu de inicio, seleccione la opcion para arrancar EN EL
CARGADOR.

€. En el aviso del CARGADOR, introduzca bye Para reiniciar las tarjetas PCle y otros componentes y
dejar que se reinicie la controladora.

5. Devuelva el funcionamiento normal de la controladora y devuelva su almacenamiento: storage
failover giveback -ofnode impaired node name

6. Si la devolucidon automatica esta desactivada, vuelva a habilitarla: storage failover modify -node
local -auto-giveback true

Paso 6: Vuelva a cambiar los agregados en una configuracion MetroCluster de dos nodos
Esta tarea solo se aplica a configuraciones MetroCluster de dos nodos.

Pasos

1. Compruebe que todos los nodos estén en el enabled provincia: metrocluster node show
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cluster B::> metrocluster node show

DR Configuration
Group Cluster Node State
1 cluster A

controller A 1 configured
completed
cluster B
controller B 1 configured
switchback recovery
2 entries were displayed.

DR
Mirroring Mode

enabled heal roots

enabled waiting for

Compruebe que la resincronizacion se haya completado en todas las SVM: metrocluster vserver

show

Compruebe que las migraciones LIF automaticas que realizan las operaciones de reparacion se han
completado correctamente: metrocluster check 1if show

Lleve a cabo la conmutacion de estado mediante el metrocluster switchback comando desde

cualquier nodo del cluster superviviente.

Compruebe que la operaciéon de conmutacion de estado ha finalizado: metrocluster show

La operacion de conmutacién de estado ya esta en ejecucion cuando un cluster esta en el waiting-

for-switchback provincia:

cluster B::> metrocluster show

Cluster Configuration State

Local: cluster B configured
Remote: cluster A configured

cluster B::> metrocluster show

waiting-

switchover

for-switchback

La operacion de conmutacion de estado se completa cuando los clusteres estan en el normal estado:

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

Si una conmutacion de regreso tarda mucho tiempo en terminar, puede comprobar el estado de las lineas

base en curso utilizando el metrocluster config-replication resync-status show comando.

6. Restablecer cualquier configuracion de SnapMirror o SnapVault.
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Paso 7: Restaure el médulo del controlador a la operacion

Debe volver a conectar el sistema, devolver el médulo de controladora y, a continuacion, volver a habilitar el
retorno del control automatico.

Pasos

1. Recuperar el sistema, segun sea necesario.

Si ha quitado los convertidores de medios (QSFP o SFP), recuerde volver a instalarlos si esta utilizando
cables de fibra optica.

2. Devuelva el funcionamiento normal de la controladora y devuelva su almacenamiento: storage
failover giveback -ofnode impaired node name

3. Si la devolucién automatica esta desactivada, vuelva a habilitarla: storage failover modify -node
local -auto-giveback true

Paso 8: Devuelva la pieza que fallé a NetApp

Devuelva la pieza que ha fallado a NetApp, como se describe en las instrucciones de RMA que se suministran
con el kit. Consulte "Devolucion de piezas y sustituciones" la pagina para obtener mas informacion.

Intercambio en caliente de una fuente de alimentacién: FAS8300 y FAS8700

Para sustituir una fuente de alimentacion (PSU) es necesario desconectar la fuente de
alimentacion de destino de la fuente de alimentacion, desconectar el cable de
alimentacioén, quitar la fuente de alimentacion antigua e instalar la fuente de alimentacion
de reemplazo y, a continuacién, volver a conectar la fuente de alimentacion de
reemplazo.

* Los sistemas de alimentacion son redundantes y intercambiables en caliente.

 Este procedimiento se escribe para sustituir una fuente de alimentacion a la vez.

Se recomienda sustituir el suministro de alimentacién en un plazo de dos minutos tras

@ retirarlo del chasis. El sistema sigue funcionando, pero ONTAP envia mensajes a la consola
acerca del suministro de alimentacién degradado hasta que se reemplaza el suministro de
alimentacion.

@ No mezcle las PSU con diferentes niveles de eficiencia. Sustituya siempre como por
ejemplo.

Puede utilizar la animacion, ilustracion o los pasos escritos siguientes para sustituir la fuente de alimentacion.

Animacion: Sustituya una fuente de alimentacion
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Pasos

1. Si usted no esta ya conectado a tierra, correctamente tierra usted mismo.

2. Identifique la fuente de alimentacion que desea reemplazar, basandose en mensajes de error de la
consola o a través de los LED de las fuentes de alimentacion.

3. Desconecte la fuente de alimentacion:

a. Abra el retenedor del cable de alimentacion y, a continuacion, desconecte el cable de alimentacion de
la fuente de alimentacion.

b. Desconecte el cable de alimentacion de la fuente de alimentacion.
4. Retire la fuente de alimentacion:
a. Gire el asa de la leva para que pueda utilizarse para extraer la fuente de alimentacion del chasis.
b. Pulse la lengleta de bloqueo azul para liberar la fuente de alimentacion del chasis.
c. Con ambas manos, extraiga la fuente de alimentacion del chasis y, a continuacion, déjela a un lado.

5. Con ambas manos, sujete y alinee los bordes de la fuente de alimentacion con la abertura del médulo del
controlador y, a continuacién, empuje suavemente la fuente de alimentacion en el moédulo del controlador
hasta que la lenglUeta de bloqueo encaje en su sitio.

Las fuentes de alimentacion soélo se acoplaran correctamente al conector interno y se bloquearan de una
manera.

(D Para evitar dafiar el conector interno, no ejerza demasiada fuerza al deslizar la fuente de
alimentacién hacia el sistema.

6. Gire el mango de la leva de forma que quede alineado con la fuente de alimentacion.

7. Vuelva a conectar el cableado de la fuente de alimentacion:
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a. Vuelva a conectar el cable de alimentacion a la fuente de alimentacion y a la fuente de alimentacion.
b. Fije el cable de alimentacion a la fuente de alimentacion con el retenedor del cable de alimentacion.
Una vez restaurada la alimentacion de la fuente de alimentacion, el LED de estado deberia ser verde.
8. Devuelva la pieza que ha fallado a NetApp, como se describe en las instrucciones de RMA que se

suministran con el kit. Consulte "Devolucion de piezas y sustituciones" la pagina para obtener mas
informacion.

Sustituya la bateria del reloj en tiempo real - FAS8300 y FAS8700

Puede sustituir la bateria del reloj en tiempo real (RTC) en el mddulo del controlador de
manera que los servicios y aplicaciones del sistema que dependen de la sincronizacién
precisa del tiempo sigan funcionando.

» Puede utilizar este procedimiento con todas las versiones de ONTAP admitidas por el sistema

» Todos los demas componentes del sistema deben funcionar correctamente; si no es asi, debe ponerse en
contacto con el soporte técnico.

Paso 1: Apague el controlador dainado

Puede apagar o hacerse cargo de la controladora dafiada siguiendo diferentes procedimientos, en funcién de
la configuracion del hardware del sistema de almacenamiento.
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Opcion 1: Mayoria de las configuraciones
Para apagar el controlador dafiado, debe determinar el estado del controlador y, si es necesario, tomar el

control para que el controlador sano siga sirviendo datos del almacenamiento del controlador dafado.
Acerca de esta tarea

* Si dispone de un sistema SAN, debe haber comprobado los mensajes de evento cluster kernel-
service show) para el blade SCSI de la controladora dafiada. “cluster kernel-service show El
comando (desde el modo avanzado priv) muestra el nombre del nodo, "estado del quérum” de ese
nodo, el estado de disponibilidad de ese nodo y el estado operativo de ese nodo.

Cada proceso SCSI-blade debe quérum con los otros nodos del cluster. Todos los problemas deben
resolverse antes de continuar con el reemplazo.

« Si tiene un cluster con mas de dos nodos, debe estar en quérum. Si el cluster no tiene quérum o si
una controladora en buen estado muestra falso segun su condicion, debe corregir el problema antes
de apagar la controladora dafiada; consulte "Sincronice un nodo con el cluster".

Pasos

1. Si AutoSupport esta habilitado, elimine la creacion automatica de casos invocando un mensaje de
AutoSupport:

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

El siguiente mensaje de AutoSupport suprime la creacion automatica de casos durante dos horas:

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. Desactivar devolucion automatica:

a. Ingrese el siguiente comando desde la consola del controlador en buen estado:
storage failover modify -node impaired node name -auto-giveback false

b. Ingresar y cuando vea el mensaje ";Desea desactivar la devolucion automatica?"

3. Lleve la controladora dafiada al aviso DEL CARGADOR:

Si el controlador dafiado esta Realice lo siguiente...

mostrando...
El aviso del CARGADOR Vaya al paso siguiente.
Esperando devolucion... Pulse Ctrl-C y, a continuacién, responda y cuando se le solicite.
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Si el controlador dafiado esta Realice lo siguiente...

mostrando...

Solicitud del sistema o solicitud
de contrasena

Retome o detenga el controlador dafiado del controlador en buen
estado:

storage failover takeover -ofnode
impaired node name -halt true

El parametro -halt true lleva al simbolo del sistema de Loader.

Opcidn 2: La controladora esta en un MetroCluster de dos nodos

Para apagar el controlador dafiado, debe determinar el estado del controlador vy, si es necesario, cambiar
el controlador para que el controlador correcto siga sirviendo datos del almacenamiento del controlador

dafiado.

Acerca de esta tarea

» Debe dejar las fuentes de alimentacion encendidas al final de este procedimiento para proporcionar
alimentacion a la controladora en buen estado.

Pasos

1. Compruebe el estado de MetroCluster para determinar si el controlador dafnado ha cambiado
automaticamente al controlador en buen estado: metrocluster show

2. En funcién de si se ha producido una conmutacién automatica, proceda segun la siguiente tabla:

Si el controlador esta
danado...

Se ha cambiado
automaticamente

No se ha cambiado
automaticamente

No se ha cambiado
automaticamente, ha intentado

Realice lo siguiente...

Continde con el proximo paso.

Realice una operacién de conmutacion de sitios planificada desde
el controlador en buen estado: metrocluster switchover

Revise los mensajes de veto y, si es posible, resuelva el problema
e inténtelo de nuevo. Si no puede resolver el problema, péongase

efectuar una conmutacioén con el en contacto con el soporte técnico.

metrocluster switchover
y se vetd la conmutacion

3. Resincronice los agregados de datos ejecutando el metrocluster heal -phase aggregates
comando del cluster superviviente.

controller A 1::> metrocluster heal -phase aggregates

[Job 130] Job succeeded: Heal Aggregates is successful.

Si la curacion es vetada, usted tiene la opcidn de reemitir el metrocluster heal con el
-override-vetoes parametro. Si utiliza este parametro opcional, el sistema anula cualquier vetoo
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suave que impida la operacion de reparacion.

4. Compruebe que se ha completado la operacién con el comando MetroCluster operation show.

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56
Errors: -

5. Compruebe el estado de los agregados mediante storage aggregate show comando.

controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2

raid dp, mirrored, normal...

6. Repare los agregados raiz mediante el metrocluster heal -phase root-aggregates

comando.

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

Si la curacion es vetada, usted tiene la opcidn de reemitir el metrocluster heal comando con el
parametro -override-vetoes. Si utiliza este parametro opcional, el sistema anula cualquier vetoo

suave que impida la operacion de reparacion.

7. Compruebe que la operacion reparar se ha completado mediante el metrocluster operation

show comando en el cluster de destino:

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42
Errors: -

8. En el moédulo del controlador dafiado, desconecte las fuentes de alimentacion.
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Paso 2: Extraiga el médulo del controlador

Para acceder a los componentes internos del médulo de controlador, debe extraer el médulo de controlador
del chasis.

Puede utilizar la animacion, la ilustracién o los pasos escritos siguientes para quitar el modulo del controlador
del chasis.

Animacién: Extraiga el modulo del controlador

o
¥

Pasos

1.
2.

Si usted no esta ya conectado a tierra, correctamente tierra usted mismo.

Suelte los retenes del cable de alimentacion y, a continuacion, desenchufe los cables de las fuentes de
alimentacion.

. Afloje el gancho y la correa de bucle que sujetan los cables al dispositivo de administracion de cables y, a
continuacion, desconecte los cables del sistema y los SFP (si fuera necesario) del médulo del controlador,
manteniendo un seguimiento del lugar en el que estaban conectados los cables.

Deje los cables en el dispositivo de administracion de cables de manera que cuando vuelva a instalar el
dispositivo de administracion de cables, los cables estén organizados.

. Retire el dispositivo de administracidon de cables del médulo del controlador y coldquelo aparte.

5. Presione los dos pestillos de bloqueo hacia abajo y, a continuacién, gire ambos pestillos hacia abajo al

mismo tiempo.
El médulo de la controladora se mueve ligeramente fuera del chasis.
. Deslice el médulo de la controladora para sacarlo del chasis.

Asegurese de que admite la parte inferior del médulo de la controladora cuando la deslice para sacarlo del
chasis.
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7. Coloque el médulo del controlador sobre una superficie plana y estable.

Paso 3: Sustituya la bateria RTC

Debe localizar la bateria RTC dentro del médulo del controlador y seguir la secuencia especifica de pasos.
Consulte el mapa de FRU situado dentro del modulo del controlador para conocer la ubicacion de la bateria
RTC.

Puede utilizar la animacion, la ilustracion o los pasos escritos siguientes para sustituir la bateria RTC.

Animacion: Sustituya la bateria RTC

Pasos
1. Si usted no esta ya conectado a tierra, correctamente tierra usted mismo.

2. Abra el conducto de aire:

a. Presione las lenguetas de bloqueo de los lados del conducto de aire hacia el centro del médulo del
controlador.

b. Deslice el conducto de aire hacia la parte posterior del médulo del controlador y girelo hacia arriba
hasta su posicién completamente abierta.

3. Localice, retire y sustituya la bateria RTC:

a. Mediante el mapa de FRU, localice la bateria RTC en el moédulo del controlador.
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b. Tire suavemente de la bateria para separarla del soporte, girela del soporte y, a continuacion,
levantela para sacarla del soporte.

Tenga en cuenta la polaridad de la bateria mientras la retira del soporte. La bateria esta
marcada con un signo mas y debe colocarse en el soporte correctamente. Un signo
mas cerca del soporte le indica como debe colocarse la bateria.

c. Retire la bateria de repuesto de la bolsa de transporte antiestatica.

d. Observe la polaridad de la bateria RTC y, a continuacion, insértela en el soporte inclinando la bateria
en un angulo y empujando hacia abajo.

4. Inspeccione visualmente la bateria para asegurarse de que estd completamente instalada en el soporte y
de que la polaridad es correcta.

5. Cierre el conducto de aire.

Paso 4: Vuelva a instalar el médulo del controlador y ajuste la fecha y hora después de sustituir la
bateria RTC

Después de sustituir un componente dentro del médulo del controlador, debe volver a instalar el médulo del
controlador en el chasis del sistema, restablecer la fecha y la hora en el controlador y, a continuacion,
reiniciarlo.

Puede utilizar la animacién, ilustracion o los pasos escritos siguientes para instalar el médulo del controlador
en el chasis.

Animacion: Instale el médulo del controlador

4

Pasos
1. Si aun no lo ha hecho, cierre la cubierta del conducto de aire o del médulo del controlador.

2. Alinee el extremo del médulo del controlador con la abertura del chasis y, a continuacion, empuje
suavemente el modulo del controlador hasta la mitad del sistema.

No inserte completamente el médulo de la controladora en el chasis hasta que se le indique hacerlo.
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3. Recuperar el sistema, segun sea necesario.

Si ha quitado los convertidores de medios (QSFP o SFP), recuerde volver a instalarlos si esta utilizando
cables de fibra optica.

4. Complete la instalacion del médulo del controlador:

a. Con los pestillos de bloqueo, empuje firmemente el médulo de la controladora en el chasis hasta que
cumpla con el plano medio y esté completamente asentado.

Los pestillos de bloqueo se elevan cuando el médulo del controlador esta completamente asentado.

@ No ejerza una fuerza excesiva al deslizar el modulo del controlador hacia el chasis para
evitar dafiar los conectores.

a. Coloque completamente el médulo del controlador en el chasis girando los pestillos de bloqueo hacia
arriba, inclinandolos de manera que borren los pasadores de bloqueo, empuje suavemente el
controlador hasta que encaje y, a continuacion, baje los pestillos de bloqueo a la posicion de bloqueo.

b. Conecte los cables de alimentacion a las fuentes de alimentacion, vuelva a instalar el collar de bloqueo
del cable de alimentacion y, a continuacion, conecte las fuentes de alimentacion a la fuente de
alimentacion.

El médulo del controlador comienza a arrancar tan pronto como se restaura la alimentacion. Esté
preparado para interrumpir el proceso de arranque.

c. Si aun no lo ha hecho, vuelva a instalar el dispositivo de administracion de cables.

d. Interrumpa el proceso de arranque normal y arranque en EL CARGADOR pulsando Ctr1-C.

@ Si el sistema se detiene en el menu de inicio, seleccione la opcion para arrancar EN EL
CARGADOR.
5. Restablezca la hora y la fecha en la controladora:
a. Compruebe la fecha y la hora en el controlador en buen estado con el show date comando.
b. En el aviso DEL CARGADOR en la controladora de destino, compruebe la hora y la fecha.
C. Si es necesario, modifique la fecha con el set date mm/dd/yyyy comando.
d. Si es necesario, ajuste la hora en GMT utilizando set time hh:mm:ss comando.
e. Confirme la fecha y la hora en la controladora de destino.

6. En el aviso del CARGADOR, introduzca bye Para reiniciar las tarjetas PCle y otros componentes y dejar
que se reinicie la controladora.

7. Devuelva el funcionamiento normal de la controladora y devuelva su almacenamiento: storage
failover giveback -ofnode impaired node name

8. Si la devoluciéon automatica esta desactivada, vuelva a habilitarla: storage failover modify -node
local -auto-giveback true

Paso 5: Vuelva a cambiar los agregados en una configuracion MetroCluster de dos nodos

Esta tarea solo se aplica a configuraciones MetroCluster de dos nodos.
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Pasos

1. Compruebe que todos los nodos estén en el enabled provincia: metrocluster node show

cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

2. Compruebe que la resincronizacion se haya completado en todas las SVM: metrocluster vserver
show

3. Compruebe que las migraciones LIF automaticas que realizan las operaciones de reparacion se han

Cco

mpletado correctamente: metrocluster check 1if show

4. Lleve a cabo la conmutacion de estado mediante el metrocluster switchback comando desde

Cu

alquier nodo del cluster superviviente.

5. Compruebe que la operacion de conmutacion de estado ha finalizado: metrocluster show

La

operaciéon de conmutacion de estado ya esta en ejecucion cuando un cluster esta en el waiting-

for-switchback provincia:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

La operacion de conmutacion de estado se completa cuando los clusteres estan en el normal estado:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

Si una conmutacion de regreso tarda mucho tiempo en terminar, puede comprobar el estado de las lineas
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base en curso utilizando el metrocluster config-replication resync-status show comando.

6. Restablecer cualquier configuracién de SnapMirror o SnapVault.

Paso 6: Devuelva la pieza que fallé a NetApp

Devuelva la pieza que ha fallado a NetApp, como se describe en las instrucciones de RMA que se suministran
con el kit. Consulte "Devolucion de piezas y sustituciones" la pagina para obtener mas informacion.

Especificaciones clave

Especificaciones clave del FAS8300

Las siguientes son especificaciones seleccionadas para el sistema de almacenamiento
FAS8300 en un solo par de alta disponibilidad. Visite NetApp Hardware Universe (HWU)
para conocer las especificaciones completas de este sistema de almacenamiento.

Especificaciones del FAS8300 de un vistazo

» Configuracion de la plataforma: par HA de chasis unico FAS8300 , paquete Ethernet
» Capacidad maxima bruta: 15.0000 PB

* Memoria: 256.0000 GB

 Factor de forma: chasis 4U con 2 controladores HA

* Version de ONTAP : ONTAP: 9.16.1P2

* Ranuras de expansion PCle: 14

* Version minima de ONTAP : ONTAP 9.7RCA1

Maximos de escalamiento

 Tipo: NAS; Pares HA: 12; Capacidad bruta: 180,0 PB / 159,9 PiB; Memoria maxima: 3072 GB
 Tipo: SAN; Pares HA: 6; Capacidad bruta: 90,0 PB / 79,9 PiB; Memoria maxima: 1536 GB
* Tipo: Par HA; Capacidad bruta: 15,0 PB / 13,3 PiB; Memoria maxima: 256,0000

E/S

E/S integrada

* Protocolo: Ethernet 100 Gbps; Puertos: 4
* Protocolo: Ethernet 25 Gbps; Puertos: 12
* Protocolo: SAS 12 Gbps; Puertos: 8

E/S total

 Protocolo: Ethernet 100 Gbps; Puertos: 20
* Protocolo: Ethernet 25 Gbps; Puertos: 28
* Protocolo: Ethernet 10 Gbps; Puertos: 32
* Protocolo: FC 32 Gbps; Puertos: 32
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* Protocolo: NVMe/FC 32 Gbps; Puertos: 32
e Puertos: 0
* Protocolo: SAS 12 Gbps; Puertos: 40

Puertos de gestion

* Protocolo: Ethernet 1 Gbps; Puertos: 2
* Protocolo: RS-232 115 Kbps; Puertos: 4
 Protocolo: USB 12 Mbps; Puertos: 4

Redes de almacenamiento compatibles

» CIFS

* FC

* iSCSI

* NFS v3

* NFS v4.0

* NFS v4.1

* NFS v4.2

* NVMe/FC
* NVMe/TCP
+ S3

» S3 con NAS
*+ SMB 2.0

* SMB 2.1

* SMB 2.x

*+ SMB 3.0

* SMB 3.1

+ SMB 3.1.1

Especificaciones del entorno del sistema

» Potencia tipica: 4024 BTU/h

* Potencia en el peor de los casos: 5017 BTU/h

* Peso: 108,5 Ib 49,2 kg

* Altura: 4U

» Ancho: compatible con rack IEC de 19” (17,6” 44,7 cm)

» Profundidad: 32,6” (34,7” con soporte para gestion de cables)

» Temperatura/altitud/humedad de funcionamiento: 10 °C a 35 °C (50 °F a 95 °F) a una altitud de hasta 3048
m (10 000 pies); humedad relativa del 8 % al 80 %, sin condensacién

» Temperatura’humedad sin funcionamiento: -40 °C a 70 °C (-40 °F a 158 °F) hasta 12192 m (40000 pies)
10 % a 95 % de humedad relativa, sin condensacion, en el contenedor original

151



* Ruido acustico: Potencia sonora declarada (LwAd): 8,5 Presion sonora (LpAm) (posiciones de
transeuntes): 67,2 dB

Cumplimiento

 Certificaciones EMC/EMI: AMCA, FCC, ICES, KC, Marruecos, VCCI

+ Certificaciones seguridad: BIS, CB, CSA, G_K_U-SoR, IRAM, NOM, NRCS, SONCAP, TBS
» Certificaciones Seguridad/EMC/EMI: EAC, UKRSEPRO

* Certificaciones Seguridad/EMC/EMI/RoHS: BSMI, CE DoC, UKCA DoC

» Estandares EMC/EMI: BS-EN-55024, BS-EN55035, CISPR 32, EN55022, EN55024, EN55032, EN55035,
EN61000-3-2, EN61000-3-3, FCC Parte 15 Clase A, ICES-003, KS C 9832, KS C 9835

» Normas de seguridad: ANSI/UL60950-1, ANSI/UL62368-1, BS-EN62368-1, CAN/CSA C22.2 n.° 60950-1,
CAN/CSA C22.2 n.° 62368-1, CNS 14336, EN60825-1, EN62368-1, IEC 62368-1, IEC60950-1, IS 13252
(parte 1)

Alta disponibilidad

« Controlador de administracion de placa base (BMC) basado en Ethernet e interfaz de administraciéon
ONTAP

» Controladores redundantes intercambiables en caliente
* Fuentes de alimentacion redundantes intercambiables en caliente

» Gestidon en banda de SAS mediante conexiones SAS para estanterias externas [//] 2025-10-15 ontap-
systems-internal/issues/1357

Especificaciones clave del FAS8700

Las siguientes son especificaciones seleccionadas para el sistema de almacenamiento
FAS8700 en un solo par de alta disponibilidad. Visite NetApp Hardware Universe (HWU)
para conocer las especificaciones completas de este sistema de almacenamiento.

Especificaciones del FAS8700 de un vistazo

« Configuracion de la plataforma: par HA de chasis unico FAS8700 , paquete Ethernet
» Capacidad maxima bruta: 15.0000 PB

* Memoria: 512.0000 GB

 Factor de forma: chasis 4U con 2 controladores HA

* Version de ONTAP : ONTAP: 9.16.1P2

* Ranuras de expansion PCle: 14

* Versién minima de ONTAP : ONTAP 9.7RC1

Maximos de escalamiento

 Tipo: NAS; Pares HA: 12; Capacidad bruta: 180,0 PB / 159,9 PiB; Memoria maxima: 6144 GB
» Tipo: SAN; Pares HA: 6; Capacidad bruta: 90,0 PB / 79,9 PiB; Memoria maxima: 3072 GB
* Tipo: Par HA; Capacidad bruta: 15,0 PB / 13,3 PiB; Memoria maxima: 512,0000
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E/S

E/S integrada

* Protocolo: Ethernet 100 Gbps; Puertos: 4
* Protocolo: Ethernet 25 Gbps; Puertos: 12
* Protocolo: SAS 12 Gbps; Puertos: 8

E/S total

* Protocolo: Ethernet 100 Gbps; Puertos: 20
* Protocolo: Ethernet 25 Gbps; Puertos: 28
* Protocolo: Ethernet 10 Gbps; Puertos: 32
* Protocolo: FC 32 Gbps; Puertos: 32

* Protocolo: NVMe/FC 32 Gbps; Puertos: 32
* Puertos: 0

* Protocolo: SAS 12 Gbps; Puertos: 40

Puertos de gestion

* Protocolo: Ethernet 1 Gbps; Puertos: 2
* Protocolo: RS-232 115 Kbps; Puertos: 4
* Protocolo: USB 12 Mbps; Puertos: 4

Redes de almacenamiento compatibles

» CIFS

« FC

* iSCSI

* NFSv3

* NFS v4.0

* NFS v4.1

* NFS v4.2

* NVMe/FC
* NVMe/TCP
+ S3

» S3 con NAS
SMB 2.0
SMB 2.1

* SMB 2.x
SMB 3.0
SMB 3.1
SMB 3.1.1
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Especificaciones del entorno del sistema

* Potencia tipica: 5430 BTU/h

» Potencia en el peor de los casos: 5796 BTU/h

* Peso: 108,9 1b 49,4 kg

* Altura: 4U

» Ancho: compatible con rack IEC de 19” (17,6” 44,7 cm)

* Profundidad: 32,6” (34,7” con soporte para gestion de cables)

» Temperatura/altitud/humedad de funcionamiento: 10 °C a 35 °C (50 °F a 95 °F) a una altitud de hasta 3048
m (10 000 pies); humedad relativa del 8 % al 80 %, sin condensacién

» Temperatura/humedad sin funcionamiento: -40 °C a 70 °C (-40 °F a 158 °F) hasta 12192 m (40000 pies)
10 % a 95 % de humedad relativa, sin condensacién, en el contenedor original

* Ruido acustico: Potencia sonora declarada (LwAd): 8,5 Presién sonora (LpAm) (posiciones de
transeuntes): 67,2 dB

Cumplimiento

» Certificaciones EMC/EMI: AMCA, FCC, ICES, KC, Marruecos, VCCI

« Certificaciones seguridad: BIS, CB, CSA, G_K_ U-SoR, IRAM, NOM, NRCS, SONCAP, TBS
« Certificaciones Seguridad/EMC/EMI: EAC, UKRSEPRO

* Certificaciones Seguridad/EMC/EMI/RoHS: BSMI, CE DoC, UKCA DoC

» Estandares EMC/EMI: BS-EN-55024, BS-EN55035, CISPR 32, EN55022, EN55024, EN55032, EN55035,
EN61000-3-2, EN61000-3-3, FCC Parte 15 Clase A, ICES-003, KS C 9832, KS C 9835

* Normas de seguridad: ANSI/UL60950-1, ANSI/UL62368-1, BS-EN62368-1, CAN/CSA C22.2 n.° 60950-1,
CAN/CSA C22.2 n.° 62368-1, CNS 14336, EN60825-1, EN62368-1, IEC 62368-1, IEC60950-1, IS 13252
(parte 1)

Alta disponibilidad

» Controlador de administracion de placa base (BMC) basado en Ethernet e interfaz de administracién
ONTAP

» Controladores redundantes intercambiables en caliente
* Fuentes de alimentacion redundantes intercambiables en caliente

» Gestion en banda de SAS mediante conexiones SAS para estanterias externas [//] 2025-10-15 ontap-
systems-internal/issues/1357
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