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Administrar ONTAP tools for VMware vSphere

Descripcion general del panel de control de las ONTAP
tools for VMware vSphere

Cuando selecciona el icono del complemento de ONTAP tools for VMware vSphere en la
seccion de accesos directos del cliente vCenter, la interfaz de usuario navega a la pagina
de descripcion general. Esta pagina actua como un panel que le proporciona el resumen
de las ONTAP tools for VMware vSphere .

En el caso de la configuracion del modo vinculado mejorado (ELM), aparece el menu desplegable de
seleccion de vCenter Server y puede seleccionar el vCenter Server que desee para ver los datos relevantes
para él. Este menu desplegable esta disponible para todas las demas vistas de listado del complemento. La
seleccion de vCenter Server realizada en una pagina persiste en las pestanas del

complemento.

«

Overview [orscoves vCanter Server 10453779« (B) v

(ni Overview - =
= storage backends
O Protection hd Storage backends - capacity

Host cluster relationships
€ settings 1 1 1285 TB 188.75 GB
& Sippont USED AND RESERVED ~ PHYSICAL AVAILABLE
=] Reports v Storage backends ——
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irtual machines o Unhealthy
Datastores
VASA provider status: @ Connected A AL B A ARG 15
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Name vCenter VM latency vCenter VM Max datastore latency Total datastore IOPS Avg datastore
{Top10 L) committed capacity throughput

VM1 10 ms 2008 Mms 125K 95 Bytes/s
VM2 20ms 3008 22ms 75K 75 Bytes/s

VM3 10 ms 1508 13ms 10.7K B0 Bytes/s

Desde la pagina de descripcion general, puede ejecutar la accion Descubrimiento. La accion de
descubrimiento ejecuta el descubrimiento a nivel de vCenter para detectar cualquier backend de
almacenamiento, host, almacén de datos y estado/relaciones de proteccion recientemente agregados o
actualizados. Puede ejecutar un descubrimiento de entidades a pedido sin tener que esperar el
descubrimiento programado.

@ El botdn de accion se habilitara solo si tiene el privilegio de realizar la accion de descubrimiento.

Una vez enviada la solicitud de descubrimiento, puede seguir el progreso de la accion en el panel de tareas
recientes.

El tablero tiene varias tarjetas que muestran diferentes elementos del sistema. La siguiente tabla muestra las
diferentes cartas y lo que representan.

Tarjeta Descripcion



Estado

Backends de almacenamiento - Capacidad

Maquinas virtuales

Almacenes de datos

Tarjeta de conformidad del host ESXi

La tarjeta de estado muestra la cantidad de backends
de almacenamiento y el estado general de salud de
los backends de almacenamiento y del proveedor
VASA. El estado de los backends de almacenamiento
se muestra como Saludable cuando el estado de
todos los backends de almacenamiento es normal y
se muestra como No saludable si alguno de los
backends de almacenamiento tiene un problema
(estado Desconocido/Inalcanzable/Degradado).
Seleccione la informacion sobre herramientas para
abrir los detalles de estado de los backends de
almacenamiento. Puede seleccionar cualquier
backend de almacenamiento para obtener mas
detalles. El enlace Otros estados del proveedor
VASA muestra el estado actual del proveedor VASA
que esta registrado en vCenter Server.

Esta tarjeta muestra la capacidad agregada, utilizada
y disponible, de todos los backends de
almacenamiento para la instancia de vCenter Server
seleccionada. En el caso de los sistemas de
almacenamiento ASA r2, los datos de capacidad no
se muestran porque se trata de un sistema
desagregado.

Esta tarjeta muestra las 10 principales maquinas
virtuales ordenadas por métrica de rendimiento.
Puede seleccionar el encabezado para obtener las 10
magquinas virtuales principales para la métrica
seleccionada ordenadas en orden ascendente o
descendente. Los cambios de clasificacion vy filtrado
realizados en la tarjeta persisten hasta que usted
cambie o borre la memoria caché del navegador.

Esta tarjeta muestra los 10 principales almacenes de
datos ordenados segun una métrica de rendimiento.
Puede seleccionar el encabezado para obtener los 10
principales almacenes de datos para la métrica
seleccionada ordenados en orden ascendente o
descendente. Los cambios de clasificacion vy filtrado
realizados en la tarjeta persisten hasta que usted
cambie o borre la memoria caché del navegador. Hay
un menu desplegable Tipo de almacén de datos para
seleccionar el tipo de almacén de datos: NFS, VMFS
o vVols.

Esta tarjeta muestra el estado de cumplimiento
general de todas las configuraciones de hosts ESXi
(para el vCenter seleccionado) con respecto a las
configuraciones de host NetApp recomendadas por
grupo/categoria de configuracion. Puede seleccionar
el enlace Aplicar configuracion recomendada para
aplicar la configuracion recomendada. Puede
seleccionar el estado compatible de los hosts para ver
la lista de hosts.



Interfaz de usuario del administrador de herramientas de
ONTAP

Las ONTAP tools for VMware vSphere son un sistema multiinquilino que puede
administrar multiples instancias de vCenter Server. El administrador de herramientas de
ONTAP proporciona mas control al administrador de ONTAP tools for VMware vSphere
sobre las instancias de vCenter Server administradas y los backends de almacenamiento
incorporados.

El administrador de herramientas de ONTAP ayuda en:

« Administracion de instancias de vCenter Server: agregue y administre instancias de vCenter Server a las
herramientas de ONTAP .

« Administracion del backend de almacenamiento: agregue y administre clisteres de almacenamiento de
ONTAP a las ONTAP tools for VMware vSphere y asignelos a instancias de vCenter Server integradas a
nivel mundial.

» Descargas de paquetes de registros: recopile archivos de registro para ONTAP tools for VMware vSphere.

» Gestion de certificados: cambie el certificado autofirmado a un certificado CA personalizado y renueve o
actualice todos los certificados del proveedor VASA y las herramientas ONTAP .

» Gestion de contrasefas: restablece la contrasefia de la aplicacion OVA del usuario.

Para acceder al Administrador de herramientas de ONTAP , inicie
https://<ONTAPtoolsIP>:8443/virtualization/ui/ desde el navegador e inicie sesion con las
credenciales de administrador de las ONTAP tools for VMware vSphere que proporcioné durante la
implementacion.

La seccion de descripcion general del Administrador de herramientas de ONTAP ayuda a administrar la
configuracion del dispositivo, como la administracion de servicios, el aumento del tamano de los nodos y la
habilitacién de alta disponibilidad (HA). También puede monitorear la informacion general de las herramientas
ONTAP relacionadas con los nodos, como el estado, los detalles de la red y las alertas.

I onTar tools Manager

@ Overview Overview ‘ EDIT APPLIANCE SETTINGS
[\ Alerts
5| Jobs Appliance Alerts Last 24 hours
= Storage backends
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B vCenters
HA Enabled o 3 & 2 e 5
[ Log bundles S i
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[ Certificates SRA: Enabled
@y Settings
VIEW DETAILS VIEW ALL ALERTS (43)
ONTAP tools nodes
(=] nodename_01 (= nodename_02 (=] nodename_03
=1 —m o—m
L—.J & Oniine L—J @ Onlne L—=J & Oniine

@ demo_vml @ demo_vm2 @ deme_vm3

VIEW DETAILS VIEW DETAILS VIEW DETAILS



Tarjeta Descripcion

Tarjeta de electrodomésticos La tarjeta del dispositivo proporciona el estado
general del dispositivo de herramientas ONTAP .
Muestra los detalles de configuracion del dispositivo y
el estado de los servicios habilitados. Para obtener
informacién adicional sobre el dispositivo de
herramientas ONTAP , seleccione el enlace Ver
detalles. Cuando un trabajo de accion de edicion de
configuracion del dispositivo esta en progreso, el
portlet del dispositivo muestra el estado y los detalles
del trabajo.

Tarjeta de alertas La tarjeta Alertas enumera las alertas de las
herramientas ONTAP por tipo, incluidas las alertas a
nivel de nodo de HA. Puede ver la lista de alertas
seleccionando el texto de recuento (hipervinculo). El
enlace lo dirige a la pagina de visualizacion de alertas
filtradas por el tipo seleccionado.

vCenters La tarjeta vCenter muestra el estado de salud de los
vCenters en el sistema.

Backends de almacenamiento La tarjeta de backends de almacenamiento muestra el
estado de salud de los backends de almacenamiento
en el sistema.

Tarjeta de nodos de herramientas ONTAP La tarjeta de nodos de herramientas ONTAP muestra
la lista de nodos con el nombre del nodo, el nombre
de la maquina virtual del nodo, el estado y todos los
datos relacionados con la red. Puede seleccionar Ver
detalles para ver los detalles adicionales
relacionados con el nodo seleccionado. [NOTA] En
una configuracion que no es HA, solo se muestra un
nodo. En la configuracién de HA, se muestran tres
nodos.

Comprenda los igroups y las politicas de exportacion en las
ONTAP tools for VMware vSphere

Los grupos de iniciadores (igroups) son tablas de nombres de puertos mundiales
(WWPN) de host de protocolo FC o nombres de nodos calificados de host iSCSI. Puede
definir igroups y asignarlos a LUN para controlar qué iniciadores tienen acceso a los
LUN.

En las ONTAP tools for VMware vSphere 9.x, los igroups se creaban y administraban en una estructura plana,
donde cada almacén de datos en vCenter estaba asociado con un solo igroup. Este modelo limito la
flexibilidad y la reutilizacion de igroups en multiples almacenes de datos. Las ONTAP tools for VMware
vSphere 10.x introducen igroups anidados, donde cada almacén de datos en vCenter esta asociado con un
igroup principal, mientras que cada host esta vinculado a un igroup secundario bajo ese principal. Puede
definir igroups principales personalizados con nombres definidos por el usuario para reutilizarlos en multiples
almacenes de datos, lo que permite una administraciéon mas flexible e interconectada de los igroups.
Comprender el flujo de trabajo de igroup es esencial para administrar LUN y almacenes de datos de manera
eficaz en las ONTAP tools for VMware vSphere. Los diferentes flujos de trabajo generan distintas



configuraciones de igroup, como se muestra en los siguientes ejemplos:

Los nombres mencionados son soélo para fines ilustrativos y no se refieren a nombres de
igroups reales. Los igroups administrados por herramientas ONTAP usan el prefijo “otv_". Allos
igroups personalizados se les puede dar cualquier nombre.

Término Descripcion

DS<numero> Almacén de datos

ign<numero> Iniciador IQN

host<numero> Anfitrion MoRef

lun<numero> Identificacion de LUN

<DSName>Igroup<numero> igroup padre predeterminado (administrado por
herramientas ONTAP )

<Host-Moref>Igroup<numero> igroup infantil

Customlgroup<numero> igroup padre personalizado definido por el usuario

Classiclgroup<numero> Igroup utilizado en las versiones 9.x de las

herramientas ONTAP .

Ejemplo 1:
Crear un almacén de datos en un unico host con un iniciador
Flujo de trabajo: [Crear] DS1 (lun1): host1 (ign1)

Resultado:

* Grupo DS1I:
> host1lgroup — (ign1: lun1)

Se crea un igroup padre DS1Igroup en los sistemas ONTAP para DS1, con un igroup hijo host1igroup
asignado a lun1. Los LUN siempre se asignan a igroups secundarios.

Ejemplo 2:
Montar el almacén de datos existente en un host adicional

Flujo de trabajo: [Montaje] DS1 (lun1): host2 (ign2)
Resultado:

* Grupo DS1I:
> host1lgroup — (ign1: lun1)
> host2Ilgroup — (ign2: lun1)

Se crea un igroup secundario host2lgroup y se agrega al igroup principal existente DS1lgroup.

Ejemplo 3:
Desmontar un almacén de datos de un host



Flujo de trabajo: [Desmontar] DS1 (lun1): host1 (ign1)
Resultado:

* Grupo DS1I:
> host2lgroup — (ign2: lun1)

El host1Igroup se elimina de la jerarquia. Los igroups infantiles no se eliminan explicitamente. La eliminacion
se produce en estas dos condiciones:

+ Si no se asigna ningun LUN, el sistema ONTAP elimina el igroup secundario.

« Un trabajo de limpieza programado elimina los igroups secundarios colgantes sin asignaciones de LUN.
Estos escenarios solo se aplican a los igroups administrados por herramientas ONTAP , no a los creados
de forma personalizada.

Ejemplo 4:
Eliminar almacén de datos

Flujo de trabajo: [Eliminar] DS1 (lun1): host2 (ign2)
Resultado:

* Grupo DS1I:
> host2lgroup — (ign2: lun1)

Los igroups padre e hijo se eliminan si otro almacén de datos no reutiliza el igroup padre. Los igroups
infantiles nunca se eliminan explicitamente

Ejemplo 5:
Crear multiples almacenes de datos bajo un igroup principal personalizado

Flujo de trabajo:

* [Crear] DS2 (lun2): host1 (ign1), host2 (ign2)
* [Crear] DS3 (lun3): host1 (ign1), host3 (ign3)

Resultado:

* Grupo personalizado1:
o host1lgrupo — (ign1: lun2, lun3)
o host2Ilgroup — (ign2: lun2)
> host3lgroup — (ign3: lun3)

Customlgroup1 se crea para DS2 y se reutiliza para DS3. Los igroups secundarios se crean o actualizan bajo
el padre compartido, y cada igroup secundario se asigna a sus LUN relevantes.

Ejemplo 6:
Eliminar un almacén de datos bajo un igroup principal personalizado.

Flujo de trabajo: [Eliminar] DS2 (lun2): host1 (ign1), host2 (ign2)

Resultado:



* Grupo personalizado1:
o host1lgroup — (ign1: lun3)
> host3lgroup — (ign3: lun3)
* Aunque Customligroup1 no se reutiliza, no se elimina.
+ Si no se asignan LUN, el sistema ONTAP elimina host2lgroup.

 El'igroup de host1 no se elimina porque esta asignado a lun3 de DS3. Los igroups personalizados nunca
se eliminan, independientemente del estado de reutilizacion.

Ejemplo 7:
Expandir el almacén de datos vVols (Agregar volumen)

Flujo de trabajo:
Antes de la expansion:
[Expandir] DS4 (lun4): host4 (ign4)
» Grupo DS4I: grupo host4l — (ign4: lun4)
Después de la expansion:
[Expandir] DS4 (lun4, lun5): host4 (ign4)
« DS4lIgroup: hostdlgroup — (ign4: lun4, lun5)
Se crea un nuevo LUN y se asigna al igroup secundario existente host4lgroup.

Ejemplo 8:
Reducir el almacén de datos de vVols (eliminar volumen)

Flujo de trabajo:
Antes de encogerse:
[Reducir] DS4 (lun4, lun5): host4 (ign4)
» DS4lIgroup: host4lgroup — (ign4: lun4, lun5)
Después de encoger:
[Reducir] DS4 (lun4): host4 (ign4)
* Grupo DS4I: grupo host4l — (ign4: lun4)

El LUN especificado (lun5) no esta asignado al igroup secundario. El igroup permanece activo mientras tenga
al menos un LUN asignado.

Ejemplo 9:
Migracioén de las herramientas ONTAP 9 a 10 (normalizacion de igroups)

Flujo de trabajo

Las herramientas ONTAP para las versiones VMware vSPhere 9.x no admiten igroups jerarquicos. Durante la



migracion a versiones 10.3 o superiores, los igroups deben normalizarse en la estructura jerarquica.
Antes de la migracion:
[Migracién] DS6 (lun6, lun7): host6 (iqn6), host7 (ign7) — Classiclgroup1 (ign6 e ign7: lun6, lun7)

La logica de las herramientas ONTAP 9.x permite multiples iniciadores por igroup sin imponer una asignacion
de host uno a uno.

Después de la migracion:

[Migracién] DS6 (lun6, lun7): host6 (ign6), host7 (iqn7) — Classiclgroup1: otv_Classiclgroup1 (ign6 e ign7:
lun6, lun7)

Durante la migracion:

» Se crea un nuevo igroup padre (Classiclgroup1).

« Eligroup original cambia de nombre con el prefijo otv_ y se convierte en un igroup secundario.
Esto garantiza el cumplimiento del modelo jerarquico.

Temas relacionados
"Acerca de igroups"

Politicas de exportacion

Las politicas de exportacion controlan el acceso a los almacenes de datos NFS en las ONTAP tools for
VMware vSphere. Definen qué clientes pueden acceder a los almacenes de datos y qué permisos tienen. Las
politicas de exportacion se crean y administran en sistemas ONTAP y pueden asociarse con almacenes de
datos NFS para aplicar el control de acceso. Cada politica de exportacion consta de reglas que especifican los
clientes (direcciones IP o subredes) a los que se les permite el acceso y los permisos otorgados (solo lectura
o lectura y escritura).

Cuando crea un almacén de datos NFS en las ONTAP tools for VMware vSphere, puede seleccionar una
politica de exportacion existente o crear una nueva. Luego, la politica de exportacién se aplica al almacén de
datos, garantizando que solo los clientes autorizados puedan acceder a él.

Cuando se monta un almacén de datos NFS en un nuevo host ESXi, las ONTAP tools for VMware vSphere
agregan la direccién IP del host a la politica de exportacion existente asociada con el almacén de datos. Esto
permite que el nuevo host acceda al almacén de datos sin crear una nueva politica de exportacion.

Cuando elimina o desmonta un almacén de datos NFS de un host ESXi, las ONTAP tools for VMware vSphere
eliminan la direccion IP del host de la politica de exportacion. Si ningun otro host utiliza esa politica de
exportacion, se eliminara. Cuando elimina un almacén de datos NFS, las ONTAP tools for VMware vSphere
eliminan la politica de exportacién asociada con ese almacén de datos si no la reutilizan otros almacenes de
datos. Si se reutiliza la politica de exportacion, conserva la direccion IP del host y permanece sin cambios.
Cuando se eliminan los almacenes de datos, la politica de exportacion anula la asignacién de la direccién IP
del host y asigna una politica de exportacion predeterminada, de modo que los sistemas ONTAP puedan
acceder a ellos si es necesario.

La asignacion de la politica de exportacion varia segun se reutilice en diferentes almacenes de datos. Al
reutilizar la politica de exportacion, se puede afiadir la nueva direccion IP del host. Al eliminar o desmontar un
almacén de datos que utiliza una politica de exportacion compartida, esta no se eliminara. Permanecera sin
cambios y la direccién IP del host no se eliminara, ya que se comparte con los demas almacenes de datos. No
se recomienda reutilizar las politicas de exportacion, ya que puede causar problemas de acceso y latencia.


https://docs.netapp.com/us-en/ontap/san-admin/igroups-concept.html

Temas relacionados
"Crear una politica de exportacion”

Comprender los igroups administrados por las
herramientas ONTAP

Al administrar maquinas virtuales de herramientas ONTAP y sistemas de
almacenamiento ONTAP , es fundamental comprender el comportamiento de igroup,
especialmente cuando se migran almacenes de datos desde entornos que no son de
herramientas ONTAP a la administracién de herramientas ONTAP . Esta seccién
describe como se actualizan los igroups durante esta transicion.

Las ONTAP tools for VMware vSphere 10.4 simplifican la administracion de almacenes de datos al
automatizar la creacion y el mantenimiento de objetos ONTAP y vCenter dentro de entornos de centros de
datos de VMware.

Las ONTAP tools for VMware vSphere 10.4 interpretan los igroups en dos contextos diferentes:

igroups administrados por herramientas que no son de ONTAP

Como administrador de almacenamiento, puede crear igroups en el sistema ONTAP como estructuras planas
o anidadas. La ilustracion muestra un igroup plano creado en el sistema ONTAP .

[ native-igroup j

host_initiators_1 host_initiators_3

host_initiators_2

igroups administrados por herramientas ONTAP

Cuando crea almacenes de datos, las ONTAP tools for VMware vSphere 10.4 crean automaticamente igroups
utilizando una estructura anidada para facilitar la asignaciéon de LUN.

Por ejemplo, cuando se crea y monta el almacén de datos1 en los hosts 1, 2 y 3, y se crea y monta un nuevo
almacén de datos (almacén de datos2) en los hosts 3, 4 y 5, las herramientas de ONTAP reutilizan el igroup a
nivel de host para una gestion eficiente.


https://docs.netapp.com/us-en/ontap/nfs-config/create-export-policy-task.html
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A continuacién se muestran algunos casos de ONTAP tools for VMware vSphere .
Cuando creas un almacén de datos con la configuracion de igroup predeterminada

Cuando crea un almacén de datos y deja el campo igroup en blanco (configuraciéon predeterminada), las
herramientas de ONTAP generan automaticamente una estructura igroup anidada para ese almacén de datos.
El igroup padre en el nivel del almacén de datos se nombra utilizando el patrén:
otv_<vcguid>_<host_parent_datacenterMoref>_<datastore_name>. Cada igroup secundario a nivel de host
sigue el patron: otv_<hostMoref>_<vcguid>. Puede ver la asociacion entre los igroups padre (nivel de almacén
de datos) y los igroups hijo (nivel de host) en la seccién Grupo iniciador padre de la interfaz de
almacenamiento de ONTAP .

Con el enfoque de igroup anidado, los LUN se asignan solo a los igroups secundarios. Luego, el inventario de
vCenter Server muestra el nuevo almacén de datos.

Cuando creas un almacén de datos con un nombre de igroup personalizado

Durante la creacion del almacén de datos en las herramientas de ONTAP , puede ingresar un nombre de
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igroup personalizado en lugar de seleccionarlo en el menu desplegable. Luego, las herramientas de ONTAP
crean un igroup principal en el nivel del almacén de datos usando el nombre especificado. Si se utiliza el
mismo host para varios almacenes de datos, se reutiliza el igroup de nivel de host (secundario) existente.
Como resultado, el LUN del nuevo almacén de datos se asigna a este igroup secundario existente, que ahora
puede estar asociado con multiples igroups principales (uno para cada almacén de datos). La lista de
almacenes de datos de la interfaz de usuario de vCenter Server confirma la creacion exitosa del nuevo
almacén de datos con el nombre de igroup personalizado.

Cuando reutiliza el nombre del igroup durante la creaciéon del almacén de datos

Al crear un almacén de datos mediante la interfaz de usuario de las herramientas ONTAP , puede elegir un
igroup padre personalizado existente de la lista desplegable. Después de reutilizar el igroup principal para
crear otro almacén de datos, la interfaz de usuario de los sistemas ONTAP muestra esta asociacion. El nuevo

almacén de datos también aparece en la interfaz de usuario de vCenter Server.

Esta operaciéon también se puede realizar mediante la API. Para reutilizar un igroup existente durante la
creacion del almacén de datos, especifique el UUID del igroup en la carga util de la solicitud de API.

Cuando crea un almacén de datos y un igroup de forma nativa desde ONTAP y vCenter

Si crea el igroup y el almacén de datos directamente en sistemas ONTAP y entornos VMware, las
herramientas de ONTAP no administran estos objetos al principio. Esto crea una estructura de igroup plana.

Created natively and Created natively and
not managed by not managed by
ONTAP tools ONTAP tools
( custom_igroup1 J < » ( datastore1

host_initiators_1 host_initiators_3

host_initiators_2

Para administrar un almacén de datos y un igroup existente con herramientas ONTAP , debe realizar un
descubrimiento del almacén de datos. Las herramientas ONTAP identifican y registran el almacén de datos y
el igroup, y los convierten en una estructura anidada en su base de datos. Se crea un nuevo igroup padre
usando el nombre personalizado, mientras que el igroup existente se renombra con el prefijo "otv_"y se
convierte en el igroup hijo. Las asignaciones del iniciador permanecen sin cambios. Solo los igroups
asignados a almacenes de datos se convierten durante el descubrimiento. Después de esto, la estructura del
igroup se parece a la ilustracion siguiente.
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ONTAP tools :
managed [custom_lgrﬂum ]

s ONTAP toaols
= managed

ONTAP tools
managed

otv_custom_igroup1 » datastore

host_initiators_1 host_initiators_3

host_initiators_2

Puede crear un almacén de datos directamente en vCenter Server y luego ponerlo bajo la administracion de
herramientas ONTAP . Primero, cree un igroup plano en sistemas ONTAP y asignele un LUN. Después de
ejecutar el descubrimiento del almacén de datos en las herramientas ONTAP , el igroup plano se convierte en
una estructura anidada. Luego, las herramientas de ONTAP administran el igroup y lo renombran con el prefijo
'otv_". EI LUN permanece asignado al mismo igroup durante todo este proceso.

Como las herramientas de ONTAP reutilizan igroups creados de forma nativa

Puede aprovisionar un almacén de datos en las herramientas de ONTAP utilizando un igroup creado
originalmente en los sistemas de ONTAP , después de que las herramientas de ONTAP lo administren. Estos
igroups aparecen en la lista desplegable del nombre del grupo iniciador personalizado. Luego, el nuevo LUN
del almaceén de datos se asigna al igroup secundario normalizado correspondiente, como "otv_Nativelgroup1".

Las ONTAP tools for VMware vSphere no detectan ni utilizan igroups creados en el sistema ONTAP que no
estén administrados por herramientas ONTAP o vinculados a un almacén de datos.

Habilitar ONTAP tools for VMware vSphere

Puede cambiar la contrasefa de administrador mediante el Administrador de
herramientas de ONTAP para habilitar servicios como VASA Provider, importacion de
configuracion de vVols y recuperacion ante desastres (SRA) mediante el Administrador
de herramientas de ONTAP .

Pasos

1. Inicie el Administrador de herramientas de ONTAP desde un navegador web:
https://<ONTAPtoolsIP>:8443/virtualization/ui/

2. Inicie sesion con las credenciales de administrador de las ONTAP tools for VMware vSphere que
proporcioné durante la implementacion.

3. Seleccione Editar configuracion del dispositivo en la seccion de descripcion general.

4. En la seccion Servicios, puede habilitar servicios opcionales como VASA Provider, importacion de
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configuracion de vVols y recuperacion ante desastres (SRA) segun sus necesidades.

Al habilitar los servicios por primera vez, debe crear las credenciales de proveedor VASAy SRA. Se
utilizan para registrar o habilitar los servicios SRA y del proveedor VASA en vCenter Server. El nombre de
usuario solo puede contener letras, numeros y guiones bajos. La longitud de la contrasefa debe estar
entre 8 y 256 caracteres.

@ Antes de deshabilitar cualquier servicio opcional, asegurese de que los servidores vCenter
administrados por las herramientas de ONTAP no los utilicen.

La opcidén *Permitir importacion de configuracion de vVols * se muestra solo cuando el servicio del
proveedor VASA esta habilitado. Esta opcidn habilita la migracion de datos vVols de las herramientas
ONTAP 9.xx a las herramientas ONTAP 10.4.

Cambiar las ONTAP tools for VMware vSphere

Al utilizar el Administrador de herramientas de ONTAP , escale la configuracion de las
ONTAP tools for VMware vSphere para aumentar la cantidad de nodos en la
implementacién o cambiar la configuracion a una configuracion de alta disponibilidad
(HA). Las ONTAP tools for VMware vSphere se implementan inicialmente en una
configuracion de nodo unico que no es de alta disponibilidad.

@ Para migrar a HA cuando la copia de seguridad que no es de HA esta habilitada, primero
deshabilite la copia de seguridad y vuelva a habilitarla después de la migracion.

Antes de empezar

* Asegurese de que su plantilla OVA tenga la misma versiéon OVA que el Nodo 1. El nodo 1 es el nodo
predeterminado donde se implementan inicialmente las ONTAP tools for VMware vSphere OVA.

» Asegurese de que la adicion activa de CPU y la conexion activa de memoria estén habilitadas.

* En vCenter Server, configure el nivel de automatizacion del Servicio de recuperacion ante desastres (DRS)

en parcialmente automatizado. Después de implementar HA, vuelva a automatizarlo por completo.

* Los nombres de host de los nodos en la configuracion de HA deben estar en minusculas.

Pasos
1. Inicie el Administrador de herramientas de ONTAP desde un navegador web:
https://<ONTAPtoolsIP>:8443/virtualization/ui/

2. Inicie sesion con las credenciales de administrador de las ONTAP tools for VMware vSphere que
proporcion6 durante la implementacion.

3. Seleccione Editar configuracion del dispositivo en la seccion de descripcion general.

4. En la seccion Configuracioén, puede escalar para aumentar el tamafno del nodo y habilitar la configuracion
de HA segun sus necesidades. Necesita las credenciales de vCenter Server para realizar cualquier
cambio.

Cuando las herramientas ONTAP estan en configuracién HA, puede cambiar los detalles de la biblioteca
de contenido. Debes proporcionar la contrasefia nuevamente para enviar la nueva edicion.



En las ONTAP tools for VMware vSphere, solo se permite aumentar el tamafio del nodo; no

@ se puede reducir el tamafio del nodo. En una configuracion que no es HA, solo se admite
una configuracion de tamafio mediano. En una configuracion de alta disponibilidad, se
admiten configuraciones medianas y grandes.

5. Utilice el botdn de alternancia HA para habilitar la configuracion de HA. En la pagina Configuracion de
HA, asegurese de que:

o La biblioteca de contenido pertenece al mismo vCenter Server donde se ejecutan las maquinas
virtuales del nodo de herramientas de ONTAP . Las credenciales de vCenter Server se utilizan para
validar y descargar la plantilla OVA para los cambios del dispositivo.

o La maquina virtual que aloja las herramientas ONTAP no esta implementada directamente en un host
ESXi. La maquina virtual debe implementarse en un clister o en un grupo de recursos.

@ Una vez habilitada la configuracion de HA, no es posible volver a una configuracién de
nodo unico que no sea de HA.

6. En la seccidon Configuracion de HA de la ventana Editar configuracion del dispositivo, puede ingresar
los detalles de los nodos 2 y 3. Las ONTAP tools for VMware vSphere admiten tres nodos en la
configuracion de alta disponibilidad.

La mayoria de las opciones de entrada estan rellenas previamente con detalles de la red
del Nodo 1 para facilitar el flujo de trabajo. Sin embargo, puede editar los datos de entrada

@ antes de navegar a la pagina final del asistente. Puede ingresar detalles de la direccién
IPv6 para los otros dos nodos solo cuando la direccion IPv6 esté habilitada en el nodo de
administracion de herramientas ONTAP .

Asegurese de que un host ESXi contenga solo una maquina virtual de herramientas ONTAP . Las
entradas se validan cada vez que se pasa a la siguiente ventana.

7. Revise los detalles en la seccion Resumen y Guarde los cambios.

¢Que sigue?
La pagina Descripcion general muestra el estado de la implementacion. Al utilizar el ID del trabajo, también
puede rastrear el estado del trabajo de edicion de configuracion del dispositivo desde la vista de trabajos.

Si la implementacion de HA falla y el estado del nuevo nodo se muestra como "Nuevo", elimine la nueva VM
en vCenter antes de volver a intentar la operacion de habilitacion de HA.

La pestana Alertas en el panel izquierdo enumera las alertas de las ONTAP tools for VMware vSphere.

Agregar nuevos hosts de VMware vSphere

Agregue nuevos hosts de VMware vSphere a las ONTAP tools for VMware vSphere para
administrar y proteger los almacenes de datos en los hosts.

Pasos

1. Agregue un host a su cluster VMware vSphere siguiendo el flujo de trabajo de la pagina: "Cémo agregar
un host ESX a su cluster vSphere mediante el flujo de trabajo de inicio rapido”

2. Después de agregar el host, vaya al menu principal de herramientas ONTAP y seleccione Descubrir en el
panel de resumen. Espere a que finalice el proceso de descubrimiento. Como alternativa, puede esperar a
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que finalice la deteccién de host programada.

Resultado

El nuevo host ahora es detectado y administrado por las ONTAP tools for VMware vSphere. Puede proceder a
administrar el almacén de datos en el nuevo host.

Temas relacionados
* "Montar un almacén de datos vVols"en nuevos hosts.

* "Montar almacenes de datos NFS y VMFS"en nuevos hosts.

Administrar almacenes de datos

Montar almacenes de datos NFS y VMFS

Al montar un almacén de datos se proporciona acceso de almacenamiento a hosts
adicionales. Puede montar el almacén de datos en los hosts adicionales después de
agregar los hosts a su entorno VMware.

Cuando agregue un nuevo host ESXi utilizando el "Agregar un host ESX al flujo de trabajo de
@ su cluster vSphere" , espere a que finalice la deteccion de host programada antes de que

aparezca en las herramientas de ONTAP . Como alternativa, puede ejecutar el descubrimiento

manualmente desde la pantalla de resumen de herramientas de NetApp ONTAP .

Acerca de esta tarea

» Algunas acciones de clic derecho estan deshabilitadas o no estan disponibles segun la version del cliente
vSphere y el tipo de almacén de datos seleccionado.

> Si esta utilizando el cliente vSphere 8.0 o versiones posteriores, algunas de las opciones de clic
derecho estan ocultas.

o Desde las versiones vSphere 7.0U3 a vSphere 8.0, aunque aparezcan las opciones, la accion estara
deshabilitada.

» La opcion de montaje del almacén de datos esta deshabilitada cuando el cluster de host esta protegido
con configuraciones uniformes.

Pasos
1. Desde la pagina de inicio de vSphere Client, seleccione Hosts y clusteres.

2. En el panel de navegacion izquierdo, seleccione los centros de datos que contienen los hosts.

3. Para montar almacenes de datos NFS/VMFS en un host o un cluster de hosts, haga clic con el botén
derecho y seleccione * Herramientas de NetApp ONTAP * > * Montar almacenes de datos *.

4. Seleccione los almacenes de datos que desea montar y seleccione Montar.

¢ Que sigue?
Puede seguir el progreso en el panel de tareas recientes.

Tema relacionado
"Agregar nuevos hosts de VMware vSphere"
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Desmontar almacenes de datos NFS y VMFS

La accién Desmontar almacén de datos desmonta un almacén de datos NFS o VMFS de
los hosts ESXi. La accion Desmontar almacén de datos esta habilitada para almacenes
de datos NFS y VMFS descubiertos o administrados por las ONTAP tools for VMware
vSphere.

Pasos
1. Inicie sesion en el cliente vSphere.
2. Haga clic con el boton derecho en un objeto de almacén de datos NFS o VMFS y seleccione Desmontar
almacén de datos.

Se abre un cuadro de dialogo que enumera los hosts ESXi en los que esta montado el almacén de datos.
Cuando la operacion se realiza en un almacén de datos protegido, se muestra un mensaje de advertencia
en la pantalla.

3. Seleccione uno o mas hosts ESXi para desmontar el almacén de datos.

No es posible desmontar el almacén de datos de todos los hosts. La interfaz de usuario sugiere que utilice
la operacion de eliminacion del almacén de datos en su lugar.

4. Seleccione el boton Desmontar.

Si el almacén de datos es parte de un cluster de host protegido, se muestra un mensaje de advertencia.

Si se desmonta el almacén de datos protegido, la configuracién de proteccion existente podria
resultar en una proteccion parcial. Consulte "Modificar el cluster de host protegido" para permitir
una proteccion completa.

¢ Que sigue?
Puede seguir el progreso en el panel de tareas recientes.

Montar un almacén de datos vVols

Puede montar un almacén de datos de VMware Virtual Volumes (vVols) en uno o mas
hosts adicionales para proporcionar acceso de almacenamiento a hosts adicionales.
Puede desmontar el almacén de datos vVols solo a través de las API.

Cuando agregue un nuevo host ESXi utilizando el "Agregar un host ESX al flujo de trabajo de
@ su cluster vSphere" , espere a que finalice la deteccion de host programada antes de que

aparezca en las herramientas de ONTAP . Como alternativa, puede ejecutar el descubrimiento

manualmente desde la pantalla de resumen de herramientas de NetApp ONTAP .

Pasos
1. Desde la pagina de inicio de vSphere Client, seleccione Hosts y clusteres.

2. En el panel de navegacion, seleccione el centro de datos que contiene el almacén de datos.

3. Haga clic con el botdn derecho en el almacén de datos y seleccione * Herramientas de NetApp ONTAP * >
* Montar almacén de datos *.

4. En el cuadro de dialogo Montar almacenes de datos en hosts, seleccione los hosts en los que desea
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montar el almacén de datos y luego seleccione Montar.
Puede seguir el progreso en el panel de tareas recientes.

Tema relacionado

"Agregar nuevos hosts de VMware vSphere"

Cambiar el tamaiio del almacén de datos NFS y VMFS

Cambiar el tamafio de un almacén de datos le permite aumentar el almacenamiento para
los archivos de su maquina virtual. Puede cambiar el tamafio de un almacén de datos a
medida que cambian sus requisitos de infraestructura.

Acerca de esta tarea

Solo puede aumentar el tamafio de los almacenes de datos NFS y VMFS. Un FlexVol volume que forma parte
de un almacén de datos NFS y VMFS no puede reducirse por debajo del tamafo existente, pero puede crecer
hasta un 120 % como maximo.

Pasos

1. Desde la pagina de inicio de vSphere Client, seleccione Hosts y clusteres.
2. En el panel de navegacion, seleccione el centro de datos que contiene el almacén de datos.

3. Haga clic con el botén derecho en el almacén de datos NFS o VMFS y seleccione * Herramientas de
NetApp ONTAP * > * Cambiar tamafio del almacén de datos *.

4. En el cuadro de dialogo Cambiar tamafio, especifique un nuevo tamafio para el almacén de datos y
seleccione Aceptar.

Expandir almacenes de datos vVols

Al hacer clic con el botdén derecho en el objeto de almacén de datos en la vista de
objetos de vCenter, las acciones compatibles con las ONTAP tools for VMware vSphere
se muestran en la seccion de complementos. Se habilitan acciones especificas segun el
tipo de almacén de datos y los privilegios del usuario actual.

@ La operacion de expansion del almacén de datos vVols no se aplica a los almacenes de datos
vVols basados en el sistema ASA r2.

Pasos
1. Desde la pagina de inicio de vSphere Client, seleccione Hosts y clusteres.

2. En el panel de navegacion, seleccione el centro de datos que contiene el almacén de datos.

3. Haga clic con el botén derecho en el almacén de datos y seleccione * Herramientas de NetApp ONTAP * >
* Agregar almacenamiento al almacén de datos *.

4. En la ventana Crear o Seleccionar volumenes, puede crear nuevos volumenes o elegir entre los
volumenes existentes. La interfaz de usuario se explica por si sola. Siga las instrucciones segun su
eleccion.

5. En la ventana Resumen, revise las selecciones y seleccione Expandir. Puede seguir el progreso en el
panel de tareas recientes.
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Reducir el almacén de datos de vVols

La accién Eliminar almacén de datos elimina el almacén de datos cuando no hay vVols
en el almacén de datos seleccionado.

@ La operacion de reduccion del almacén de datos vVols no es compatible con el almacén de
datos vVols basado en el sistema ASA r2.

Pasos
1. Desde la pagina de inicio de vSphere Client, seleccione Hosts y clusteres.

2. En el panel de navegacion, seleccione el centro de datos que contiene el almacén de datos.

3. Haga clic con el botén derecho en el almacén de datos vVol y seleccione * Herramientas de NetApp
ONTAP * > * Quitar almacenamiento del almacén de datos *.

4. Seleccione los volumenes que no tengan vVols y seleccione Eliminar.
@ La opcion para seleccionar el volumen en el que reside vVols esta deshabilitada.

5. En la ventana emergente Quitar almacenamiento, seleccione la casilla de verificacion Eliminar
volumenes del clister ONTAP * para eliminar los volumenes del almacén de datos y del
almacenamiento ONTAP y seleccione *Eliminar.

Eliminar almacenes de datos

La accion Eliminar almacenamiento del almacén de datos es compatible con todas las
ONTAP tools for VMware vSphere almacenes de datos vVols detectados o administrados
por VMware vSphere en vCenter Server. Esta accion permite la eliminacion de
volumenes de los almacenes de datos vVols .

La opcion de eliminar esta deshabilitada cuando hay vVols que residen en un volumen particular. Ademas de
eliminar volumenes del almacén de datos, puede eliminar el volumen seleccionado en el almacenamiento
ONTAP .

La tarea Eliminar almacén de datos de las ONTAP tools for VMware vSphere en vCenter Server hace lo
siguiente:

* Desmonta el contenedor vVol.

« Limpia el igroup. Si igroup no esta en uso, elimina ign de igroup.

* Elimina el contenedor Vvol.

* Deja los volumenes Flex en la matriz de almacenamiento.

Siga los pasos a continuacion para eliminar el almacén de datos NFS, VMFS o vVOL de las herramientas de
ONTAP desde vCenter Server:

Pasos
1. Inicie sesién en el cliente vSphere.

2. Haga clic con el botdn derecho en un sistema host, en un cluster de host o en un centro de datos y
seleccione Herramientas de NetApp ONTAP * > *Eliminar almacén de datos.
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No puedes eliminar los almacenes de datos si hay maquinas virtuales que utilizan ese
@ almacén de datos. Debe mover las maquinas virtuales a un almacén de datos diferente

antes de eliminar el almacén de datos. No puede seleccionar la casilla de verificacion

Eliminar volumen si el almacén de datos pertenece a un cluster de host protegido.

a. En el caso de un almacén de datos NFS o VMFS, aparece un cuadro de dialogo con la lista de
maquinas virtuales que utilizan el almacén de datos.

b. Si el almacén de datos VMFS se crea en sistemas ASA 2 y es parte de la proteccion, debe
desproteger el almacén de datos antes de eliminarlo.

c. En el caso de almacenes de datos vVols , la accidén de eliminar almacén de datos elimina el almacén
de datos solo cuando no hay vVols asociados a él. El cuadro de dialogo Eliminar almacén de datos
proporciona una opcion para eliminar volumenes del cluster ONTAP .

d. En el caso de almacenes de datos vVols basados en sistemas ASA 2, la casilla de verificacion para
eliminar los volumenes de respaldo no es aplicable.

3. Para eliminar los voliumenes de respaldo en el almacenamiento de ONTAP , seleccione *Eliminar

volumenes en el cluster de ONTAP *.

@ No se puede eliminar el volumen del cluster ONTAP de un almacén de datos VMFS que
forma parte del cluster de host protegido.

Vistas de almacenamiento de ONTAP para almacenes de datos

Las ONTAP tools for VMware vSphere muestran la vista lateral del almacenamiento
ONTAP de los almacenes de datos y sus volumenes en la pestafia de configuracion.

Pasos

1. Desde el cliente vSphere, navegue hasta el almacén de datos.

2. Seleccione la pestafia Configurar en el panel derecho.

3. Seleccione * Herramientas NetApp ONTAP * > * Almacenamiento ONTAP *. Dependiendo del tipo de
almacén de datos, la vista cambia. Consulte la siguiente tabla para obtener informacion:

Tipo de almacén de datos

almacén de datos NFS

Almacenes de datos VMFS

Informacién disponible

La pagina Detalles de almacenamiento contiene
informaciéon de backends de almacenamiento,
agregados y volumen. La pagina Detalles de NFS
contiene datos relacionados con el almacén de datos
NFS.

La pagina Detalles de almacenamiento contiene
detalles de backend de almacenamiento, agregado,
volumen y zona de disponibilidad de almacenamiento
(SAZ). La pagina Detalles de la unidad de
almacenamiento contiene detalles de la unidad de
almacenamiento.
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almacenes de datos vVols Enumera todos los volumenes. Puede expandir o
eliminar almacenamiento desde el panel de
almacenamiento de ONTAP . Esta vista no es
compatible con el almacén de datos vVols basado en
el sistema ASA r2.

Vista de almacenamiento de la maquina virtual

La vista de almacenamiento muestra la lista de vVols creados por la maquina virtual.

@ Esta vista es aplicable a la maquina virtual que tiene al menos un disco relacionado con el
almacén de datos vVols administrado ONTAP tools for VMware vSphere montado en ella.

Pasos
1. Desde vSphere Client, navegue hasta la maquina virtual.
2. Seleccione la pestafia Monitor en el panel derecho.
3. Seleccione Herramientas NetApp ONTAP * > *Almacenamiento. Los detalles de Almacenamiento
aparecen en el panel derecho. Puede ver la lista de vVols que estan presentes en la VM.

Puede utilizar la opcion 'Administrar columnas' para ocultar o mostrar diferentes columnas.

Administrar los umbrales de almacenamiento

Puede establecer el umbral para recibir notificaciones en vCenter Server cuando el
volumen y la capacidad agregada alcanzan determinados niveles.

Pasos:
1. Inicie sesion en el cliente vSphere.

2. En la pagina de accesos directos, seleccione *Herramientas de NetApp ONTAP * en la seccion de
complementos.

3. En el panel izquierdo de las herramientas de ONTAP , navegue a Configuracién > Configuracion de
umbral > Editar.

4. En la ventana Editar umbral, proporcione los valores deseados en los campos Casi lleno y Completo y
seleccione Guardar. Puede restablecer los niumeros a los valores recomendados, que son 80 para casi
lleno y 90 para lleno.

Administrar backends de almacenamiento

Los backends de almacenamiento son sistemas que los hosts ESXi utilizan para el
almacenamiento de datos.

Descubra el almacenamiento

Puede ejecutar el descubrimiento de un backend de almacenamiento a pedido sin esperar a que un
descubrimiento programado actualice los detalles del almacenamiento.

Siga los pasos a continuacion para descubrir los backends de almacenamiento.
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Pasos
1. Inicie sesion en el cliente vSphere.

2. En la pagina de accesos directos, seleccione *Herramientas de NetApp ONTAP * en la seccion de
complementos.

3. En el panel izquierdo de las herramientas de ONTAP , navegue hasta Backends de almacenamiento y
seleccione un backend de almacenamiento.

4. Seleccione el menu de puntos suspensivos verticales y seleccione Descubrir almacenamiento

Puede seguir el progreso en el panel de tareas recientes.

Modificar los backends de almacenamiento

Siga los pasos de esta seccion para modificar un backend de almacenamiento.

1. Inicie sesion en el cliente vSphere.

2. En la pagina de accesos directos, seleccione *Herramientas de NetApp ONTAP * en la seccion de
complementos.

3. En el panel izquierdo de las herramientas de ONTAP , navegue hasta Backends de almacenamiento y
seleccione un backend de almacenamiento.

4. Seleccione el menu de puntos suspensivos verticales y seleccione Modificar para modificar las
credenciales o el nombre del puerto. Puede seguir el progreso en el panel de tareas recientes.

Puede realizar la operacion Modificar para clusteres ONTAP globales mediante el Administrador de
herramientas ONTAP siguiendo estos pasos.

1. Inicie el Administrador de herramientas de ONTAP desde un navegador web:
https://<ONTAPtoolsIP>:8443/virtualization/ui/

2. Inicie sesion con las credenciales de administrador de las ONTAP tools for VMware vSphere que
proporcioné durante la implementacion.

Seleccione los backends de almacenamiento en la barra lateral.
Seleccione el backend de almacenamiento que desea modificar.

Seleccione el menu de puntos suspensivos verticales y seleccione Modificar.

o o k~ »w

Puede modificar las credenciales o el puerto. Introduzca el Nombre de usuario y la Contraseiia para
modificar el backend de almacenamiento.

Eliminar backends de almacenamiento

Debe eliminar todos los almacenes de datos adjuntos al back-end de almacenamiento antes de eliminar el
back-end de almacenamiento. Siga los pasos a continuacion para eliminar un backend de almacenamiento.

1. Inicie sesion en el cliente vSphere.

2. En la pagina de accesos directos, seleccione *Herramientas de NetApp ONTAP * en la seccion de
complementos.

3. En el panel izquierdo de las herramientas de ONTAP , navegue hasta Backends de almacenamiento y
seleccione un backend de almacenamiento.

4. Seleccione el menu de puntos suspensivos verticales y seleccione Eliminar. Asegurese de que el
backend de almacenamiento no contenga ningun almacén de datos. Puede seguir el progreso en el panel
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de tareas recientes.

Puede realizar la operacién de eliminacion de clusteres ONTAP globales mediante el Administrador de
herramientas de ONTAP .

1. Inicie el Administrador de herramientas de ONTAP desde un navegador web:
https://<ONTAPtoolsIP>:8443/virtualization/ui/

2. Inicie sesion con las credenciales de administrador de las ONTAP tools for VMware vSphere que
proporcion6 durante la implementacion.

3. Seleccione Backends de almacenamiento en la barra lateral.
4. Seleccione el backend de almacenamiento que desea eliminar

5. Seleccione el menu de puntos suspensivos verticales y seleccione Eliminar.

Vista detallada del backend de almacenamiento

La pagina del backend de almacenamiento enumera todos los backends de almacenamiento. Puede realizar
operaciones de descubrimiento, modificacion y eliminacién de almacenamiento en los backends de
almacenamiento que agregd y no en la SVM secundaria individual del cluster.

Cuando selecciona el cluster principal o el secundario en el backend de almacenamiento, puede ver el
resumen general del componente. Cuando selecciona el cluster principal, tiene el menu desplegable de
acciones desde el cual puede realizar operaciones de descubrimiento de almacenamiento, modificacion y
eliminacion.

La pagina de resumen proporciona los siguientes detalles:

» Estado del backend de almacenamiento
* Informacion de capacidad
* Informacion basica sobre la maquina virtual

* Informacion de red como la direccion IP y el puerto de la red. Para el SVM secundario, la informacion sera
la misma que la del backend de almacenamiento principal.

* Privileges permitidos y restringidos para el backend de almacenamiento. Para el SVM secundario, la
informacion sera la misma que la del backend de almacenamiento principal. Los Privileges solo se
muestran en los backends de almacenamiento basados en cluster. Si agrega SVM como back-end de
almacenamiento, no se mostrara la informacion de privilegios.

 La vista detallada del cluster del sistema ASA r2 no incluye la pestafia de niveles locales cuando la
propiedad desagregada esta configurada como "verdadera" para la SVM o el cluster.

* Para los sistemas SVM ASA r2, no se muestra el portlet de capacidad. El portal de capacidad solo es
necesario cuando la propiedad desagregada esta configurada como "verdadera" para la SVM o el cluster.

* Para los sistemas SVM ASA r2, la seccion de informacion basica muestra el tipo de plataforma.
La pestana de interfaz proporciona informacion detallada sobre la interfaz.

La pestafa de niveles locales proporciona informacién detallada sobre la lista agregada.

Administrar instancias de vCenter Server

Las instancias de vCenter Server son plataformas de administracion central que le
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permiten controlar hosts, maquinas virtuales y backends de almacenamiento.

Disociar los backends de almacenamiento con la instancia de vCenter Server

La pagina de listado de vCenter Server muestra la cantidad de backends de almacenamiento asociados. Cada
instancia de vCenter Server tiene la opcion de asociarse o desasociarse con un backend de almacenamiento.

Pasos

1. Inicie el Administrador de herramientas de ONTAP desde un navegador web:
https://<ONTAPtoolsIP>:8443/virtualization/ui/

2. Inicie sesion con las credenciales de administrador de las ONTAP tools for VMware vSphere que
proporcioné durante la implementacion.

3. Seleccione la instancia de vCenter Server requerida en la barra lateral.

4. Seleccione los puntos suspensivos verticales contra el vCenter Server que desea asociar o disociar con
los backends de almacenamiento.

5. Seleccione Disociar backend de almacenamiento.

Modificar una instancia de vCenter Server

Siga los pasos a continuacion para modificar una instancia de vCenter Server.
1. Inicie el Administrador de herramientas de ONTAP desde un navegador web:
https://<ONTAPtoolsIP>:8443/virtualization/ui/

2. Inicie sesion con las credenciales de administrador de las ONTAP tools for VMware vSphere que
proporcioné durante la implementacion.

3. Seleccione la instancia de vCenter Server correspondiente en la barra lateral

4. Seleccione los puntos suspensivos verticales contra el vCenter Server que desea modificar y seleccione
Modificar.

5. Modifique los detalles de la instancia de vCenter Server y seleccione Modificar.

Eliminar una instancia de vCenter Server

Debes eliminar todos los backends de almacenamiento conectados al vCenter Server antes de eliminarlo.
1. Inicie el Administrador de herramientas de ONTAP desde un navegador web:
https://<ONTAPtoolsIP>:8443/virtualization/ui/

2. Inicie sesion con las credenciales de administrador de las ONTAP tools for VMware vSphere que
proporcioné durante la implementacion.

3. Seleccione las instancias de vCenter Server aplicables desde la barra lateral

4. Seleccione los puntos suspensivos verticales contra el vCenter Server que desea eliminar y seleccione
Eliminar.

@ Después de eliminar instancias de vCenter Server, la aplicacion ya no las mantendra.

Al eliminar instancias de vCenter Server en las herramientas de ONTAP , se realizan automaticamente las
siguientes acciones:
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* El complemento no esta registrado.

» Se eliminan los privilegios y roles del complemento.

Administrar certificados

Se genera un certificado autofirmado para las herramientas ONTAP y el proveedor VASA
de forma predeterminada durante la implementacion. Utilizando la interfaz del
Administrador de herramientas de ONTAP , puede renovar el certificado o actualizarlo a
una CA personalizada. Los certificados CA personalizados son obligatorios en una
implementacion de varios vCenter.

Antes de empezar
* El nombre de dominio en el que se emite el certificado debe asignarse a la direccion IP virtual.

* Ejecute la comprobacion nslookup en el nombre de dominio para verificar si el dominio se esta resolviendo
en la direccion |IP deseada.

* Los certificados deben crearse con el nombre de dominio y la direccion IP de las herramientas ONTAP .

Una direccién IP de herramientas ONTAP debe corresponder a un nombre de dominio completo
@ (FQDN). Los certificados deben contener el mismo FQDN asignado a la direccién IP de las
herramientas ONTAP en los nombres de sujeto o alternativos de sujeto.

@ No es posible cambiar de un certificado firmado por una CA a un certificado autofirmado.
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Actualizar el certificado de herramientas ONTAP

La pestafia de herramientas de ONTAP muestra detalles como el tipo de certificado (autofirmado/firmado
por CA) y el nombre de dominio. Durante la implementacién, se genera un certificado autofirmado de
forma predeterminada. Puede renovar el certificado o actualizar el certificado a CA.

Pasos
1. Inicie el Administrador de herramientas de ONTAP desde un navegador web:
https://<ONTAPtoolsIP>:8443/virtualization/ui/

2. Inicie sesion con las credenciales de administrador de las ONTAP tools for VMware vSphere que
proporcioné durante la implementacion.

3. Seleccione Certificados > Herramientas ONTAP * > *Renovar para renovar los certificados.

Puede renovar el certificado si ha expirado o esta proximo a expirar. La opcidn de renovacion esta
disponible cuando el tipo de certificado esta firmado por CA. En la ventana emergente, proporcione el
certificado del servidor, la clave privada, la CAraiz y los detalles del certificado intermedio.

@ El sistema estara fuera de linea hasta que se renueve el certificado y se cerrara la
sesion de la interfaz del Administrador de herramientas de ONTAP .

4. Para actualizar el certificado autofirmado a un certificado CA personalizado, seleccione la opcion
Certificados > Herramientas ONTAP * > *Actualizar a CA.

a. En la ventana emergente, cargue el certificado del servidor, la clave privada del certificado del
servidor, el certificado de CA raiz y los archivos del certificado intermedio.

b. Ingrese el nombre de dominio para el cual generé este certificado y actualice el certificado.

@ El sistema estara fuera de linea hasta que se complete la actualizacion y se
cerrara su sesion de la interfaz del Administrador de herramientas de ONTAP .

Actualizar el certificado de proveedor de VASA

Las ONTAP tools for VMware vSphere se implementan con un certificado autofirmado para el proveedor
VASA. Con esto, solo se puede administrar una instancia de vCenter Server para los almacenes de datos
de vVols . Cuando administra varias instancias de vCenter Server y desea habilitar la capacidad vVols en
ellas, debe cambiar el certificado autofirmado a un certificado CA personalizado.

Pasos

1. Inicie el Administrador de herramientas de ONTAP desde un navegador web:
https://<ONTAPtoolsIP>:8443/virtualization/ui/

2. Inicie sesion con las credenciales de administrador de las ONTAP tools for VMware vSphere que
proporcioné durante la implementacion.

3. Seleccione Certificados > Proveedor VASA o Herramientas ONTAP * > *Renovar para renovar los
certificados.

4. Seleccione Certificados > Proveedor VASA o Herramientas ONTAP * > *Actualizar a CA para
actualizar el certificado autofirmado a un certificado CA personalizado.

a. En la ventana emergente, cargue el certificado del servidor, la clave privada del certificado del
servidor, el certificado de CA raiz y los archivos del certificado intermedio.

b. Ingrese el nombre de dominio para el cual generé este certificado y actualice el certificado.
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@ El sistema estara fuera de linea hasta que se complete la actualizacion y se
cerrara su sesion de la interfaz del Administrador de herramientas de ONTAP .

Acceda a las ONTAP tools for VMware vSphere

Descripcion general de las ONTAP tools for VMware vSphere

Puede administrar sus configuraciones de aplicaciones, sistemas y redes mediante la
consola de mantenimiento de las herramientas ONTAP . Puede cambiar su contrasefia
de administrador y su contrasefia de mantenimiento. También puede generar paquetes
de soporte, establecer diferentes niveles de registro, ver y administrar configuraciones de
TLS e iniciar diagndsticos remotos.

Debe tener las herramientas de VMware instaladas después de implementar las ONTAP tools for VMware
vSphere para acceder a la consola de mantenimiento. Deberias usar maint como el nombre de usuario y la
contrasefia que configurd durante la implementacion para iniciar sesion en la consola de mantenimiento de las
herramientas ONTAP . Debes usar nano para editar los archivos en la consola de inicio de sesién de
mantenimiento o root.

@ Debes establecer una contrasefa para el diag usuario mientras habilita el diagndstico remoto.

Debe utilizar la pestafia Resumen de las ONTAP tools for VMware vSphere para acceder a la consola de

mantenimiento. Cuando seleccionasu , se inicia la consola de mantenimiento.

Menu de la consola Opciones

Configuracion de la aplicacion 1. Mostrar resumen del estado del servidor

2. Cambiar el nivel de LOG para los servicios de
proveedor de VASAYy los servicios de SRA

Configuracion del sistema 1. Reiniciar la maquina virtual
2. Apagar la maquina virtual
3. Cambiar la contrasefa del usuario 'maint'
4. Cambiar zona horaria
5. Aumentar el tamafo del disco de la carcel (/jail)
6. Mejora
7. Instalar VMware Tools
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Configuracion de red 1. Mostrar la configuracion de la direccion IP

2. Mostrar la configuracion de busqueda de
nombres de dominio

3. Cambiar la configuracion de busqueda del
nombre de dominio

Mostrar rutas estaticas
Cambiar rutas estaticas
Confirmar cambios

Hacer ping a un host

© N o ua »

Restaurar la configuraciéon predeterminada

—

Soporte y diagndstico . Acceso al shell de diagnéstico

2. Habilitar el acceso de diagnostico remoto

3. Proporcionar credenciales de vCenter para la
copia de seguridad

4. Tomar copia de seguridad

Configurar el acceso de diagnéstico remoto

Puede configurar las ONTAP tools for VMware vSphere para habilitar el acceso SSH
para el usuario diag.

Antes de empezar
La extension del proveedor VASA debe estar habilitada para su instancia de vCenter Server.

Acerca de esta tarea
El uso de SSH para acceder a la cuenta de usuario diag tiene las siguientes limitaciones:

» Solo se permite una cuenta de inicio de sesion por activacion de SSH.

* El acceso SSH a la cuenta de usuario diag se deshabilita cuando ocurre una de las siguientes situaciones:

o El tiempo expira.
La sesion de inicio de sesion seguira siendo valida solo hasta la medianoche del dia siguiente.
> Vuelve a iniciar sesion como usuario diag usando SSH.

Pasos
1. Desde vCenter Server, abra una consola en VASA Provider.

Inicie sesidbn como usuario de mantenimiento.
Ingresar 4 para seleccionar Soporte y Diagnostico.

Ingresar 2 para seleccionar Habilitar acceso a diagndstico remoto.

o c w0 DN

Ingresar y en el cuadro de didlogo Confirmacion para habilitar el acceso de diagndstico remoto.
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6. Introduzca una contrasefia para el acceso de diagndstico remoto.

Iniciar SSH en otros nodos

Debe iniciar SSH en otros nodos antes de actualizar.

Antes de empezar

La extension del proveedor VASA debe estar habilitada para su instancia de vCenter Server.
Acerca de esta tarea
Realice este procedimiento en cada uno de los nodos antes de actualizar.

Pasos

1. Desde vCenter Server, abra una consola en VASA Provider.
. Inicie sesidbn como usuario de mantenimiento.
. Ingresar 4 para seleccionar Soporte y Diagndstico.

2
3
4. Ingresar 1 para seleccionar Acceder al shell de diagnostico.
5. Ingresar y Para proceder.

6

. Ejecute el comando sudo systemctl restart ssh.

Actualizar las credenciales del servidor vCenter

Puede actualizar las credenciales de la instancia de vCenter Server mediante la consola
de mantenimiento.

Antes de empezar
Necesita tener credenciales de inicio de sesién de usuario de mantenimiento.

Acerca de esta tarea

Si ha cambiado las credenciales de vCenter Server después de la implementacién, debera actualizarlas
siguiendo este procedimiento.

Pasos
1. Desde vCenter Server, abra una consola en VASA Provider.

2. Inicie sesion como usuario de mantenimiento.
3. Ingresar 2 para seleccionar el Menu de Configuracion del Sistema.

4. Ingresar 8 para cambiar las credenciales de vCenter.

Informes de herramientas de ONTAP

El complemento de ONTAP tools for VMware vSphere proporciona informes para
maquinas virtuales y almacenes de datos. Cuando selecciona el icono del complemento
de herramientas NetApp ONTAP tools for VMware vSphere en la seccidon de accesos
directos del cliente vCenter, la interfaz de usuario navega a la pagina Descripcion
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general. Seleccione la pestafia Informes para ver el informe de la maquina virtual y del
almacén de datos.

El informe de maquinas virtuales muestra la lista de maquinas virtuales descubiertas (deben tener al menos
un disco de los almacenes de datos basados en almacenamiento ONTAP ) con métricas de rendimiento. Al
expandir el registro de VM, se muestra toda la informacion del almacén de datos relacionada con el disco.

El informe de almacenes de datos muestra la lista de ONTAP tools for VMware vSphere que se aprovisionan
desde el backend de almacenamiento ONTAP de todo tipo con métricas de rendimiento.

Puede utilizar la opcion Administrar columnas para ocultar o mostrar diferentes columnas.

Recopilar los archivos de registro

Puede recopilar archivos de registro de las ONTAP tools for VMware vSphere desde las
opciones disponibles en la interfaz de usuario del Administrador de herramientas ONTAP
. Es posible que el soporte técnico le solicite que recopile los archivos de registro para
ayudar a solucionar un problema.

La generacion de registros desde el Administrador de herramientas de ONTAP incluye todos los
@ registros de todas las instancias de vCenter Server. La generacion de registros desde la interfaz
de usuario del cliente vCenter esta limitada al servidor vCenter seleccionado.

Pasos

1. Inicie el Administrador de herramientas de ONTAP desde un navegador web:
https://<ONTAPtoolsIP>:8443/virtualization/ui/

2. Inicie sesion con las credenciales de administrador de las ONTAP tools for VMware vSphere que
proporcioné durante la implementacion.

3. Seleccione Paquetes de registro en la barra lateral.
Esta operacién puede tardar varios minutos.

4. Seleccione Generar para generar los archivos de registro.

5. Ingrese la etiqueta para el paquete de registro y seleccione Generar.

Descargue el archivo tar.gz y envielo al soporte técnico.

Siga los pasos a continuacién para generar un paquete de registros mediante la interfaz de usuario del cliente
vCenter:

Pasos
1. Inicie sesion en el cliente vSphere.

2. Desde la pagina de inicio de vSphere Client, vaya a Soporte > Paquete de registros > Generar.

3. Proporcione la etiqueta del paquete de registro y genere el paquete. Podra ver la opcion de descarga
cuando se generen los archivos. La descarga puede tardar un poco.

@ El paquete de registros generado reemplaza el paquete de registros que se generd en los
ultimos 3 dias o 72 horas.
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Administrar maquinas virtuales

Consideraciones para migrar o clonar maquinas virtuales

Debe tener en cuenta algunas consideraciones al migrar maquinas virtuales existentes
en su centro de datos.

Migrar maquinas virtuales protegidas

Puede migrar las maquinas virtuales protegidas a:

* El mismo almacén de datos vVols en un host ESXi diferente
« Diferentes almacenes de datos vVols compatibles en el mismo host ESXi
« Diferentes almacenes de datos vVols compatibles en un host ESXi diferente
Si la maquina virtual se migra a un FlexVol volume diferente, el archivo de metadatos correspondiente también

se actualiza con la informacion de la maquina virtual. Si se migra una maquina virtual a un host ESXi diferente
pero al mismo almacenamiento, el archivo de metadatos del FlexVol volume subyacente no se modificara.

Clonar maquinas virtuales protegidas

Puede clonar maquinas virtuales protegidas de la siguiente manera:
* El mismo contenedor del mismo FlexVol volume usando el grupo de replicacion

El mismo archivo de metadatos del volumen FlexVol se actualiza con los detalles de la maquina virtual
clonada.

» El mismo contenedor de un FlexVol volume diferente que utiliza un grupo de replicacion

El FlexVol volume donde se coloca la maquina virtual clonada, el archivo de metadatos se actualiza con
los detalles de la maquina virtual clonada.

» Diferentes almacenes de datos de contenedores o vVols

El FlexVol volume donde se coloca la maquina virtual clonada, el archivo de metadatos obtiene detalles
actualizados de la maquina virtual.

Actualmente, VMware no admite maquinas virtuales clonadas en una plantilla de VM.
Se admite la clonacion de clones de una maquina virtual protegida.

Referirse a "Creacion de una maquina virtual para clonar" Para mas detalles.

Instantaneas de maquinas virtuales

Actualmente solo se admiten instantaneas de maquinas virtuales sin memoria. Si la maquina virtual tiene una
instantanea con memoria, entonces la maquina virtual no se considera para proteccion.

Tampoco puedes proteger maquinas virtuales desprotegidas que tengan instantaneas de memoria. Para esta

version, se espera que elimine la instantdnea de memoria antes de habilitar la proteccion para la maquina
virtual.
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Para las maquinas virtuales de Windows con tipo de almacenamiento ASA r2, cuando toma una instantanea
de la maquina virtual, sera una instantanea de solo lectura. Cuando hay energia disponible para la VM, el
proveedor VASA crea un LUN usando la instantanea de solo lectura y luego lo habilita para IOPS. Durante la
solicitud de apagado, VASA Provider elimina el LUN que se cred y luego deshabilita las IOPS.

Migrar maquinas virtuales con almacenes de datos NFS y VMFS a almacenes de
datos vVols

Puede migrar maquinas virtuales desde almacenes de datos NFS y VMFS a almacenes
de datos de Virtual Volumes (vVols) para aprovechar la administracion de maquinas
virtuales basada en politicas y otras capacidades de vVols . Los almacenes de datos de
vVols le permiten cumplir con los requisitos de mayor carga de trabajo.

Antes de empezar

Asegurese de que VASA Provider no se esté ejecutando en ninguna de las maquinas virtuales que planea
migrar. Si migra una maquina virtual que ejecuta VASA Provider a un almacén de datos vVols , no podra
realizar ninguna operacion de administracion, incluido el encendido de las maquinas virtuales que estan en
almacenes de datos vVols .

Acerca de esta tarea

Cuando migra desde un almacén de datos NFS y VMFS a un almacén de datos vVols , vCenter Server utiliza
las API de vStorage para la descarga de integracion de matrices (VAAI) al mover datos desde almacenes de
datos VMFS, pero no desde un archivo VMDK de NFS. Las descargas de VAAI normalmente reducen la carga
en el host.

Pasos
1. Haga clic derecho en la maquina virtual que desea migrar y seleccione Migrar.

2. Seleccione Cambiar solo almacenamiento y luego seleccione Siguiente.

3. Seleccione un formato de disco virtual, una politica de almacenamiento de VM y un almacén de datos vVol
que coincida con las caracteristicas del almacén de datos que esta migrando.

4. Revise la configuracion y seleccione Finalizar.

Limpieza de VASA

Utilice los pasos de esta seccidn para realizar la limpieza de VASA.

@ Se recomienda que elimine todos los almacenes de datos vVols antes de realizar la limpieza de
VASA.

Pasos
1. Anule el registro del complemento yendo a https://OTV_IP:8143/Register.html

2. Verifique que el complemento ya no esté disponible en vCenter Server.
3. Apague las ONTAP tools for VMware vSphere VM.
4. Eliminar ONTAP tools for VMware vSphere VM.
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Conectar o desconectar un disco de datos de una maquina virtual

Adjuntar un disco de datos a una maquina virtual

Conecte un disco de datos a una maquina virtual para ampliar la capacidad de almacenamiento.

Pasos
1. Inicie sesion en el cliente vSphere.

2. Haga clic derecho en una maquina virtual en el inventario y seleccione Editar configuracion.
3. En la pestafia Hardware virtual, seleccione Disco duro existente.

4. Seleccione la maquina virtual donde existe el disco.
5

. Seleccione el disco que desea conectar y seleccione Aceptar

Resultado
El disco duro aparece en la lista de dispositivos de hardware virtual.

Desconectar un disco de datos de la maquina virtual

Puede desconectar un disco de datos conectado a una maquina virtual cuando ya no sea necesario. Cuando
se separa el disco de la maquina virtual, no se elimina automaticamente; permanece en el sistema de
almacenamiento ONTAP .

Pasos
1. Inicie sesion en el cliente vSphere.

2. Haga clic derecho en una maquina virtual en el inventario y seleccione Editar configuracion.

3. Mueva el puntero sobre el disco y seleccione Quitar.

@ El disco se elimina de la maquina virtual. Si otras maquinas virtuales comparten el disco, los
archivos del disco no se eliminan.

Informacion relacionada
"Agregar un nuevo disco duro a una maquina virtual"

"Agregar un disco duro existente a una maquina virtual”

Descubra los sistemas de almacenamiento y hosts

Cuando ejecuta por primera vez las ONTAP tools for VMware vSphere en un cliente
vSphere, las herramientas ONTAP detectan los hosts ESXi, sus LUN y exportaciones
NFS, y los sistemas de almacenamiento NetApp que poseen esos LUN y exportaciones.

Antes de empezar
» Todos los hosts ESXi deben estar encendidos y conectados.

» Todas las maquinas virtuales de almacenamiento (SVM) que se van a descubrir deben estar en ejecucion,
y cada nodo del cluster debe tener al menos un LIF de datos configurado para el protocolo de
almacenamiento en uso (NFS o iSCSI).

Acerca de esta tarea
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Puede descubrir nuevos sistemas de almacenamiento o actualizar informacion sobre sistemas de
almacenamiento existentes para obtener la informacién mas reciente sobre capacidad y configuraciéon en
cualquier momento. También puede modificar las credenciales que las ONTAP tools for VMware vSphere
utilizan para iniciar sesion en los sistemas de almacenamiento.

Al descubrir los sistemas de almacenamiento, las ONTAP tools for VMware vSphere recopilan informacién de
los hosts ESXi administrados por la instancia de vCenter Server.

Pasos
1. Desde la pagina de inicio de vSphere Client, seleccione Hosts y clusteres.

2. Haga clic con el boton derecho en el centro de datos requerido y seleccione * Herramientas de NetApp
ONTAP * > * Actualizar datos del host *.

En el cuadro de dialogo Confirmar, confirme su eleccion.

3. Seleccione los controladores de almacenamiento detectados que tengan el estado Authentication
Failure y seleccione Acciones > Modificar.

4. Complete la informacioén requerida en el cuadro de didlogo Modificar sistema de almacenamiento.
5. Repita los pasos 4 y 5 para todos los controladores de almacenamiento con Authentication Failure
estado.

Una vez completado el proceso de descubrimiento, realice las siguientes acciones:

« Utilice las ONTAP tools for VMware vSphere para configurar los ajustes del host ESXi para los hosts que
muestran el icono de alerta en la columna de configuracion del adaptador, la columna de configuracion de
MPIO o la columna de configuracion de NFS.

* Proporcione las credenciales del sistema de almacenamiento.

Modificar la configuracion del host ESXi mediante las
herramientas ONTAP

Puede utilizar el panel de ONTAP tools for VMware vSphere para editar la configuracién
de su host ESXi.

Antes de empezar

Si hay un problema con la configuracion de su host ESXi, el problema se muestra en el portlet de sistemas de
host ESXi del panel. Puede seleccionar el problema para ver el nombre del host o la direccion IP del host
ESXi que tiene el problema.

Pasos
1. Inicie sesion en el cliente vSphere.

2. En la pagina de accesos directos, seleccione *Herramientas de NetApp ONTAP * en la seccion de
complementos.

3. Vaya al portlet Cumplimiento de host ESXi en la Descripcion general (panel de control) del complemento
de ONTAP tools for VMware vSphere .

4. Seleccione el enlace Aplicar configuracién recomendada.

5. En la ventana Aplicar configuracion de host recomendada, seleccione los hosts que desea que
cumplan con la configuracion de host recomendada de NetApp y seleccione Siguiente.
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@ Puede expandir el host ESXi para ver los valores actuales.

6. En la pagina de configuracion, seleccione los valores recomendados segun sea necesario.
7. En el panel de resumen, verifique los valores y seleccione Finalizar. Puede seguir el progreso en el panel
de tareas recientes.

Informacion relacionada

"Configurar los ajustes del host ESXi"

Administrar contrasenas

Cambiar la contrasena del administrador de herramientas de ONTAP

Puede cambiar la contrasena de administrador utilizando el Administrador de
herramientas de ONTAP .

Pasos

1. Inicie el Administrador de herramientas de ONTAP desde un navegador web:
https://<ONTAPtoolsIP>:8443/virtualization/ui/

2. Inicie sesion con las credenciales de administrador de las ONTAP tools for VMware vSphere que
proporcioné durante la implementacion.

3. Seleccione el icono de administrador en la esquina superior derecha de la pantalla y seleccione Cambiar
contrasena.

4. En la ventana emergente de cambio de contrasefa, ingrese la contrasefa anterior y los detalles de la
nueva contrasena. La restriccion para cambiar la contrasefia se muestra en la pantalla de la interfaz de
usuario.

5. Seleccione Cambiar para implementar los cambios.

Restablecer la contrasena del administrador de herramientas de ONTAP

Si olvidé la contrasefia del administrador de herramientas de ONTAP , puede restablecer
las credenciales de administrador usando el token generado por la consola de
mantenimiento de ONTAP tools for VMware vSphere .

Pasos

1. Inicie el Administrador de herramientas de ONTAP desde un navegador web:
https://<ONTAPtoolsIP>:8443/virtualization/ui/

2. En la pantalla de inicio de sesion, seleccione la opcion Restablecer contraseia.
Para restablecer la contrasena del administrador, debe generar el token de restablecimiento utilizando las
ONTAP tools for VMware vSphere .
a. Desde vCenter Server, abra la consola de mantenimiento
b. Ingrese '2' para seleccionar la opcion Configuracién del sistema
c. Introduzca '3' para cambiar la contrasefa del usuario 'maint'.

3. En la ventana emergente de cambio de contrasefia, ingrese el token de restablecimiento de contrasefia, el
nombre de usuario y los detalles de la nueva contrasefa.
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4. Seleccione Restablecer para implementar los cambios. Después de restablecer exitosamente la
contrasefia, podra usar la nueva contrasefa para iniciar sesion.

Restablecer la contraseia del usuario de la aplicacién

La contrasefia del usuario de la aplicacion se utiliza para el registro del proveedor SRA 'y
VASA con vCenter Server.

Pasos

1. Inicie el Administrador de herramientas de ONTAP desde un navegador web:
https://<ONTAPtoolsIP>:8443/virtualization/ui/

2. Inicie sesion con las credenciales de administrador de las ONTAP tools for VMware vSphere que
proporcioné durante la implementacion.

Seleccione Configuracién en la barra lateral.
En la pantalla Credenciales VASA/SRA, seleccione Restablecer contrasena.

Proporcione una nueva contrasefa y confirme la entrada de la nueva contrasefa.

o o k~ w

Seleccione Restablecer para implementar los cambios.

Restablecer la contrasena del usuario de la consola de mantenimiento

Durante el reinicio del sistema operativo invitado, el menu de grub muestra una opcién
para restablecer la contrasefa del usuario de la consola de mantenimiento. Esta opcidn
se utiliza para actualizar la contrasefia del usuario de la consola de mantenimiento
presente en la maquina virtual correspondiente. Una vez restablecida la contrasenia, la
maquina virtual se reinicia para establecer la nueva. En una implementacion de alta
disponibilidad (HA), tras reiniciar la maquina virtual, la contrasefa se actualiza
automaticamente en las otras dos maquinas virtuales.

Para las ONTAP tools for VMware vSphere HA, debe cambiar la contrasefia del usuario de la
@ consola de mantenimiento en el nodo de administracion de herramientas ONTAP , que es
node1.

Pasos
1. Inicie sesidon en su vCenter Server

2. Haga clic derecho en la maquina virtual y seleccione Encendido > Reiniciar sistema operativo invitado.
Durante el reinicio del sistema, aparecera la siguiente
pantalla:
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ONTAP tools for VMware vSphere

Standard mode (defauit)

Reset maintenance user's password

Slw e L

NetApp

The highlighted entry will be executed automatically in 3s

Tienes 5 segundos para elegir tu opcion. Presione cualquier tecla para detener el progreso y congelar el
menu de GRUB.

3. Seleccione la opcién Restablecer contrasefia de usuario de mantenimiento. Se abre la consola de
mantenimiento.

4. En la consola, ingrese los detalles de la nueva contrasefia. La nueva contrasefia y los detalles de la nueva
contrasefia reingresada deben coincidir para restablecer la contrasefia exitosamente. Tienes tres
oportunidades para ingresar la contrasefia correcta. El sistema se reinicia después de ingresar
exitosamente la nueva contrasefia.

5. Presione Enter para continuar. La contrasefa se actualiza en la VM.

El mismo menu de GRUB también aparece durante el encendido de la VM. Sin embargo, debe
utilizar la opcidén de restablecer contraseina solo con la opcidn Reiniciar sistema operativo
invitado.

Administrar la proteccién del cluster de host

Modificar el cluster de host protegido

Puede realizar las siguientes tareas como parte de la proteccion contra modificaciones.
Puede realizar todos los cambios en el mismo flujo de trabajo.
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« Agregue nuevos almacenes de datos o hosts al cluster protegido.
» Agregue nuevas relaciones SnapMirror a la configuracion de proteccion.
+ Eliminar las relaciones SnapMirror existentes de la configuracion de proteccion.

* Modificar una relaciéon SnapMirror existente.

Supervisar la proteccion del cluster de host

Utilice este procedimiento para supervisar el estado de la proteccion del cluster del host. Puede supervisar
cada cluster de host protegido junto con su estado de proteccion, relaciones de SnapMirror , almacenes de
datos y el estado de SnapMirror correspondiente.

Pasos
1. Inicie sesion en el cliente vSphere.

2. Vaya a * Herramientas de NetApp ONTAP * > * Proteccién * > * Relaciones de cluster de host *.
El icono debajo de la columna de proteccion muestra el estado de la proteccion.

3. Pase el cursor sobre el icono para ver mas detalles.

Agregar nuevos almacenes de datos o hosts

Utilice este procedimiento para proteger los almacenes de datos o hosts recién agregados. Puede agregar
nuevos hosts al cluster protegido o crear nuevos almacenes de datos en el cluster de hosts mediante la
interfaz de usuario nativa de vCenter.

Pasos
1. Inicie sesion en el cliente vSphere.
2. Para editar las propiedades de un cluster protegido, puede:

a. Vaya a * Herramientas de NetApp ONTAP * > * Proteccion * > * Relaciones de cluster de host *,
seleccione el menu de puntos suspensivos frente al cluster y seleccione * Editar * o

b. Haga clic con el botdén derecho en un cluster de host y seleccione * Herramientas de NetApp ONTAP *
> * Proteger cluster *.

3. Si ha creado un almacén de datos en la interfaz de usuario nativa de vCenter, ese almacén de datos se
muestra como desprotegido. La interfaz de usuario muestra todos los almacenes de datos del cluster y su
estado de proteccion en un cuadro de dialogo. Seleccione el boton Proteger para habilitar la proteccién
completa.

4. Si ha agregado un nuevo host ESXi, el estado de proteccion se muestra como parcialmente protegido.
Seleccione el menu de puntos suspensivos en la configuracion de SnapMirror y seleccione Editar para
establecer la proximidad del host ESXi recién agregado.

En el caso de una relacién asincrona, no se admite la accién de ediciéon porque no se

@ puede agregar el SVM de destino del sitio terciario a la misma instancia de herramientas de
ONTAP . Sin embargo, se puede usar el administrador del sistema o la CLI del SVM de
destino para cambiar la configuracion de la relacion.

5. Seleccione Guardar después de realizar los cambios necesarios.

6. Puede ver los cambios en la ventana Proteger cluster.

Se crea una tarea de vCenter y puedes seguir el progreso en el panel Tarea reciente.

37



Agregar una nueva relacion SnapMirror
Pasos
1. Inicie sesion en el cliente vSphere.
2. Para editar las propiedades de un cluster protegido, puede:

a. Vaya a * Herramientas de NetApp ONTAP * > * Proteccion * > * Relaciones de cluster de host *,
seleccione el menu de puntos suspensivos frente al cluster y seleccione * Editar * o

b. Haga clic con el botén derecho en un cluster de host y seleccione * Herramientas de NetApp ONTAP *
> * Proteger cluster *.

3. Seleccione Agregar relacion.
4. Agregue una nueva relacion como tipo de politica Asincrénica o AutomatedFailOverDuplex.

5. Seleccione Proteger.

Puede ver los cambios en la ventana Proteger cluster.

Se crea una tarea de vCenter y puedes seguir el progreso en el panel Tarea reciente.

Eliminar una relacién SnapMirror existente

Para eliminar una relacion SnapMirror asincrénica, se debe agregar un SVM o cluster del sitio secundario
como back-end de almacenamiento en las ONTAP tools for VMware vSphere. No puedes eliminar todas las
relaciones de SnapMirror . Cuando se elimina una relacion, también se elimina la relacion correspondiente en
el cluster ONTAP . Cuando se elimina una relacion AutomatedFailOverDuplex SnapMirror , los almacenes de
datos en el destino se desasignan y el grupo de consistencia, los LUN, los volimenes y los igroups se
eliminan del cluster ONTAP de destino.

Al eliminar la relacién, se activa un nuevo escaneo en el sitio secundario para eliminar el LUN no asignado
como ruta activa de los hosts.

Pasos
1. Inicie sesion en el cliente vSphere.
2. Para editar las propiedades de un cluster protegido, puede:

a. Vaya a * Herramientas de NetApp ONTAP * > * Proteccion * > * Relaciones de cluster de host *,
seleccione el menu de puntos suspensivos frente al cluster y seleccione * Editar * o

b. Haga clic con el botén derecho en un cluster de host y seleccione * Herramientas de NetApp ONTAP *
> * Proteger cluster *.

3. Seleccione el menu de puntos suspensivos en la configuracion de SnapMirror y seleccione Eliminar.

Se crea una tarea de vCenter y puedes seguir el progreso en el panel Tarea reciente.

Modificar una relacion SnapMirror existente

Para modificar una relacion SnapMirror asincrénica, se debe agregar un SVM o cluster de sitio secundario
como back-end de almacenamiento en las ONTAP tools for VMware vSphere. Si se trata de una relacion
AutomatedFailOverDuplex SnapMirror , puede modificar la proximidad del host en caso de configuracién
uniforme y el acceso al host en caso de configuracion no uniforme. No se pueden intercambiar los tipos de
politicas Asynchronous y AutomatedFailOverDuplex. Puede configurar la proximidad o el acceso para los
hosts recién descubiertos en el cluster.
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@ No se puede editar una relaciéon SnapMirror asincronica existente.

Pasos
1. Inicie sesion en el cliente vSphere.

2. Para editar las propiedades de un cluster protegido, puede:

a. Vaya a * Herramientas de NetApp ONTAP * > * Proteccion * > * Relaciones de cluster de host *,
seleccione el menu de puntos suspensivos frente al cluster y seleccione * Editar * o

b. Haga clic con el botén derecho en un cluster de host y seleccione * Herramientas de NetApp ONTAP *
> * Proteger cluster *.

3. Si se selecciona el tipo de politica AutomatedFailOverDuplex, agregue detalles de proximidad del host o
acceso del host.

4. Seleccione el botén Proteger.

Se crea una tarea de vCenter y puedes seguir el progreso en el panel Tarea reciente.

Eliminar la proteccion del cluster de host

Cuando se elimina la proteccion del cluster del host, los almacenes de datos quedan
desprotegidos.

Pasos

1. Para ver los clusteres de host protegidos, navegue a * Herramientas de NetApp ONTAP * > * Proteccion *
> * Relaciones de cluster de host *.

En esta pagina, puede supervisar los clusteres de host protegidos junto con su estado de proteccion, la
relacion de SnapMirror y su estado de SnapMirror correspondiente.

2. En la ventana Proteccion del cluster de host, seleccione el menu de puntos suspensivos frente al cluster
y, a continuacion, seleccione Eliminar proteccion.

Deshabilitar AutoSupport

Al configurar su sistema de almacenamiento por primera vez, AutoSupport esta
habilitado de forma predeterminada. Envia mensajes al soporte técnico 24 horas
después de su habilitacién. Al desactivar AutoSupport, ya no recibira soporte ni
supervision proactiva.

Se recomienda que mantenga habilitado el AutoSupport . Ayuda a acelerar la deteccion y
resolucion de problemas. El sistema recopila informacion de AutoSupport y la almacena
localmente, incluso cuando esta deshabilitado. Sin embargo, no envia el informe a ninguna red.

Pasos

1. Inicie el Administrador de herramientas de ONTAP desde un navegador web:
https://<ONTAPtoolsIP>:8443/virtualization/ui/

2. Inicie sesion con las credenciales de administrador de las ONTAP tools for VMware vSphere que
proporcioné durante la implementacion.

3. Seleccione la opcion Configuraciéon > Telemetria > Editar.
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4. Deseleccione la opcion * AutoSupport* y guarde los cambios.

Actualizar la URL del proxy de AutoSupport

Actualice la URL del proxy de AutoSupport para garantizar el correcto funcionamiento de
la funcion AutoSupport en escenarios donde se utiliza un servidor proxy para el control
de acceso a la red o medidas de seguridad. Permite que los datos de AutoSupport se
enruten a través del proxy apropiado, lo que posibilita la transmision segura y el
cumplimiento.

Pasos

1. Inicie el Administrador de herramientas de ONTAP desde un navegador web:
https://<ONTAPtoolsIP>:8443/virtualization/ui/

2. Inicie sesion con las credenciales de administrador de las ONTAP tools for VMware vSphere que
proporcioné durante la implementacion.

3. Seleccione Configuracioén en la barra lateral.
4. Seleccione la opcion Configuracion > Telemetria > Editar.

5. Ingrese una URL de proxy valida y guarde los cambios.

Si deshabilita AutoSupport, la URL del proxy también se deshabilitara.

Agregar servidores NTP

Ingrese los detalles del servidor NTP para sincronizar los relojes de tiempo del
dispositivo de herramientas ONTAP .

Pasos

1. Inicie el Administrador de herramientas de ONTAP desde un navegador web:
https://<ONTAPtoolsIP>:8443/virtualization/ui/

2. Inicie sesion con las credenciales de administrador de las ONTAP tools for VMware vSphere que
proporcioné durante la implementacion.

3. Seleccione la opcion Configuracion > Servidor NTP > Editar.

4. Ingrese el nombre de dominio completo (FQDN) separado por comas, direcciones IPv4 o IPv6.

Actualice la pantalla para ver los valores actualizados.

Crear copia de seguridad y recuperar la configuracién de
las herramientas ONTAP

A partir de las ONTAP tools for VMware vSphere 10.3, el dispositivo utiliza un
aprovisionador de almacenamiento dinamico, por lo que no es posible alcanzar un RPO
cero. Sin embargo, es posible alcanzar un RPO cercano a cero. Para lograr un RPO
cercano a cero, debe crear una copia de seguridad de la configuracién y restaurarla en
una nueva maquina virtual.
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@ Para migrar a HA cuando la copia de seguridad que no es de HA esta habilitada, primero
deshabilite la copia de seguridad y vuelva a habilitarla después de la migracion.

Crear una copia de seguridad y descargar el archivo de copia de seguridad

Pasos

1.

a > w0 DN

2

10.

Desde vCenter Server, abra la consola de mantenimiento.

Inicie sesion como usuario de mantenimiento.
Ingresar 4 para seleccionar Soporte y Diagnostico.
Ingresar 3 para seleccionar la opcion Habilitar copia de seguridad del sistema.

En caso de no ser HA, ingrese las credenciales de vCenter donde esta implementada la maquina virtual
de herramientas ONTAP .

Introduzca el valor de frecuencia de copia de seguridad entre 5 y 60 minutos.
Presione Enter

Esto crea la copia de seguridad y la envia al almacén de datos de la maquina virtual a intervalos
regulares.

Para acceder a la copia de seguridad, navegue a la seccién de almacenamiento y seleccione el almacén
de datos de la maquina virtual
Seleccione la seccion Archivos.

En la seccion de archivos, puedes ver el directorio. EI nombre del directorio sera la direccion IP de las
herramientas ONTAP , donde los puntos (.) se reemplazan por guiones bajos, con el sufijo backup.

Para obtener mas informacién sobre la copia de seguridad, descargue el archivo backup_info.txt desde
Archivos > Descargar.

Recuperar

Para recuperar la configuracién, apague la maquina virtual existente e implemente una nueva maquina virtual
utilizando el OVA que se utilizé en la implementacidn inicial.

Debe utilizar la misma direccion IP de las herramientas ONTAP para la nueva maquina virtual y la
configuracion del sistema, como los servicios habilitados, el tamafio del nodo y el modo HA, deben ser los
mismos que en la implementacion inicial.

Realice los siguientes pasos para recuperar la configuracion desde el archivo de respaldo.

1.

Desde vCenter Server, abra la consola de mantenimiento.

. Inicie sesidn como usuario de mantenimiento.

2
3.
4

Ingresar 4 para seleccionar Soporte y Diagnéstico.

. Ingresar 2 para seleccionar la opcion Habilitar acceso de diagnéstico remoto y crear una nueva

contrasefia para el acceso de diagnostico.

Seleccione cualquier copia de seguridad del directorio descargado. EI nombre del ultimo archivo de
respaldo se registra en el archivo backup_info.txt.

Ejecute el siguiente comando para copiar la copia de seguridad a la nueva maquina virtual e ingrese la
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7.

8.

contrasefia de diagndstico cuando se le solicite.

scp <Backup X.tar.enc> diag@<node ip>:/home/diag/system recovery.tar.enc

@ No altere la ruta de destino ni el nombre del archivo (/home/diag/system_recovery.tar.enc)
mencionados en el comando.

Después de copiar el archivo de respaldo, inicie sesion en el shell de diagndstico y ejecute el siguiente
comando:

sudo perl /home/maint/scripts/post-deploy-upgrade.pl -recovery

Los registros se graban en el archivo /var/log/post-deploy-upgrade.log.

Después de una recuperacion exitosa, se restauran los servicios y los objetos de vCenter.

Desinstalar las ONTAP tools for VMware vSphere

Al desinstalar las ONTAP tools for VMware vSphere se eliminan todos los datos de las
herramientas.

Pasos

1.
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Elimine o mueva todas las maquinas virtuales de las ONTAP tools for VMware vSphere .

o Para eliminar las maquinas virtuales, consulte "Eliminar y volver a registrar maquinas virtuales y
plantillas de maquinas virtuales"

o Para moverlos a un almacén de datos no administrado, consulte "Coémo migrar su maquina virtual con
Storage vMotion"

. "Eliminar almacenes de datos"Creado en ONTAP tools for VMware vSphere.

. Si ha habilitado el proveedor VASA, seleccione Configuraciéon > Configuracién del proveedor VASA >

Cancelar registro en las herramientas de ONTAP para cancelar el registro de los proveedores VASA de
todos los servidores vCenter.

. Desasociar todos los backends de almacenamiento de la instancia de vCenter Server. Consulte "Disociar

los backends de almacenamiento con la instancia de vCenter Server" .

. Eliminar todos los backends de almacenamiento. Consulte "Administrar backends de almacenamiento” .

. Eliminar el adaptador SRA de VMware Live Site Recovery:

a. Inicie sesion como administrador en la interfaz de administracion del dispositivo VMware Live Site
Recovery mediante el puerto 5480.

b. Seleccione Adaptadores de replicacion de almacenamiento.
c. Seleccione la tarjeta SRA adecuada y, en el menu desplegable, seleccione Eliminar.

d. Confirme que conoce los resultados de eliminar el adaptador y seleccione Eliminar.

. Eliminar las instancias del servidor vCenter incorporadas a las ONTAP tools for VMware vSphere.

Consulte "Administrar instancias de vCenter Server" .

. Apague las ONTAP tools for VMware vSphere desde vCenter Server y elimine las maquinas virtuales.


https://techdocs.broadcom.com/us/en/vmware-cis/vsphere/vsphere/8-0/vsphere-virtual-machine-administration-guide-8-0/managing-virtual-machinesvsphere-vm-admin/adding-and-removing-virtual-machinesvsphere-vm-admin.html#GUID-376174FE-F936-4BE4-B8C2-48EED42F110B-en
https://techdocs.broadcom.com/us/en/vmware-cis/vsphere/vsphere/8-0/vsphere-virtual-machine-administration-guide-8-0/managing-virtual-machinesvsphere-vm-admin/adding-and-removing-virtual-machinesvsphere-vm-admin.html#GUID-376174FE-F936-4BE4-B8C2-48EED42F110B-en
https://techdocs.broadcom.com/us/en/vmware-cis/vsphere/vsphere/9-0/migrate-a-virtual-machine-with-storage-vmotion.html
https://techdocs.broadcom.com/us/en/vmware-cis/vsphere/vsphere/9-0/migrate-a-virtual-machine-with-storage-vmotion.html

¢Que sigue?
"Eliminar volumenes FlexVol"

Eliminar volumenes FlexVol

Cuando se utiliza un cluster ONTAP dedicado para herramientas ONTAP para la
implementacién de VMware, se crean muchos volumenes FlexVol sin usar. Después de
eliminar las ONTAP tools for VMware vSphere, debe eliminar los volumenes FlexVol para
evitar posibles impactos en el rendimiento.

Pasos

1. Determine el tipo de implementacion de ONTAP tools for VMware vSphere desde la maquina virtual del
nodo de administracion de herramientas ONTAP .

cat /opt/netapp/meta/ansible_vars.yaml | grep -i protocolo
Si se trata de una implementacion iSCSI, también debera eliminar los igroups.
2. Obtenga la lista de volumenes FlexVol .
kubectl describe voltimenes persistentes | grep nombrelnterno | awk -F'=" {print $2}'

3. Eliminar las maquinas virtuales del vCenter Server. Referirse a "Eliminar y volver a registrar maquinas
virtuales y plantillas de maquinas virtuales" .

4. Eliminar volumenes FlexVol . Referirse a "Eliminar un FlexVol volume" . En el comando CLI para eliminar
un volumen, proporcione el nombre exacto de los volumenes FlexVol .

5. Eliminar igroups SAN del sistema de almacenamiento ONTAP en caso de implementacion de iSCSI.
Referirse a "Ver y administrar iniciadores SAN y igroups" .
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https://techdocs.broadcom.com/us/en/vmware-cis/vsphere/vsphere/8-0/vsphere-virtual-machine-administration-guide-8-0/managing-virtual-machinesvsphere-vm-admin/adding-and-removing-virtual-machinesvsphere-vm-admin.html#GUID-376174FE-F936-4BE4-B8C2-48EED42F110B-en
https://techdocs.broadcom.com/us/en/vmware-cis/vsphere/vsphere/8-0/vsphere-virtual-machine-administration-guide-8-0/managing-virtual-machinesvsphere-vm-admin/adding-and-removing-virtual-machinesvsphere-vm-admin.html#GUID-376174FE-F936-4BE4-B8C2-48EED42F110B-en
https://docs.netapp.com/us-en/ontap/volumes/delete-flexvol-task.html
https://docs.netapp.com/us-en/ontap/san-admin/manage-san-initiators-task.html
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