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Arquitectura de red

Informacion general de la arquitectura de red

La arquitectura de red para la implementacion de un centro de datos ONTAP
generalmente consiste en una interconexion de cluster, una red de gestion para la
administracion de clusteres y una red de datos. Las NIC (tarjetas de interfaz de red)
proporcionan puertos fisicos para conexiones Ethernet. Los HBA (adaptadores de bus de
host) proporcionan puertos fisicos para conexiones FC.
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The network architecture for an ONTARP datacenter implementation typically consists of a cluster
interconnect, a management network for cluster administration, and a data network.

Puertos légicos

Ademas de los puertos fisicos proporcionados en cada nodo, puede utilizar logical ports
para gestionar el trafico de red. Los puertos légicos son grupos de interfaces o VLAN.

Grupos de interfaces

Grupos de interfaces combine varios puertos fisicos en un unico «'puerto troncal'» l6gico. Puede que desee
crear un grupo de interfaces compuesto por puertos de NIC en diferentes ranuras PCI para garantizar que no
se produzca un fallo en una ranura, lo que reduce el trafico empresarial esencial.

Un grupo de interfaces puede ser de modo Unico, multimodo o multimodo dinamico. Cada modo ofrece
distintos niveles de tolerancia a fallos. Se puede usar cualquier tipo de grupo de interfaces multimodo para
equilibrar la carga de trafico de red.



VLAN

VLAN separa el trafico de un puerto de red (que podria ser un grupo de interfaces) en segmentos loégicos
definidos por puerto de switch, en lugar de por limites fisicos. Las estaciones finales pertenecientes a una
VLAN estan relacionadas por funcién o aplicacion.

Puede agrupar las estaciones finales por departamento, como Ingenieria y Marketing, o por proyecto, como

releasel y relase2. Debido a que la proximidad fisica de las estaciones finales es irrelevante en una VLAN, las
estaciones finales pueden ser geograficamente remotas.
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You can use VLANSs to segregate traffic by department.

Compatibilidad con tecnologias de red estandares del
sector

ONTAP admite las principales tecnologias de red estandar del sector. Entre las
tecnologias clave se incluyen espacios IP, equilibrio de carga DNS y capturas SNMP.

Los dominios de difusion, los grupos de failover y las subredes se describen en Recuperacion tras fallos de
rutas NAS.


https://docs.netapp.com/es-es/ontap/concepts/nas-path-failover-concept.html
https://docs.netapp.com/es-es/ontap/concepts/nas-path-failover-concept.html

Espacios IP

Puede usar un IPspace para crear un espacio de direccion IP diferente para cada servidor de datos virtual en
un cluster. Esto permite a los clientes en dominios de red separados administrativamente acceder a los datos
del cluster mientras utilizan direcciones IP superpuestas del mismo rango de subredes de direcciones IP.

Un proveedor de servicios, por ejemplo, podria configurar distintos espacios IP para clientes que utilizan las
mismas direcciones IP para acceder a un cluster.

Balanceo de carga de DNS

Puede utilizar DNS load balancing para distribuir el trafico de la red de usuarios a través de los puertos
disponibles. Un servidor DNS selecciona de forma dinamica una interfaz de red para el trafico en funcion del
numero de clientes montados en la interfaz.

Capturas SNMP

Puede utilizar SNMP Traps para comprobar periédicamente si hay fallos o umbrales operativos. Las capturas
SNMP capturan la informacién de supervision del sistema que se envia de forma asincrona desde un agente
SNMP a un administrador SNMP.

Cumplimiento de normativas FIPS

ONTAP cumple con los estandares de procesamiento de informacion federal (FIPS) 140-2 para todas las
conexiones SSL. Puede activar y desactivar el modo FIPS de SSL, establecer protocolos SSL a nivel global y
desactivar todos los cifrados débiles, como RC4.

Descripcion general de RDMA

La oferta de acceso directo a memoria remota (RDMA) de ONTAP admite cargas de
trabajo sensibles a la latencia y de ancho de banda elevado. RDMA permite que los
datos se copien directamente entre la memoria del sistema de almacenamiento y la
memoria del sistema host, evitando asi las interrupciones y gastos generales de la CPU.

NFS sobre RDMA

A partir de ONTAP 9.10,1, puede configurar "NFS sobre RDMA" para habilitar el uso del almacenamiento
GPUDirect de NVIDIA para cargas de trabajo aceleradas por GPU en hosts con GPU de NVIDIA compatibles.

@ RDMA no es compatible con el protocolo SMB.

RDMA de interconexion en cluster

Cluster Interconnect RDMA reduce la latencia, reduce los tiempos de conmutacion por error y acelera la
comunicacién entre nodos de un cluster.

A partir de ONTAP 9.10.1, la tecnologia RDMA de interconexién de clisteres es compatible con algunos
sistemas de hardware cuando se utilizan con NIC de cluster de X1151A. A partir de ONTAP 9.13.1, las NIC de
X91153A también admiten RDMA de interconexion de clusteres. Consulte la tabla para saber qué sistemas
son compatibles con las distintas versiones de ONTAP.


https://docs.netapp.com/es-es/ontap/nfs-rdma/index.html

Sistemas Versiones de ONTAP compatibles
* AFF A50 ONTAP 9.16.1 y versiones posteriores
« AFF A30
« AFF A20
« AFF C80
« AFF C60
» AFF C30
+ ASAA50
+ ASAA30
+ ASAA20

* AFF A1K ONTAP 9.15.1 y versiones posteriores
» AFF A90

« AFF A70

+ ASAA1K

« ASAA90

« ASAA70

« FAS90

» FAS70

* AFF A900 ONTAP 9.13.1 y versiones posteriores
* ASAA900
* FAS9500

* AFF A400 ONTAP 9.10.1 y versiones posteriores
* ASAA400

Dada la configuracion del sistema de almacenamiento adecuada, no se necesita configuracion adicional para
utilizar RDMA de Cluster Interconnect.
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