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Configuraciones especiales

Compruebe si hay configuraciones especificas de ONTAP
después de una actualizacion

Si se configura el cluster con alguna de las siguientes funciones, es posible que deba
realizar pasos adicionales después de actualizar el software ONTAP.

Preguntese... Si su respuesta es si, entonces haga esto...
¢ He actualizado desde ONTAP 9,7 o anterior a Compruebe la configuracion de red Eliminar el
ONTAP 9,8 o posterior? servicio EMS LIF de las politicas de servicio de red

que no brindan accesibilidad al destino EMS

¢ Mi cluster esta en una configuracion MetroCluster?  Compruebe el estado de las redes y el
almacenamiento

¢ Tengo una configuracion SAN? Compruebe su configuracion SAN

¢Actualizo desde ONTAP 9,3 o anterior? ¢ Utilizo el Volver a configurar las conexiones del servidor KMIP
cifrado del almacenamiento de NetApp?

¢ Tengo reflejos de uso compartido de carga? Reubicar los volumenes de origen de reflejos de uso
compartido de carga movidos

¢, Tengo cuentas de usuario para el acceso al Compruebe el cambio en las cuentas que pueden
procesador de servicio (SP) que se hayan creado acceder a Service Processor
antes de ONTAP 9,9.1?

Verifique la configuracion de red de ONTAP después de una
actualizacion

Después de realizar una actualizacién desde ONTAP 9,7x o anterior a ONTAP 9,8 o
posterior, debe verificar la configuracion de red. Después de la actualizacién, ONTAP
supervisa automaticamente la accesibilidad de la capa 2.

Paso
1. Compruebe que cada puerto tiene accesibilidad al dominio de retransmision esperado:

network port reachability show -detail

Obtenga mas informacién sobre network port reachability show en el "Referencia de comandos
del ONTAP".

El resultado del comando contiene resultados de accesibilidad. Use el arbol de decision y la tabla siguientes
para comprender los resultados de la accesibilidad (estado de la accesibilidad) y determinar qué hacer, si es
que hay algo, a continuacion.


https://docs.netapp.com/us-en/ontap-cli/network-port-reachability-show.html
https://docs.netapp.com/us-en/ontap-cli/network-port-reachability-show.html
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El puerto tiene capacidad de acceso de capa 2 a su dominio de difusion asignado.

Si el reachability-status es "ok", pero hay "puertos inesperados”, considere combinar
uno o mas dominios de difusion. Para obtener mas informacion, consulte "Fusionar
dominios de retransmision".

Si el reachability-status es "ok", pero hay "puertos inaccesibles", considere dividir uno o
mas dominios de difusion. Para obtener mas informacion, consulte "Divida los
dominios de retransmision".

Si el estado de accesibilidad es "correcto" y no hay puertos inesperados o no
accesibles, la configuracion es correcta.

El puerto no tiene posibilidad de recurrir a la capa 2 a su dominio de difusion asignado;
sin embargo, el puerto tiene capacidad de acceso de capa 2 a un dominio de difusion
diferente.

Puede reparar la accesibilidad del puerto. Cuando ejecute el siguiente comando, el
sistema asignara el puerto al dominio de retransmision al que se le habra
accesibilidad:

network port reachability repair -node -port

Para obtener mas informacion, consulte "Reparar la accesibilidad del puerto”.

Obtenga mas informacion sobre network port reachability repair en el
"Referencia de comandos del ONTAP".

El puerto no tiene posibilidad de recurrir a ningin dominio de difusion existente de
capa 2.

Puede reparar la accesibilidad del puerto. Cuando ejecute el siguiente comando, el
sistema asignara el puerto a un dominio de retransmision creado automaticamente en
el espacio IP predeterminado:

network port reachability repair -node -port

Para obtener mas informacion, consulte "Reparar la accesibilidad del puerto".

El puerto tiene la habilidad de la capa 2 para su dominio de broadcast asignado; sin
embargo, también tiene la habilidad de la capa 2 para al menos otro dominio de
broadcast.

Examine la configuracion fisica del conmutador y la conectividad para determinar si es
incorrecta o si el dominio de difusion asignado al puerto necesita combinarse con uno
0 mas dominios de difusion.

Para obtener mas informacion, consulte "Fusionar dominios de retransmision” o
"Reparar la accesibilidad del puerto”.

Si el estado de accesibilidad es "desconocido", espere unos minutos y vuelva a
intentar el comando.


https://docs.netapp.com/es-es/ontap/networking/merge_broadcast_domains.html
https://docs.netapp.com/es-es/ontap/networking/merge_broadcast_domains.html
https://docs.netapp.com/es-es/ontap/networking/split_broadcast_domains.html
https://docs.netapp.com/es-es/ontap/networking/split_broadcast_domains.html
https://docs.netapp.com/es-es/ontap/networking/repair_port_reachability.html
https://docs.netapp.com/us-en/ontap-cli/network-port-reachability-repair.html
https://docs.netapp.com/es-es/ontap/networking/repair_port_reachability.html
https://docs.netapp.com/es-es/ontap/networking/merge_broadcast_domains.html
https://docs.netapp.com/es-es/ontap/networking/repair_port_reachability.html

Después de reparar un puerto, necesita comprobar y resolver las LIF y VLAN desplazadas. Si el puerto era
parte de un grupo de interfaces, también necesita comprender lo que ha sucedido con ese grupo de
interfaces. Para obtener mas informacion, consulte "Reparar la accesibilidad del puerto”.

Elimine el servicio LIF de EMS de las politicas de servicio
de red tras una actualizacién de ONTAP

Si tiene mensajes del Sistema de gestion de eventos (EMS) configurados antes de
actualizar de ONTAP 9.7 o anterior a ONTAP 9.8 o posterior, después de la actualizacion
es posible que sus mensajes EMS no se entreguen.

Durante la actualizaciéon, management-ems , que es el servicio EMS LIF, se agrega a todas las politicas de
servicio existentes en las SVM de administracion. Esto permite enviar mensajes EMS desde cualquiera de los
LIF asociados a las politicas de servicio. Si la LIF seleccionada no tiene accesibilidad al destino de
notificaciones de eventos, el mensaje no se entrega.

Para evitar esto, después de la actualizacion debe eliminar el servicio EMS LIF de las politicas de servicio de
red que no brindan accesibilidad al destino.

"Obtenga mas informacién sobre los LIF y las politicas de servicio de ONTAP".

Pasos

1. Identifique los LIF y las politicas de servicio de red asociadas a través de las cuales se pueden enviar
mensajes EMS:

network interface show -fields service-policy -services management-ems

vserver 1if service-policy
cluster-1 cluster mgmt default-management
cluster-1 nodel-mgmt default-management
cluster-1 node2-mgmt default-management
cluster-1 inter cluster default-intercluster

4 entries were displayed.

2. Compruebe cada LIF para obtener conectividad con el destino EMS:

network ping -1if <lif name> -vserver <svm name> -destination

<destination address>

Realice esto en cada nodo.


https://docs.netapp.com/es-es/ontap/networking/repair_port_reachability.html
https://docs.netapp.com/es-es/ontap/networking/lifs_and_service_policies96.html#service-policies-for-system-svms

Ejemplos

cluster-1::> network ping -1if nodel-mgmt -vserver cluster-1
-destination 10.10.10.10
10.10.10.10 is alive

cluster-1::> network ping -1if inter cluster -vserver cluster-1
-destination 10.10.10.10
no answer from 10.10.10.10

3. Introduzca el nivel de privilegio avanzado:

set advanced

4. Para los LIF que no tienen accesibilidad, elimine el management-ems Servicio LIF de las politicas de
servicio correspondientes:

network interface service-policy remove-service -vserver <svm name>

-policy <service policy name> -service management-ems
Obtenga mas informacién sobre network interface service-policy remove-service en el
"Referencia de comandos del ONTAP".

5. Compruebe que el LIF de ems de gestidn solo esté asociado a las LIF que proporcionan accesibilidad al
destino de EMS:

network interface show -fields service-policy -services management-ems

Comprobar el estado de red y almacenamiento de las
configuraciones de MetroCluster tras una actualizacion de
ONTAP

Después de actualizar un cluster de ONTAP en una configuracién de MetroCluster, debe
comprobar el estado de las LIF, los agregados y los volumenes de cada cluster.

1. Compruebe el estado de la LIF:
network interface show

En un funcionamiento normal, los LIF de las SVM de origen deben tener el estado de administrador de en
activo y estar ubicados en sus nodos raiz. Los LIF para las SVM de destino no necesitan estar en marcha
0 ubicados en sus nodos iniciales. Sin embargo, todos los LIF tienen el estado de administrador activo,


https://docs.netapp.com/us-en/ontap-cli/network-interface-service-policy-remove-service.html

pero no es necesario que estén ubicados en sus nodos iniciales.

clusterl::> network interface show

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home
Cluster
clusterl-al clusl
up/up 192.0.2.1/24 clusterl-01
ela
true
clusterl-al clus2
up/up 192.0.2.2/24 clusterl-01
e2b
true
clusterl-01
clus mgmt up/up 198.51.100.1/24 clusterl-01
e3a
true
clusterl-al inetd4 interclusterl
up/up 198.51.100.2/24 clusterl-01
e3c
true

27 entries were displayed.

2. Compruebe el estado de los agregados:

storage aggregate show -state !online

Este comando muestra todos los agregados que not estan en linea. En el funcionamiento normal, todos
los agregados ubicados en el sitio local deben estar en linea. Sin embargo, si la configuracién de
MetroCluster esta de conmutacion, los agregados raiz del sitio de recuperacion ante desastres pueden
estar sin conexion.

Este ejemplo muestra un cluster en funcionamiento normal:



clusterl::> storage aggregate show -state !online
There are no entries matching your query.

Este ejemplo muestra un cluster con conmutacién de sitios, en el que los agregados raiz del sitio de

recuperacion ante desastres estan sin conexion:

clusterl::> storage aggregate show -state !online
Aggregate Size Available Used$% State #Vols Nodes
Status

0B 0B 0% offline 0 cluster2-01

mirror
degraded
aggr0 b2
0B OB 0% offline 0 cluster2-02
raid dp,

mirror

degraded
2 entries were displayed.

3. Compruebe el estado de los volumenes:

volume show -state !online

Este comando muestra los volumenes que not estan en linea.

Si la configuracion de MetroCluster tiene un funcionamiento normal (no esta en estado de conmutacion
por sitios), el resultado debe mostrar todos los volumenes que pertenecen a las SVM secundarias del

cluster (los que tienen el nombre de SVM anexado con "-mc").

Esos volumenes solo entran en linea en caso de que se produzca un cambio.

Este ejemplo muestra un cluster con un funcionamiento normal, en el cual los volumenes del sitio de

recuperacion ante desastres no estan en linea.



clusterl::> volume show -state !online

(volume show)
Vserver Volume Aggregate State Type Size
Available Used%

vs2-mc voll aggrl bl = RW =
;SZ—mc_ root vs2 aggr0 bl = RW =
;SZ—mc_ vol2 aggrl bl = RW =
;52—mc_ vol3 aggrl bl = RW =
;SZ—mc_ vol4 aggrl bl = RW =

5 entries were displayed.
4. Compruebe que no haya volumenes incoherentes:
volume show -is-inconsistent true

Ver el"Base de conocimientos de NetApp : Volumen que muestra WAFL inconsistente” sobre coémo
abordar los volumenes inconsistentes.

Verifique la configuracion de SAN después de una
actualizacion de ONTAP

Tras una actualizacién de ONTAP, en un entorno SAN, debe verificar que cada iniciador
que esté conectado a una LIF antes de que la actualizacidén se haya reconectado
correctamente a la LIF.

1. Compruebe que cada iniciador esta conectado a la LIF correcta.
Debe comparar la lista de iniciadores con la lista que ha realizado durante la preparacion de la

actualizacion. Si ejecuta ONTAP 9.11.1 o una version posterior, use System Manager para ver el estado
de conexion, ya que muestra mucho mas clara que la interfaz de linea de comandos.


https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/Volume_Showing_WAFL_Inconsistent

System Manager
a. En el Administrador del sistema, haga clic en hosts > grupos de iniciadores DE SAN.

La pagina muestra una lista de iGroups. Si la lista es grande, puede ver paginas adicionales de la
lista haciendo clic en los numeros de pagina en la esquina inferior derecha de la pagina.

Las columnas muestran informacion diversa sobre los iGroups. A partir de 9.11.1, también se
muestra el estado de conexion del igroup. Pase el raton sobre las alertas de estado para ver
detalles.

CLI
o Mostrar iniciadores de iSCSI:

iscsi initiator show -fields igroup,initiator-name, tpgroup
o Mostrar iniciadores de FC:

fcp initiator show -fields igroup,wwpn,lif

Vuelva a configurar las conexiones del servidor KMIP
después de una actualizacion de ONTAP 9,2 o una version
anterior

Después de realizar la actualizacion desde ONTAP 9,2 o una version anterior a ONTAP
9,3 o0 una version posterior, debe volver a configurar todas las conexiones del servidor de
gestion de claves externa (KMIP).

Pasos

1. Configure la conectividad del gestor de claves:

security key-manager setup
2. Afnada sus servidores KMIP:

security key-manager add -address <key management server ip address>
3. Compruebe que los servidores KMIP estan conectados:

security key-manager show -status



4. Consulte los servidores de claves:
security key-manager query
5. Cree una nueva clave de autenticacion y contrasena:
security key-manager create-key -prompt-for-key true

Establezca una frase de contrasefa con al menos 32 caracteres.

6. Consulte la nueva clave de autenticacion:
security key-manager query
7. Asigne la nueva clave de autenticacion a sus discos de cifrado automatico (SED):

storage encryption disk modify -disk <disk ID> -data-key-id <key ID>

(D Utilice la nueva clave de autenticacion de su consulta.

8. Si es necesario, asigne una clave FIPS al SED:

storage encryption disk modify -disk <disk id> -fips-key-id
<fips authentication key id>

Si su configuracion de seguridad requiere que utilice claves diferentes para la autenticacion de datos y la
autenticacion FIPS 140-2, debe crear una clave separada para cada una. De lo contrario, utilice la misma
clave de autenticacién para ambos.

Informacion relacionada

« "configuracién del administrador de claves de seguridad"”

* "modificar disco de cifrado de almacenamiento"

Reubicar volumenes de origen de reflejos de uso
compartido de carga movidos después de una actualizacion
de ONTAP

Después de actualizar ONTAP, tiene que mover los volumenes de origen de reflejos de
uso compartido de carga nuevamente a sus ubicaciones previas a la actualizacion.

Pasos

10


https://docs.netapp.com/us-en/ontap-cli-9161/security-key-manager-setup.html
https://docs.netapp.com/us-en/ontap-cli/storage-encryption-disk-modify.html

1. Identifique la ubicacién a la que se va a mover el volumen de origen de reflejos de uso compartido de
carga mediante el registro creado antes de mover el volumen de origen de reflejos de uso compartido de
carga.

2. Mueva el volumen de origen de reflejos de uso compartido de carga de vuelta a su ubicacion original:

volume move start

Cambio en las cuentas de usuario que pueden acceder a
Service Processor después de una actualizacién de ONTAP

Si ha creado cuentas de usuario en ONTAP 9.8 o anterior que pueden acceder al
procesador de servicios (SP) con un rol no administrativo y actualiza a ONTAP 9.9,1 o
posterior, cualquier valor que no sea admin del -role parametro se modifica a admin.

Para obtener mas informacion, consulte "Cuentas que pueden acceder al SP".

11
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