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FlexCache dualidad

Preguntas frecuentes sobre la dualidad de FlexCache

Esta FAQ responde a preguntas comunes sobre la dualidad FlexCache introducida en
ONTAP 9.18.1.

Preguntas frecuentes

¢, Qué es "dualidad"?

La dualidad permite el acceso unificado a los mismos datos usando tanto protocolos de archivos (NAS) como
de objetos (S3). Introducida en ONTAP 9.12.1 sin soporte para FlexCache, la dualidad se amplié en ONTAP
9.18.1 para incluir volumenes FlexCache, permitiendo el acceso mediante el protocolo S3 a archivos NAS
almacenados en caché en un volumen FlexCache.

¢ Qué operaciones de S3 son compatibles en un bucket de S3 de FlexCache?

Las operaciones de S3 compatibles con los buckets NAS de S3 estandar son compatibles con los buckets
NAS de S3 FlexCache, con la excepcion de la operacion COPY. Para ver una lista actualizada de las
operaciones no compatibles con un bucket NAS de S3 estandar, visita el "documentacion de
interoperabilidad".

¢Puedo usar FlexCache en modo write-back con FlexCache duality?

No. Si se crea un bucket NAS S3 FlexCache en un volumen FlexCache, el volumen FlexCache debe estar en
modo write-around. Si intentas crear un bucket NAS S3 FlexCache en un volumen FlexCache en modo write-
back, la operacion fallara.

No puedo actualizar uno de mis clusteres a ONTAP 9.18.1 debido a limitaciones de hardware. ;La dualidad
seguira funcionando en mi cluster si solo el cluster de caché esta ejecutando ONTAP 9.18.17?

No. Tanto el cluster de caché como el cluster de origen deben tener una version de cluster efectiva minima de
9.18.1. Si intentas crear un bucket NAS S3 de FlexCache en un cluster de caché emparejado con un origen
que ejecuta una version de ONTAP anterior a 9.18.1, la operacion fallara.

Tengo una configuraciéon de MetroCluster. ; Puedo usar la dualidad de FlexCache?
No. La dualidad de FlexCache no es compatible con las configuraciones de MetroCluster.

¢Puedo auditar el acceso S3 a archivos en un bucket NAS S3 de FlexCache?

La auditoria S3 se proporciona mediante la funcionalidad de auditoria NAS que usan los volumenes
FlexCache. Para mas informacion sobre la auditoria NAS de los volimenes FlexCache, consulta "Obtén mas
informacién sobre |la auditoria de FlexCache".

¢ Qué debo esperar si el cluster de caché se desconecta del cluster de origen?

Las solicitudes S3 a un bucket NAS S3 FlexCache fallaran con un 503 Service Unavailable error si el
cluster de caché esta desconectado del cluster de origen.

¢Puedo usar operaciones S3 multiparte con FlexCache duality?

Para que las operaciones S3 multiparte funcionen, el volumen subyacente de FlexCache debe tener el campo
granular-data configurado en 'advanced'. Este campo se establece en el valor que tenga el volumen de origen.

¢La dualidad de FlexCache admite acceso HTTP y HTTPS?
Si. Por defecto, HTTPS es obligatorio. Puedes configurar el servicio S3 para permitir el acceso HTTP si lo
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necesitas.

Habilita el acceso S3 a los volumenes NAS FlexCache

A partir de ONTAP 9.18.1, puedes habilitar el acceso S3 a los volumenes NAS
FlexCache, también conocido como "dualidad". Esto permite que los clientes accedan a
los datos almacenados en un volumen FlexCache usando el protocolo S3, ademas de
los protocolos NAS tradicionales como NFS y SMB. Puedes usar la siguiente informacién
para configurar la dualidad de FlexCache.

Requisitos previos
Antes de empezar, debes asegurarte de completar los siguientes requisitos previos:

» Asegurate de que el protocolo S3 y los protocolos NAS que quieras (NFS, SMB o ambos) tengan licencia y
estén configurados en la SVM.

« Verifica que DNS y cualquier otro servicio necesario estén configurados.

» Cluster y SVM emparejados

 Crear volumen FlexCache

» Data-lif creado

(D Para una documentacion mas completa sobre la dualidad de FlexCache, consulta "Soporte
multiprotocolo de ONTAP S3".

Paso 1: crear y firmar certificados

Para habilitar el acceso S3 a un volumen FlexCache, necesitas instalar certificados para la SVM que aloja el
volumen FlexCache. Este ejemplo usa certificados autofirmados, pero en un entorno de produccion deberias
usar certificados firmados por una autoridad de certificacion (CA) de confianza.

1. Creauna CAraiz de SVM:

security certificate create -vserver <svm> -type root-ca -common-name
<arbitrary name>

2. Genera una solicitud de firma de certificado:

security certificate generate-csr -common-name <dns name of data 1lif>
-dns-name <dns name of data 1if> -ipaddr <data 1lif ip>

Ejemplo de salida:
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MIICzjCCAbYCAQAWHzEJMBSGALIUEAXMUY2FjaGUxZylkYXRhLm5hcy5sYWIwggEL
MAOGCSgGSIb3DQEBAQUAA4IBDWAWGgEKAOIBAQCUsJk07508Uh329cHI 6x+BaRS2
whwrgvzoY1lidXtYmdCH3m1DDprBiAyfIwBCO/1iU3Xd5NpB7nclwK1CI2VEkrXGUg

VMIGN351+FgzLQ4X51KfoMXCV70NgIakxzEmkTIUDKv/n9EVZ4b5DTT1rL03X/nK
+Bim2y2y180PaFB3NauZHTnIIzIc8zCp2IEgqmFWyMDcdBjPOKSO+jNm4QhuXiM8F

D7gm3g/070qa50xbAEal504Nb0195U0T0rwqTaSzFGO0XQnK2PmA1OIwS5ET35p3%
dLU=

MITIEvAIBADANBgkghkiGOwOBAQEFAASCBKYwggSiAgEAAOIBAQCuUsJk07508Unh32
9cHI6x+BaRS2whwrgqvzoY1lidXtYmdCH3m1DDprBiAyfIwBCO/1U3Xd5NpB7nclwK
1CI2VEkrXGUgwBtx1K4TI1rCTB829Q1aLGAQXVYyWnzhQc4tS5PW/DsQ8t701Z9zET

rXGEdDagp7jQGNXUG1lbx03zcBill/A9Hc6b0alNECgYBKwe3PeZamiwhIHLy9ph7w
dJfFCshsPalMuAp20uKIAnNa916fT9y5kf9tIbskT+t5Dth8bmVopwe8UZaK5eC4

Svxml 9JHT5QgloDazZVUmMXFKyKogPDdfvcDk2Eb5gMEITIb0a3TPC/jggqpDn9BzuH
TO02fuRVRR/G/HUz2yRd+A==

@ Guarda una copia de tu solicitud de certificado y de tu clave privada para futuras consultas.
3. Firma el certificado:

El root-ca es el que creaste en Crear una CA raiz de SVM.

certificate sign -ca <svm root ca> -ca-serial <svm root ca sn> -expire
-days 364 -format PEM -vserver <svm>

4. Pega la solicitud de firma de certificado (CSR) generada en Genera una solicitud de firma de certificado.

Ejemplo:



MIICzjCCAbYCAQAWHzEJMBSGALIUEAXMUY2FjaGUxZylkYXRhLm5hcy5sYWIwggEL
MAOGCSgGSIb3DQEBAQUAA4IBDWAWGgEKAOIBAQCUsJk07508Uh329cHI 6x+BaRS2
whwrgvzoY1lidXtYmdCH3m1DDprBiAyfIwBCO/1iU3Xd5NpB7nclwK1CI2VEkrXGUg

VMIGN351+FgzLQ4X51KfoMXCV70NgIakxzEmkTIUDKv/n9EVZ4b5DTT1rL03X/nK
+Bim2y2y180PaFB3NauZHTnIIzIc8zCp2IEgqmFWyMDcdBjPOKSO+jNm4QhuXiM8F
D7gm3g/070qa50xbAEal504Nb0195U0T0rwqTaSzFGO0XQnK2PmA1OIwS5ET35p3%
dLU=

Esto imprime un certificado firmado en la consola, similar al siguiente ejemplo.

Ejemplo de certificado firmado:

MIIDdzCCAl+gAwIBAgIIGHolbgv5DPowDQYJKoZIThvcNAQELBQAWLJEfMBOGAL1UE
AxXMWY2FjaGUtMTY0ZylzdmOtcm9vdCljYTELMAKGAIUEBhMCVVMwHhcNMJUxMT Ix
M3 IXNTU4WhcNM)YxMTIwM] IXNTU4WJAEMROWGWYDVQQODEXR I YWNoZ TFnLWRhdAGEuU

gS7zhj31kWE3Gp9s+QijKWXx/0HDA1UuGqy0QZNgNm/MOmgVnokJNk5F4 fBFxMiR
1063BxL8xXGIRAtTCIIb2Gq2W] 7TEC1UW6CYKEKXACVk+XrRtArGkNtcYdt HEUSKVE
wswvv0rNydrNnWhJLhS18TW5Tex+OMyTXgk9/3K8kBOmAMrtxxYjt8tm+gztkivE
J0eoluDJhaNxqwEZRzFyGaadkl+560FzRfTc

5. Copia el certificado para el siguiente paso.

6. Instala el certificado del servidor en la SVM:

certificate install -type server -vserver <svm> —-cert-name flexcache-
duality

7. Pega el certificado firmado de Firma el certificado.

Ejemplo:



Please enter Certificate: Press <Enter> [twice] when done

MIIDAzCCAl+gAwWIBAgIIGHo1lbgv5DPowDQYJK0oZIhveNAQELBQAWLJEfMBOGALIUE
AxMWY2FjaGUtMTY0ZylzdmOtcm9vdCljYTELMAkKGAIUEBhMCVVMwHhcNMjUxMT Ix
MJIXNTU4WhcNM]jYXMTIwM] IXNTU4WJAEMROWGWYDVQQODEXRJYWNoZ TEFnLWRhdGEU
bmFzILmxhYjCCASIWDQYJKoZIThvcNAQEBBQADggEPADCCAQOCggEBAKOWMTTVK7xS

gS7zhj31kWE3Gp9s+Q1ijKWXx/0HDA1UuGqy0QZNgNm/MOmgVnokJNk5F4 fBFxMiR
1063BxL8xGIRAtLTC)jb2Gg2W] 7TECL1Uw6CykEkxACVk+XrRtArGkNtcYdtHfUsKVE
wswvvOrNydrNnWhJLhS18TW5Tex+OMyTXgk9/3K8kBOmAMrtxxYjt8tmtgztkivE
J0eoluDJhaNxqwEZRzFyGaadkl+560FzRfTc

8. Pega la clave privada generada en Genera una solicitud de firma de certificado.

Ejemplo:

Please enter Private Key: Press <Enter> [twice] when done

MITIEVAIBADANBgkghkiG9wOBAQEFAASCBKYwggSiAgEAAOIBAQCuUsJk07508Unh32
9cHI6x+BaRS2wSwrgvzoY1idXtYmdCH3m1DDprBiAyfIwBC0O/1U3Xd5NpB7nclwK
1CI2VEkrXGUgwBtx1K4TI1rCTB829Q1aLGAQXVYyWnzhQc4tS5PW/DsQ8t701Z9zET
W/gaEIajgpXIwGNWZ+weKQK+yoolxC+gy4IUETWvnEUiezaldogzyPhYghGC4AXWE
0johpQugOPel/w2nVFRWIOFQP3ZP3NZAXc8HOgkRB6SjaM243XV2jnukEzX2joXvT
wWHHH+IBAQ2JDs7s1TY0I20e49J2Fx2+HvUxDx4BHao7CCHA1+MnmE1+9E38wTaEk
NLsU724ZAgMBAAECggEABHUy06wxcIk5h03S9Tk1FDZV3JWzsu5gGALSQOHRASW+

rXGEdDagp7jQGNXUG1lbx03zcBill/A9Hc60alNECgYBKwe3PeZamiwhIHLy9ph7w
dJfFCshsPalMuAp20uKIANNa916fTO9y5kf9tIbskT+t5Dth8bmVopwe8UZaK5eC4
Svxml 9JHT5Q0gloDaZVUmMXFKyKogPDdfvcDk2EbS5gMfITb0a3TPC/jqgqpDn9BzuH
TO02fuRVRR/G/HUz2yRd+A==

9. Introduce los certificados de las autoridades de certificacion (CA) que forman la cadena de certificados del
certificado del servidor.

Esto comienza con el certificado de la CA emisora del certificado del servidor y puede llegar hasta el
certificado de la CAraiz.



Do you want to continue entering root and/or intermediate certificates

{yIln}: n

You should keep a copy of the private key and the CA-signed digital

certificate for future reference.

The installed certificate's CA and serial number for reference:
CA: cache-164g-svm-root-ca
serial: 187A256EO0BFO90CFA

10. Obtén la clave publica para la CAraiz de la SVM:

security certificate show -vserver <svm> -common-name <root ca cn> -ca

<root ca cn> -type root-ca -instance

MIIDgTCCAmmgAWIBAgIIGHokTnbsHKEWDQYJKoZ IThvcNAQELBOQAWLJEfMBOGALIUE
AXMWY2FjaGUtMTY0ZylzdmOtcm9vdC1ljYTELMAKGALIUEBhMCVVMwHhcNMjUxMT I x
MIEINTIzZWhcNMjYXMTIXMJEINTIZzWjAuUMREWwHQYDVQQODEXZ JYWNOZSOxNjRNLXN2
bS1yb290LWNhMOswCQYDVQOGEwWJVUzCCASIWDQYJKoZIhvcNAQEBBOQADggGEPADCC

DoOL7vZFFt44xd+rp0DwafhSnLHS5HNhdIAfa2JvZW+ed7rgevHOwmOzyclvaihl3
Ewtb6czla/mtESSYRNBmMGKIGM/SFCy5vI1ROZXCzFI96XPbYQNACWOAYTI3AHYBZPOA
HINzDR8iml4k9IuKf6BHLFA+VWLTJJZKrdf5Jvjgh0trGAbQGI /Hp2Bjuiopkui+
n4aa5Rz0JFQopgQddAYnMuvecgl 0CyNn7S0vE/XLd3fJaprH8kQ==

Esto es necesario para configurar el cliente para confiar en los certificados firmados por el

@ SVM root-ca. La clave publica se imprime en la consola. Copia y guarda la clave publica.
Los valores de este comando son los mismos que introdujiste en Crear una CAraiz de
SVM.

Paso 2: configura el servidor S3

1. Habilita el acceso al protocolo S3:

vserver show -vserver <svm> -fields allowed-protocols

@ S3 esta permitido en el nivel SVM por defecto.

2. Clona una politica existente:



network interface service-policy clone -vserver <svm> -policy default-

data-files -target-vserver <svm> -target-policy <any name>

3. Agrega S3 a la politica clonada:

network interface service-policy add-service -vserver <svm> -policy

<any name> -service data-s3-server

4. Agrega la nueva politica a la data lif:

network interface modify -vserver <svm> -1lif <data 1lif> -service-policy
duality

Modificar la politica de servicio de una LIF existente puede ser disruptivo. Requiere que la
LIF se apague y se vuelva a encender con un listener para el nuevo servicio. TCP deberia
recuperarse de esto rapido, pero ten en cuenta el posible impacto.

5. Crea el servidor de almacén de objetos S3 en la SVM:

vserver object-store-server create -vserver <svm> -object-store-server

<dns_name of data 1if> -certificate-name flexcache-duality

6. Habilita la capacidad S3 en el volumen FlexCache:

La flexcache config opcidon -is-s3-enabled debe establecerse en true antes de que puedas
crear un bucket. También debes establecer la opcién -is-writeback-enabled en false.

El siguiente comando modifica un FlexCache existente:

flexcache config modify -vserver <svm> -volume <fcache vol> -is
-writeback-enabled false -is-s3-enabled true

7. Crea un bucket S3:

vserver object-store-server bucket create -vserver <svm> -bucket
<bucket name> -type nas -nas-path <flexcache junction path>

8. Crea una politica de bucket:



vserver object-store-server bucket policy add-statement -vserver <svm>
-bucket <bucket name> -effect allow

9. Crea un usuario S3:

vserver object-store-server user create -user <user> -comment ""

Ejemplo de salida:

Vserver:
User:
Access Key:
Secret Key:

Warning:

future use.

<svm>>
<user>>
WCOT7...Y7D6U
6143s...pd P

The secret key won't be displayed again. Save this key for

10. Regenera las claves para el usuario raiz:

vserver object-store-server user regenerate-keys -vserver <svm> -user

root

Ejemplo de salida:

Vserver:
User:
Access Key:
Secret Key:

Warning:

future use.

<svm>>

root
US791...2F1RB
tg¥mn...8 302

The secret key won't be displayed again. Save this key for

Paso 3: configura el cliente

Hay muchos clientes S3 disponibles. Un buen lugar para empezar es con la AWS CLI. Para mas informacion,
consulta "Instalar la AWS CLI".


https://docs.aws.amazon.com/cli/latest/userguide/getting-started-install.html
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