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Gestione niveles locales de Flash Pool

Politicas de almacenamiento en caché de nivel local Flash
Pool ONTAP

Las politicas de almacenamiento en caché para los volumenes de un nivel local de Flash
Pool le permiten poner en marcha Flash como caché de alto rendimiento para los
conjuntos de datos de trabajo, al tiempo que se utilizan HDD de menor coste para los
datos a los que se accede con menos frecuencia. Si va a proporcionar caché a dos o
mas niveles locales de Flash Pool, debe usar la particion de SSD de Flash Pool para
compartir SSD en los niveles locales de Flash Pool.

Las politicas de almacenamiento en caché se aplican a volumenes que residen en niveles locales de Flash
Pool. Debe comprender el funcionamiento de las politicas de almacenamiento en caché antes de cambiarlas.

En la mayoria de los casos, la politica de almacenamiento en caché predeterminada de auto es la mejor
politica de almacenamiento en caché a utilizar. La politica de almacenamiento en caché solo se debe cambiar
si otra politica proporciona un mejor rendimiento para su carga de trabajo. La configuracion de una normativa
de almacenamiento en caché erronea puede degradar de manera considerable el rendimiento del volumen; la
degradacion del rendimiento puede aumentar de forma gradual con el tiempo.

Las politicas de almacenamiento en caché combinan una politica de almacenamiento en caché de lectura y
una politica de almacenamiento en caché de escritura. El nombre de la politica concatena los nombres de la
politica de almacenamiento en caché de lectura y la politica de almacenamiento en caché de escritura,
separados por un guion. Si no hay ningun guién en el nombre de la politica, la politica de almacenamiento en
caché de escritura es none, excepto para auto la politica.

Las politicas de almacenamiento en caché de lectura optimizan para el rendimiento de lectura futuro al colocar
una copia de los datos en la caché ademas de los datos almacenados en HDD. Para las politicas de
almacenamiento en caché de lectura que insertan datos en la caché para operaciones de escritura, la caché
funciona como una caché write-through.

Los datos insertados en la caché utilizando la politica de almacenamiento en caché de escritura solo existen
en la caché; no se copian en las HDD. La caché de Flash Pool esta protegida por RAID. Al habilitar el
almacenamiento en caché de escritura, los datos de las operaciones de escritura estan disponibles para las
lecturas desde la caché inmediatamente, mientras se posponen la escritura de los datos en las unidades de
disco duro hasta que envejecen en la caché.

Si mueve un volumen de un nivel local de Flash Pool a un nivel local de un Unico nivel, perdera su politica de
almacenamiento en caché; si mas adelante lo vuelve a mover a un nivel local de Flash Pool, se le asignara la
politica de almacenamiento en caché predeterminada de auto. Si mueve un volumen entre dos nivel local de
Flash Pool, se conserva la politica de almacenamiento en caché.

Cambiar una politica de almacenamiento en caché

Puede usar la CLI para cambiar la politica de almacenamiento en caché de un volumen que reside en un nivel
local de Flash Pool mediante el ~-caching-policy parametro con volume create el comando.

Cuando se crea un volumen en un nivel local de Flash Pool, de forma predeterminada, la auto politica de
almacenamiento en caché se asigna al volumen.



Gestione politicas de almacenamiento en caché de Flash
Pool

Determine si se modifica la politica de almacenamiento en caché de ONTAP de los
niveles locales de Flash Pool

Se pueden asignar politicas de retencion de caché a los volumenes en los niveles
locales de Flash Pool para determinar cuanto tiempo permanecen los datos del volumen
en la caché Flash Pool. Sin embargo, en algunos casos, cambiar la politica de retencion
de caché puede no afectar la cantidad de tiempo que permanecen los datos del volumen
en la caché.

Acerca de esta tarea

Si los datos cumplen alguna de las siguientes condiciones, es posible que el cambio de la politica de retencion
de caché no afecte:

 La carga de trabajo es secuencial.

« Su carga de trabajo no releer los bloques aleatorios almacenados en caché en las unidades de estado
solido (SSD).

» El tamano de la caché del volumen es demasiado pequefio.

Pasos

Los siguientes pasos comprueban las condiciones que deben cumplir los datos. La tarea debe realizarse
mediante la interfaz de linea de comandos en modo de privilegios avanzado.

1. Use la interfaz de linea de comandos para ver el volumen de carga de trabajo:
statistics start -object workload volume
2. Determine el patron de carga de trabajo del volumen:

statistics show -object workload volume -instance volume-workload -counter
sequential reads

3. Determine la tasa de aciertos del volumen:

statistics show -object wafl hya vvol -instance volume -counter
read ops replaced percent|wc write blks overwritten percent

4. Determine Cacheable Readely Project Cache Alloc del volumen:
system node run -node node name wafl awa start aggr name
5. Mostrar el resumen de AWA:
system node run -node node name wafl awa print aggr name
6. Compare la tasa de aciertos del volumen con Cacheable Read la.

Si la tasa de aciertos del volumen es superior a Cacheable Read, la carga de trabajo no vuelve a leer



los bloques aleatorios almacenados en caché en los SSD.
7. Compare el tamafio de caché actual del volumen con el Project Cache Alloc.

Si el tamafo de caché actual del volumen es mayor que Project Cache Alloc, el tamafio de la caché
del volumen es demasiado pequefio.

Informacion relacionada

« "Las estadisticas muestran"

» "Las estadisticas comienzan"

Modifique las politicas de almacenamiento en caché de los niveles locales de Flash
Pool de ONTAP

Debe modificar la politica de almacenamiento en caché de un volumen solo si se espera
gue otra politica de almacenamiento en caché proporcione un mejor rendimiento. Se
puede modificar la politica de almacenamiento en caché de un volumen en un nivel local
de Flash Pool.

Antes de empezar
Debe determinar si desea modificar la politica de almacenamiento en caché.

Acerca de esta tarea

En la mayoria de los casos, la politica de almacenamiento en caché predeterminada de auto es la mejor
politica de almacenamiento en caché que puede utilizar. La politica de almacenamiento en caché solo se debe
cambiar si otra politica proporciona un mejor rendimiento para su carga de trabajo. La configuracion de una
normativa de almacenamiento en caché errénea puede degradar de manera considerable el rendimiento del
volumen; la degradacion del rendimiento puede aumentar de forma gradual con el tiempo. Debe ser cauteloso
al modificar las politicas de almacenamiento en caché. Si experimenta problemas de rendimiento con un
volumen para el cual se ha cambiado la politica de almacenamiento en caché, debe devolver la politica de
almacenamiento en caché auto a.

Paso
1. Use la interfaz de linea de comandos para modificar la politica de almacenamiento en caché del volumen:

volume modify -volume volume name -caching-policy policy name

Ejemplo

En el ejemplo siguiente se modifica la politica de almacenamiento en caché de un volumen llamado vol2 en
la politica none:

volume modify -volume vol2 -caching-policy none

Establezca la politica de retencion de caché para los niveles locales de Flash Pool
de ONTAP

Se pueden asignar politicas de retencion de caché a volumenes en los niveles locales de
Flash Pool. Los datos de los volumenes que tienen una politica de retencién de caché
alta permanecen durante mas tiempo en la caché y los datos de los volumenes que


https://docs.netapp.com/us-en/ontap-cli/statistics-show.html
https://docs.netapp.com/us-en/ontap-cli/statistics-start.html

tienen una politica de retencion de caché baja se eliminan antes. Esto aumenta el
rendimiento de las cargas de trabajo cruciales al permitir acceder a informacién de alta
prioridad a un ritmo mas rapido durante mas tiempo.

Antes de empezar

Debe saber si el sistema tiene condiciones que pueden evitar que la politica de retencion de caché afecte al
periodo de tiempo que permanecen los datos en la caché.

Pasos
Utilice la CLI en modo de privilegios avanzado para realizar los siguientes pasos:

1. Cambie la configuracion del privilegio a avanzado:

set -privilege advanced
2. Verifique la politica de retencion de caché del volumen:

De forma predeterminada, la politica de retencion de la memoria caché es «normal».
3. Configure la politica de retencion de caché:

volume modify -volume volume name -vserver vserver name -caching-policy
policy name

4. Compruebe que la politica de retencion de caché del volumen se modifique a la opcidn seleccionada.

5. Devuelva la configuracion de privilegio a admin:

set -privilege admin

Creacion de particiones SSD de Flash Pool para niveles
locales de ONTAP Flash Pool utilizando pools de
almacenamiento

Si va a proporcionar caché a dos o mas niveles locales de Flash Pool, debe usar la
creacion de particiones de unidad de estado sélido (SSD) de Flash Pool. La creacion de
particiones de SSD con Flash Pool permite compartir los SSD con todos los niveles
locales que usan Flash Pool. Esto permite distribuir el coste de la paridad frente a varios
niveles locales, aumenta la flexibilidad de asignacion de caché SSD y maximiza el
rendimiento de SSD.

Para poder utilizar un SSD en un nivel local de Flash Pool, el SSD se debe colocar en un pool de
almacenamiento. No se pueden usar SSD que se particionaran para la particion de datos raiz en un pool de
almacenamiento. Después de colocar el SSD en el pool de almacenamiento, el SSD ya no se puede gestionar
como un disco independiente y no se puede eliminar del pool de almacenamiento a menos que se destruyan
los niveles locales asociados con Flash Pool y se destruya el pool de almacenamiento.

Los pools de almacenamiento SSD se dividen en cuatro unidades de asignacion iguales. Las SSD afiadidas al
pool de almacenamiento se dividen en cuatro particiones y una particion esta asignada a cada una de las
cuatro unidades de asignacién. La misma pareja de ha debe ser la propietaria de los SSD del pool de
almacenamiento. De manera predeterminada, se asignan dos unidades de asignacion a cada nodo en el par



de alta disponibilidad. Las unidades de asignacion deben ser propiedad del nodo al que pertenece el nivel
local que esta sirviendo. Si se necesita mas Flash Cache para los niveles locales en uno de los nodos, el

numero predeterminado de unidades de asignacion se puede mover para reducir el nimero en un nodo y
aumentar el numero en el nodo asociado.

Se utilizan SSD de repuesto para afiadir a un pool de almacenamiento SSD. Si el pool de almacenamiento
proporciona unidades de asignacion a niveles locales de Flash Pool propiedad de ambos nodos del par de alta
disponibilidad, cualquiera de los nodos puede tener la propiedad de los SSD de repuesto. Sin embargo, si el
pool de almacenamiento proporciona unidades de asignacion solo a niveles locales de Flash Pool propiedad
de uno de los nodos del par de alta disponibilidad, los repuestos de SSD deben ser propiedad de ese mismo
nodo.

En la siguiente ilustracién se muestra un ejemplo de creacion de particiones SSD de Flash Pool. El pool de
almacenamiento de SSD proporciona caché a dos niveles locales de Flash Pool:

Flash Pool FP1 Storage pool 5P1
HOD rgl
5505
HOD rgl ‘ | * l l
HOD rg2 | 0 5 5 5 . 1| Flash Pool FP2
55D rg3 i——rl_ — _I
S50 rgd i——: D D D D P | oL s
™ - HDD rgl
0 D D P op |-|
| j —» 55D rg2
| D D D P DP PP S5Drel
I d
Spare 55D

El SP1 del pool de almacenamiento esta compuesto por cinco SSD y un SSD de pieza de repuesto. Dos de
las unidades de asignacion del pool de almacenamiento se asignan a Flash Pool FP1 y dos se asignan a
Flash Pool FP2. FP1 tiene un tipo de RAID de caché de RAIDA4. Por lo tanto, las unidades de asignacion
proporcionadas a FP1 sdlo contienen una particién designada para la paridad. FP2 tiene un tipo de RAID de
caché de RAID-DP. Por lo tanto, las unidades de asignacion proporcionadas a FP2 incluyen una particion de
paridad y una particion de doble paridad.

En este ejemplo, se asignan dos unidades de asignacion a cada nivel local de Flash Pool. Sin embargo, si un

nivel local de Flash Pool requeria una mayor memoria caché, podria asignar tres de las unidades de
asignacion a ese nivel local de Flash Pool y solo una a la otra.

Determine la candidatura de Flash Pool de ONTAP y el
tamano de caché 6ptimo

Antes de convertir un nivel local existente a un nivel local de Flash Pool, se puede



determinar si el nivel local esta condicionado por las operaciones de 1/0O y cual es el
mejor tamano de caché de Flash Pool para la carga de trabajo y el presupuesto. También
puede comprobar si la caché de un nivel local de Flash Pool existente tiene el tamaro
correcto.

Antes de ONTAP 9,7, System Manager utiliza el término aggregate para describir un nivel local.

@ Independientemente de la version de ONTAP, la interfaz de linea de comandos de ONTAP
utiliza el término aggregate. Para obtener mas informacion sobre los niveles locales, consulte
"Discos y niveles locales".

Antes de empezar
Debe saber aproximadamente cuando el nivel local que esta analizando experimenta su carga maxima.

Pasos
1. Entrar al modo avanzado:

set advanced
2. Sinecesita determinar si un nivel local existente podria ser un buen candidato para la conversién a un
nivel local de Flash Pool, determine cuanto ocupados estan los discos en el nivel local durante un periodo

de carga pico y como afecta esto a la latencia:

statistics show-periodic -object disk:raid group -instance raid group name
-counter disk busyluser read latency -interval 1 -iterations 60

Puede decidir si reducir la latencia afiadiendo la caché Flash Pool tiene sentido para este nivel local.

El siguiente comando muestra las estadisticas para el primer grupo RAID del nivel local ‘aggr1’:

statistics show-periodic -object disk:raid group -instance /aggrl/plex0/rg0
-counter disk busyluser read latency -interval 1 -iterations 60

3. Iniciar analizador de carga de trabajo automatica (AWA):

storage automated-working-set-analyzer start -node node name -aggregate
aggr name

AWA comienza a recoger datos de carga de trabajo para los volumenes asociados con el nivel local
especificado.

4. Salir del modo avanzado:
set admin

Permitir que AWA funcione hasta que se hayan producido uno o mas intervalos de carga maxima. AWA
recoge estadisticas de carga de trabajo para los volumenes asociados con el nivel local especificado y
analiza los datos para una semana sucesiva de duracion. La ejecucion de AWA durante mas de una
semana solo informara sobre los datos recopilados de la semana mas reciente. Las estimaciones de
tamafio de caché se basan en las cargas mas altas observadas durante el periodo de recopilacion de
datos; la carga no necesita ser alta durante todo el periodo de recopilaciéon de datos.

5. Entrar al modo avanzado:
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set advanced
6. Mostrar el analisis de la carga de trabajo:

storage automated-working-set-analyzer show -node node name -instance
7. Detener AWA:

storage automated-working-set-analyzer stop node name
Todos los datos de las cargas de trabajo se vacian y ya no estan disponibles para el analisis.
8. Salir del modo avanzado:

set admin

Informacion relacionada

* "Las estadisticas muestran lo periédico"
» "Analizador de conjuntos de trabajo automatizados de almacenamiento”
* "inicio del analizador automatizado de conjuntos de trabajo de almacenamiento”

* "analizador de conjuntos de trabajo automatizado de almacenamiento detener"

Cree un nivel local de Flash Pool para ONTAP mediante
SSD fisicos

Puede crear un nivel local de Flash Pool habilitando la funcion en un nivel local existente
compuesto por grupos de RAID HDD y luego agregando uno o varios grupos de RAID
SSD a ese nivel local. Esto da como resultado dos conjuntos de grupos RAID para ese
nivel local: Grupos RAID de SSD (la caché SSD) y grupos RAID de HDD.

Antes de ONTAP 9,7, System Manager utiliza el término aggregate para describir un nivel local.

@ Independientemente de la version de ONTAP, la interfaz de linea de comandos de ONTAP
utiliza el término aggregate. Para obtener mas informacion sobre los niveles locales, consulte
"Discos y niveles locales".

Acerca de esta tarea

Después de afiadir una caché SSD a un nivel local para crear un nivel local de Flash Pool, no se puede quitar
la caché SSD para convertir el nivel local de nuevo a su configuracion original.

De forma predeterminada, el nivel de RAID de la caché SSD es el mismo que el nivel de RAID de los grupos
de RAID de HDD. Puede anular esta seleccion predeterminada especificando raidtype la opcion al afadir
los primeros grupos RAID de SSD.

Antes de empezar

* Debe haber identificado un nivel local valido compuesto por HDD para convertir a un nivel local de Flash
Pool.

* Debe haber determinado la elegibilidad del almacenamiento en caché de escritura de los volumenes
asociados con el nivel local y completar los pasos necesarios para resolver los problemas de elegibilidad.
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* Debe haber determinado los SSD que afadira y estos SSD deben ser propiedad del nodo en el que se
creara el nivel local de Flash Pool.

* Debe haber determinado los tipos de suma de comprobacion de los SSD que va a afadir y los HDD ya
estan en el nivel local.

* Debe haber determinado la cantidad de SSD que va a anadir y el tamafo de grupo RAID 6ptimo para los
grupos RAID de SSD.

Al utilizar menos grupos RAID en la caché SSD, se reduce el nimero de discos de paridad necesarios,
pero los grupos RAID de mayor tamafio requieren RAID-DP.
» Debe haber determinado el nivel de RAID que desea usar para la caché SSD.

» Se debe haber determinado el tamafio maximo de caché para el sistema y determinar que afiadir caché
SSD al nivel local no hara que lo supere.

» Debe haberse familiarizado con los requisitos de configuracion de los niveles locales de Flash Pool.

Pasos

Puede crear un nivel local de Flash Pool mediante System Manager o la interfaz de linea de comandos de
ONTAP.



System Manager

A partir de ONTAP 9.12.1, se puede usar System Manager para crear un nivel local de Flash Pool con
SSD fisicos.

Pasos

1.

CLI

© N o g &~ WD

Seleccione Almacenamiento > Niveles y, a continuacion, seleccione un nivel de almacenamiento de
disco duro local existente.

Seleccione : a continuacion Agregar caché Flash Pool.
Seleccione Usar SSD dedicados como caché.
Seleccione un tipo de disco y la cantidad de discos.
Seleccione un tipo de RAID.

Seleccione Guardar.

Localice el nivel de almacenamiento y luego seleccione:

Seleccione Mas detalles. Verifique que Flash Pool se muestre como enabled.

Pasos

1.

2.

Marque el nivel local como apto para convertirse en un nivel local de Flash Pool:
storage aggregate modify -aggregate aggr name -hybrid-enabled true

Si este paso no se realiza correctamente, determine la elegibilidad de almacenamiento en caché de
escritura para el nivel local de destino.

Afada los SSD al nivel local con storage aggregate add el comando.

° Puede especificar los SSD por ID o mediante los diskcount disktype parametrosy.

o

Silos HDD y los SSD no tienen el mismo tipo de suma de comprobacion, o si el nivel local es un
nivel local de suma de comprobacion mixta, debe usar el checksumstyle parametro para
especificar el tipo de suma de comprobaciéon de los discos que se van a afiadir al nivel local.

° Es posible especificar un tipo de RAID diferente para la caché SSD mediante raidtype el
parametro.

> Si desea que el tamafo del grupo RAID de caché sea diferente del valor predeterminado para el
tipo de RAID que esta utilizando, debe cambiarlo ahora, con el —-cache-raid-group-size
parametro.

Informacion relacionada

* "agregado de almacenamiento adicional”

* "modificar agregado de almacenamiento”

Cree un nivel local de Flash Pool mediante pools de
almacenamiento SSD
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Determinar si un nivel local Flash Pool de ONTAP utiliza un pool de
almacenamiento SSD

Puede configurar un nivel local de Flash Pool afnadiendo una o varias unidades de
asignacién de un pool de almacenamiento de SSD a un nivel local de HDD existente.

Antes de ONTAP 9,7, System Manager utiliza el término aggregate para describir un nivel local.

@ Independientemente de la version de ONTAP, la interfaz de linea de comandos de ONTAP
utiliza el término aggregate. Para obtener mas informacion sobre los niveles locales, consulte
"Discos y niveles locales".

Los niveles locales de Flash Pool se gestionan de manera diferente cuando utilizan pools de almacenamiento
SSD para proporcionar su caché que cuando utilizan SSD independientes.

Paso
1. Mostrar las unidades del nivel local por grupo RAID:

storage aggregate show-status aggr name

Si el nivel local utiliza uno o mas pools de almacenamiento SSD, el valor de Position la columna de los
grupos RAID de SSD se muestra como "Shared’y el nombre del pool de almacenamiento se muestra junto
al nombre del grupo RAID.

Informacion relacionada

* "estado del agregado de almacenamiento”

Anada caché a un nivel local de ONTAP mediante la creacion de un pool de
almacenamiento de SSD

Puede aprovisionar la caché mediante la adicién de unidades de estado sélido (SSD)
para convertir un nivel local existente en un nivel local de Flash Pool.

Se pueden crear pools de almacenamiento de unidades de estado solido (SSD) para proporcionar caché SSD
para dos a cuatro niveles locales de Flash Pool. Los niveles locales de Flash Pool le permiten poner en
marcha flash como caché de alto rendimiento para el conjunto de datos de trabajo, al tiempo que utilizan HDD
de menor coste para los datos a los que se accede con menor frecuencia.

Acerca de esta tarea
* Debe proporcionar una lista de discos al crear o afiadir discos a un pool de almacenamiento.

Los pools de almacenamiento no admiten ningun diskcount parametro.

» Los SSD utilizados en el pool de almacenamiento deben tener el mismo tamafo.

10
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System Manager
Use System Manager para anadir una caché SSD (ONTAP 9.12.1 y versiones posteriores)

A partir de ONTAP 9.12.1, es posible usar System Manager para afiadir una caché SSD.

@ Las opciones de pool de almacenamiento no estan disponibles en los sistemas AFF.

Pasos

1. Haga clic en Cluster > Disks y a continuacion, haga clic en Mostrar/Ocultar.

Seleccione Tipo y compruebe que existen SSD de repuesto en el cluster.

Haga clic en almacenamiento > niveles y haga clic en Agregar grupo de almacenamiento.
Seleccione el tipo de disco.

Introduzca un tamafio de disco.

Seleccione la cantidad de discos que desea afiadir al pool de almacenamiento.

N o gk~ 0 DN

Revise el tamafo estimado de la caché.

Use System Manager para anadir una caché SSD (solo ONTAP 9.7)

@ Utilice el procedimiento de la CLI si utiliza una version de ONTAP posterior a ONTAP
9.7 o anterior a ONTAP 9.12.1.

Pasos
1. Haga clic en (Volver a la version clasica).

Haga clic en almacenamiento > agregados y discos > agregados.
Seleccione el nivel local y, a continuacién, haga clic en Acciones > Agregar caché.
Seleccione el origen de caché como "pools de almacenamiento” o "SSD dedicados".

Haga clic en (Cambiar a la nueva experiencia).

o g~ WD

Haga clic en Almacenamiento > Niveles para verificar el tamafio del nuevo nivel local.

CLI
Utilice la CLI para crear un pool de almacenamiento SSD

Pasos
1. Determine los nombres de los SSD de repuesto disponibles:

storage aggregate show-spare-disks -disk-type SSD

Los SSD que se utilizan en un pool de almacenamiento pueden ser la propiedad de cualquiera de los
nodos de una pareja de ha.

2. Cree el pool de almacenamiento:

storage pool create -storage-pool sp name -disk-list diskl,disk2,..



3. Opcional: Compruebe el grupo de almacenamiento recién creado:

storage pool show -storage-pool sp name

Resultados

Una vez que los SSD se colocan en el pool de almacenamiento, dejan de aparecer como repuestos en el
cluster, a pesar de que el almacenamiento proporcionado por el pool de almacenamiento ain no se haya
asignado a ninguna caché Flash Pool. No es posible afiadir SSD a un grupo RAID como unidades discretas;
su almacenamiento solo se puede aprovisionar mediante las unidades de asignacion del pool de
almacenamiento al que pertenecen.

Informacion relacionada

* "imagen del agregado de almacenamiento”
* "creacion de grupo de almacenamiento”

* "exhibicién de pool de almacenamiento"

Cree un nivel local de Flash Pool de ONTAP mediante unidades de asignacion de
pools de almacenamiento SSD

Puede configurar un nivel local de Flash Pool afadiendo una o varias unidades de
asignacién de un pool de almacenamiento de SSD a un nivel local de HDD existente.

Antes de ONTAP 9,7, System Manager utiliza el término aggregate para describir un nivel local.

@ Independientemente de la version de ONTAP, la interfaz de linea de comandos de ONTAP
utiliza el término aggregate. Para obtener mas informacion sobre los niveles locales, consulte
"Discos y niveles locales".

A partir de ONTAP 9.12.1, se puede usar System Manager redisefiado para crear un nivel local de Flash Pool
con las unidades de asignacion de pools de almacenamiento.

Antes de empezar

* Debe haber identificado un nivel local valido compuesto por HDD para convertir a un nivel local de Flash
Pool.

* Debe haber determinado la elegibilidad del almacenamiento en caché de escritura de los volumenes
asociados con el nivel local y completar los pasos necesarios para resolver los problemas de elegibilidad.

* Debe haber creado un pool de almacenamiento SSD para proporcionar la caché SSD a este nivel local de
Flash Pool.

Cualquier unidad de asignacion del pool de almacenamiento que desee usar debe ser propiedad del
mismo nodo al que pertenece el nivel local de Flash Pool.

* Debe haber determinado la cantidad de caché que desea afiadir al nivel local.

Se agrega caché al nivel local por unidades de asignacion. Puede aumentar el tamafio de las unidades de
asignacion mas adelante afiadiendo SSD al pool de almacenamiento, si hay espacio.

* Debe haber determinado el tipo de RAID que desea usar para la caché SSD.

Después de afadir una caché al nivel local de los pools de almacenamiento SSD, no es posible cambiar el
tipo de RAID de los grupos RAID de caché.
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* Se debe haber determinado el tamafio maximo de caché para el sistema y determinar que afiadir caché
SSD al nivel local no hara que lo supere.

Puede ver la cantidad de caché que se anadira al tamano total de caché con el storage pool show
comando.

» Debe haberse familiarizado con los requisitos de configuracion del nivel local de Flash Pool.

Acerca de esta tarea

Si desea que el tipo de RAID de la caché sea diferente del de los grupos RAID de las HDD, debe especificar
el tipo de RAID de caché al anadir la capacidad SSD. Después de afadir la capacidad SSD al nivel local, no
es posible cambiar el tipo de RAID de la caché.

Después de afadir una caché SSD a un nivel local para crear un nivel local de Flash Pool, no se puede quitar
la caché SSD para convertir el nivel local de nuevo a su configuracion original.
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System Manager

A partir de ONTAP 9.12.1, se puede usar System Manager para anadir SSD a un pool de
almacenamiento de SSD.

Pasos

1.

CLI

© N o g &~ WD

Haga clic en almacenamiento > niveles y seleccione un nivel de almacenamiento de disco duro
local existente.

Haga clic : y seleccione Agregar caché Flash Pool.
Seleccione utilizar agrupaciones de almacenamiento.
Seleccione un pool de almacenamiento.

Seleccione un tamafio de caché y una configuraciéon de RAID.
Haga clic en Guardar.

Ubica nuevamente el nivel de almacenamiento y haz clic:

Seleccione mas detalles y compruebe que Flash Pool se muestra como habilitado.

Pasos

1.

Marque el nivel local como apto para convertirse en un nivel local de Flash Pool:
storage aggregate modify -aggregate aggr name -hybrid-enabled true

Si este paso no se realiza correctamente, determine la elegibilidad de almacenamiento en caché de
escritura para el nivel local de destino.

Mostrar las unidades de asignacion de pool de almacenamiento SSD disponibles:

storage pool show-available-capacity

3. Afada la capacidad de SSD al nivel local:

storage aggregate add aggr name -storage-pool sp name -allocation-units
number of units

Si desea que el tipo de RAID de la caché sea diferente al de los grupos HDD RAID, debe cambiarlo
cuando introduzca este comando con el raidtype parametro.

No es necesario especificar un nuevo grupo RAID; ONTAP coloca automaticamente la caché SSD en
grupos RAID separados de los grupos RAID de HDD.

No se puede configurar el tamafio del grupo RAID de la caché; si se determina por la cantidad de
SSD del pool de almacenamiento.

La caché se afiadira al nivel local y el nivel local ahora es un nivel local de Flash Pool. Cada unidad
de asignacion que se afade al nivel local se convierte en su propio grupo RAID.

Confirme la presencia y el tamafio de la caché SSD:

storage aggregate show aggregate name



El tamano de la caché se muestra en Total Hybrid Cache Size.

Informacion relacionada
* "Informe técnico de NetApp 4070: Guia de disefio e implementacion de Flash Pool"

» "agregado de almacenamiento adicional"
* "modificar agregado de almacenamiento"
* "exhibicién de pool de almacenamiento"

* "grupo de almacenamiento mostrar-capacidad-disponible"

Determine el impacto en el tamafio de la caché ONTAP cuando se afiadan SSD a un
pool de almacenamiento SSD

Si se afaden discos SSD a un pool de almacenamiento se supera el limite de caché del
modelo de su plataforma, ONTAP no asigna la capacidad recién anadida a ningun nivel
local de Flash Pool. Esto puede hacer que parte o la totalidad de la capacidad recién
afiadida no estén disponibles para su uso.

Acerca de esta tarea

Cuando se agregan discos SSD a un pool de almacenamiento SSD que contiene unidades de asignacion ya
asignadas a los niveles locales de Flash Pool, se aumenta el tamafio de caché de cada uno de los niveles
locales y la caché total en el sistema. Si ninguna de las unidades de asignacion del pool de almacenamiento
se asigno, la adicién de SSD a ese pool de almacenamiento no afecta al tamafio de la caché SSD hasta que
una o mas unidades de asignacion se asignan a una caché.

Pasos
1. Determine el tamafio utilizable de los SSD que va a afadir al pool de almacenamiento:

storage disk show disk name -fields usable-size

2. Determine cuantas unidades de asignacion quedan sin asignar para el pool de almacenamiento:
storage pool show-available-capacity sp name
Se muestran todas las unidades de asignacion no asignados del grupo de almacenamiento.

3. Calcule la cantidad de caché que se agregara aplicando la siguiente formula:

(4 —numero de unidades de asignacion sin asignar) x 25% x tamafio utilizable x nimero de SSD

Informacion relacionada

« "Mostrar disco de almacenamiento"

* "grupo de almacenamiento mostrar-capacidad-disponible"

Ainada SSD a un pool de almacenamiento SSD de ONTAP

Cuando se afiaden unidades de estado sélido (SSD) a un pool de almacenamiento de
SSD, se deben aumentar los tamafios fisicos y utilizables del pool de almacenamiento y
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el tamafio de la unidad de asignacion. EI mayor tamafo de la unidad de asignacién
también afecta a las unidades de asignacion que ya se han asignado a niveles locales.

Antes de empezar

Debe haber determinado que esta operacion no hara que supere el limite de caché de su par de alta
disponibilidad. ONTAP no impide que se supere el limite de caché cuando se ainaden SSD a un pool de
almacenamiento SSD y se puede hacer que la capacidad de almacenamiento recién afiadida no esté
disponible para su uso.

Acerca de esta tarea

Cuando se afiaden SSD a un pool de almacenamiento SSD existente, los SSD deben ser propiedad de un
nodo o de la otra pareja de alta disponibilidad que ya poseia los SSD existentes en el pool de
almacenamiento. Puede afadir los SSD que pertenecen a cualquier nodo de la pareja de ha.

ElI SSD que se anade al pool de almacenamiento debe tener el mismo tamafio que el disco utilizado
actualmente en el pool de almacenamiento.

System Manager

A partir de ONTAP 9.12.1, se puede usar System Manager para anadir SSD a un pool de
almacenamiento de SSD.

Pasos

1. Haga clic en almacenamiento > niveles y busque la seccion agrupaciones de almacenamiento.
2. Localice el grupo de almacenamiento, haga clic en :y seleccione Agregar discos.
3. Elija el tipo de disco y seleccione la cantidad de discos.

4. Revise el tamano de la caché estimado.

CLI
Pasos

1. Opcional: Vea el tamafio actual de la unidad de asignacion y el almacenamiento disponible para la
agrupacion de almacenamiento:

storage pool show -instance sp name
2. Buscar SSD disponibles:
storage disk show -container-type spare -type SSD
3. Anada los SSD al pool de almacenamiento:
storage pool add -storage-pool sp name -disk-list diskl,diskZ.

El sistema muestra los niveles locales de Flash Pool que aumentaran su tamafio mediante esta
operacion y segun la cantidad, y solicita que se confirme la operacion.

Informacion relacionada

« "Mostrar disco de almacenamiento"

« "exhibicién de pool de almacenamiento"
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+ "afadir grupo de almacenamiento"

Comandos de ONTAP para gestionar pools de almacenamiento SSD

ONTAP proporciona storage pool el comando para gestionar pools de

almacenamiento SSD.

Si desea...

Mostrar cuanto almacenamiento proporciona un pool
de almacenamiento a qué nivel local

Mostrar cuanta caché se afadiria a la capacidad total
de la caché para los dos tipos de RAID (tamafio de
datos de unidad de asignacion)

Visualice los discos en una pool de almacenamiento

Muestre las unidades de asignacion no asignados de
una agrupacion de almacenamiento

Cambie la propiedad de una o varias unidades de
asignacion de un pool de almacenamiento de un
partner de alta disponibilidad a otro

Informacioén relacionada

* "reasignacion del grupo de almacenamiento”
* "exhibicién de pool de almacenamiento"

* "grupo de almacenamiento mostrar-agregado”

Se usa este comando...

storage pool show-aggregate

storage

storage

storage

storage

* "grupo de almacenamiento mostrar-capacidad-disponible"

* "grupo de almacenamiento show-disks"

pool

pool

pool

pool

show -instance

show-disks

show-available-capacity

reassign
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