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Gestion de clusteres con System Manager

Obtenga mas informacién sobre la administracion de
clusteres con ONTAP System Manager

System Manager es una interfaz grafica de gestion basada en HTMLS5 que permite
utilizar un navegador web para gestionar sistemas de almacenamiento y objetos de
almacenamiento (como discos, volumenes y niveles de almacenamiento) y realizar
tareas de gestion comunes relacionadas con los sistemas de almacenamiento.

» System Manager se incluye con el software ONTAP como servicio web, habilitado de forma
predeterminada, accesible mediante un navegador.

* El nombre de System Manager ha cambiado a partir de ONTAP 9.6. En ONTAP 9.5y
@ versiones anteriores se denominaba System Manager de OnCommand. A partir de ONTAP
9.6 y versiones posteriores, se denomina System Manager.

» Si utiliza el administrador del sistema clasico (disponible solo en ONTAP 9,7 y versiones
anteriores), consulte "System Manager Classic (ONTAP de 9.0 a 9.7)"

Con la consola de System Manager, puede ver informacion de un vistazo sobre las alertas y notificaciones
importantes, la eficiencia y la capacidad de los niveles de almacenamiento y volumenes, los nodos disponibles
en un cluster, el estado de los nodos de un par de alta disponibilidad, las aplicaciones y objetos mas activos, y
las métricas de rendimiento de un cluster o un nodo.

Con System Manager en ONTAP 9,7 y versiones posteriores, puede realizar muchas tareas comunes, como
las siguientes:
* Cree un cluster, configure una red y configure detalles de soporte para el cluster.

» Configurar y gestionar objetos de almacenamiento, como discos, niveles locales, volumenes, gtrees, y
cuotas.

» Configure protocolos, como SMB y NFS, y aprovisione el uso compartido de archivos.
» Configure protocolos como FC, FCoE, NVMe e iSCSI para el acceso en bloque.

* Cree y configure componentes de red, como subredes, dominios de retransmision, interfaces de datos y
gestion, y grupos de interfaces.

» Configurar y gestionar las relaciones de mirroring y almacenamiento remoto.

» Realizar operaciones de gestion de clusteres, nodos de almacenamiento y de maquinas virtuales de
almacenamiento (maquinas virtuales de almacenamiento).

« Crear y configurar equipos virtuales de almacenamiento, gestionar objetos de almacenamiento asociados
con equipos virtuales de almacenamiento y gestionar servicios de equipos virtuales de almacenamiento.

» Supervisar y gestionar las configuraciones de alta disponibilidad en un cluster.

» Configure los procesadores de servicio para iniciar sesion, administrar, supervisar y administrar el nodo de
forma remota, independientemente del estado del nodo.

Terminologia de System Manager

System Manager utiliza una terminologia diferente a la CLI para algunas funcionalidades clave de ONTAP.


https://docs.netapp.com/us-en/ontap-system-manager-classic/index.html

 Nivel local: Un conjunto de unidades fisicas de estado sélido o unidades de disco duro en las que
almacena sus datos. Puede que los conozca como agregados. De hecho, si utiliza la CLI de ONTAP, vera
el término aggregate que se utiliza para representar un nivel local.

* * Nivel de nube*: Almacenamiento en la nube utilizado por ONTAP cuando desea tener algunos de sus
datos fuera de las instalaciones por una de varias razones. Si esta pensando en la parte de cloud de un
FabricPool, ya la ha descubierto. Y si utiliza un sistema StorageGRID, es posible que su cloud no esté
fuera de las instalaciones. (Una experiencia similar al cloud en las instalaciones se llama cloud privado).

» * Storage VM*: Una maquina virtual que se ejecuta dentro de ONTAP y que proporciona servicios de
almacenamiento y datos a sus clientes. Puede que lo sepa como un SVM o un vserver.

* Interfaz de red: Direccién y propiedades asignadas a un puerto de red fisico. Quizas la conozca como
interfaz I6gica (LIF).

» Pausa: Una accion que detiene las operaciones. Antes de ONTAP 9.8, es posible que haya hecho
referencia a quiesce en otras versiones del Administrador del Sistema.

Utilice el Administrador del sistema para acceder a un
cluster de ONTAP

Si prefiere utilizar una interfaz grafica en lugar de la interfaz de linea de comandos (CLI)
para acceder y gestionar un cluster, puede hacerlo mediante System Manager, que se
incluye con ONTAP como servicio web, se habilita de forma predeterminada y se puede
acceder a él mediante un navegador.

A partir de ONTAP 9.12.1, System Manager esta completamente integrado con la consola de
NetApp .

@ Con la consola, puede administrar su infraestructura multicloud hibrida desde un unico plano de
control y al mismo tiempo conservar el panel familiar del Administrador del sistema.

Ver "Integracion de System Manager con la consola de NetApp" .

Acerca de esta tarea

Puede usar una interfaz de red de gestion (LIF) clusteres o una interfaz de red de gestidon de nodos (LIF) para
acceder a System Manager. Para acceder de forma ininterrumpida a System Manager, debe usar una interfaz
de red de gestion de clusteres (LIF).

Antes de empezar

» Debe tener una cuenta de usuario de cluster configurada con el rol «'admin'» y los tipos de aplicacion
«'http'» y «'Console'.

* Debe haber activado las cookies y los datos del sitio en el navegador.

Pasos
1. Dirija el explorador web a la direccion IP de la interfaz de red de gestién del cluster:

° Si utiliza IPv4: https://cluster-mgmt-LIF

° Si utiliza IPv6: https://[cluster-mgmt-LIF]

@ Solo se admite HTTPS para el acceso al explorador de System Manager.


https://docs.netapp.com/es-es/ontap/concepts/sysmgr-integration-console-concept.html

Si el cluster utiliza un certificado digital autofirmado, es posible que el explorador muestre una advertencia
que indica que el certificado no es de confianza. Puede reconocer el riesgo de continuar con el acceso o
instalar un certificado digital firmado de entidad de certificacion (CA) en el cluster para la autenticacion del
servidor.

2. Opcional: Si ha configurado un banner de acceso mediante la CLI, lea el mensaje que aparece en el
cuadro de dialogo Advertencia y elija la opcion necesaria para continuar.

Esta opcion no es compatible en sistemas donde esta habilitada la autenticacion del lenguaje de marcado
de asercion de seguridad (SAML).

> Si no desea continuar, haga clic en Cancelar y cierre el navegador.

o Si desea continuar, haga clic en Aceptar para ir a la pagina de inicio de sesién de System Manager.

3. Inicie sesion en System Manager con las credenciales de administrador del cluster.

A partir de ONTAP 9.11.1, cuando inicia sesién en System Manager, puede especificar la
configuracion regional. La configuracion regional especifica determinadas configuraciones

@ de localizacién, como el idioma, la moneda, el formato de fecha y hora, y configuraciones
similares. Para ONTAP 9.10.1 y versiones anteriores, se detecta la configuracion regional
de System Manager desde el explorador. Para cambiar la configuracion regional de System
Manager, tiene que cambiar la configuracién regional del navegador.

4. Opcional: A partir de ONTAP 9.12.1, puede especificar su preferencia por la apariencia de System
Manager:

a. En la esquina superior derecha de System Manager, haga clic ] en para gestionar las opciones del
usuario.

b. Coloque el interruptor de seleccion tema del sistema a su preferencia:

Cambiar de posicion Configuracion de apariencia
% (izquierda) Tema claro (fondo claro con texto oscuro)
So (centro) La opcion predeterminada es la preferencia de

tema establecida para las aplicaciones del
sistema operativo (generalmente la configuracién
del tema para el explorador que se utiliza para
acceder a System Manager).

+ (derecha) Tema oscuro (fondo oscuro con texto claro)

Informacion relacionada

"Gestion del acceso a los servicios web"

"Acceder al registro de un nodo, al volcado principal y a archivos MIB mediante un navegador web"

Configure los protocolos en el cluster de ONTAP

Segun las licencias habilitadas en el cluster, puede habilitar los protocolos deseados en
su cluster. A continuacién, debe crear interfaces de red con las que puede acceder al


https://docs.netapp.com/es-es/ontap/system-admin/manage-access-web-services-concept.html
https://docs.netapp.com/es-es/ontap/system-admin/accessg-node-log-core-dump-mib-files-task.html

almacenamiento.

Acerca de esta tarea

Este procedimiento se aplica a los sistemas FAS, AFF y ASA. Si tiene un sistema ASAr2 (ASAA1K, ASA
A90, ASAAT70, ASAA50, ASAA30, ASAA20 o ASA C30), siga "estos pasos" utilizar el Administrador del
sistema para configurar un cluster ONTAP. Los sistemas R2 de ASA ofrecen una experiencia de ONTAP
simplificada especifica para clientes de SAN.

Paso
1. Seleccione Dashboard y luego haga clic en Configurar protocolos.

o Para habilitar los protocolos NAS, seleccione NFS o SMB.
o Para habilitar los protocolos SAN, seleccione iSCSI o FC.

o Para habilitar los protocolos NVMe, seleccione NVMe.

Habilite nuevas funciones agregando claves de licencia con
ONTAP System Manager

En versiones anteriores a ONTAP 9.10.1, las funciones de ONTAP se habilitan con
claves de licencia y las funciones en ONTAP 9.10.1 y versiones posteriores se habilitan
con un archivo de licencia de NetApp. Puede anadir claves de licencia y archivos de
licencia de NetApp mediante System Manager.

A partir de ONTAP 9.10.1, se puede usar System Manager para instalar un archivo de licencia de NetApp con
el fin de habilitar varias funciones con licencia a la vez. El uso de un archivo de licencia de NetApp simplifica la
instalacion de la licencia porque ya no tiene que anadir claves de licencia de funciones independientes.
Descargue el archivo de licencia de NetApp desde el sitio de soporte de NetApp.

Si ya tiene claves de licencia para algunas funciones y va a actualizar a ONTAP 9.10.1, puede seguir
utilizando dichas claves de licencia.

Pasos
1. Seleccione Cluster > Settings.

2. En Licencias, seleccione =.
3. Seleccione examinar. Elija el archivo de licencia de NetApp que descargo.

4. Si desea anadir claves de licencia, seleccione usar claves de licencia de 28 caracteres e introduzca las
claves.

Descargar una configuracién de cluster con ONTAP System
Manager

A partir de ONTAP 9.11,1, puede usar System Manager para descargar algunos detalles
de configuraciéon acerca del cluster y sus nodos. Esta informacion se puede utilizar para
la gestion de inventario, la sustituciéon de hardware y las actividades del ciclo de vida.
Esta informacién es especialmente util para sitios que no envian datos de AutoSupport
(ASUP).

Los detalles de configuracion del cluster incluyen el nombre del cluster, la version de ONTAP del cluster, los


https://docs.netapp.com/us-en/asa-r2/install-setup/initialize-ontap-cluster.html

numeros de LIF de gestidn del cluster, el volumen y las LIF.

Los detalles de configuracion del nodo incluyen el nombre del nodo, el nimero de serie del sistema, el ID del
sistema, el modelo del sistema, la versién de ONTAP, la informacion de MetroCluster, la informacién de red
SP/BMC e informacion sobre la configuracion de cifrado.

Pasos
1. Haga clic en Cluster > Overview.

2. -
Haga clic para mostrar el menu desplegable.

3. Seleccione Descargar configuracion.

4. Seleccione los pares HA'y, a continuacioén, haga clic en Descargar.
La configuracion se descarga como una hoja de calculo de Excel.

o La primera hoja contiene detalles del grupo.

o Las otras hojas contienen detalles de nodo.

Asignar etiquetas a un cluster con ONTAP System Manager

A partir de ONTAP 9.14.1, puede usar System Manager para asignar etiquetas a un
cluster e identificar objetos como pertenecientes a una categoria, como proyectos o
centros de costes.

Acerca de esta tarea

Puede asignar una etiqueta a un cluster. En primer lugar, debe definir y agregar la etiqueta. A continuacion,
también puede editar o eliminar la etiqueta.

Las etiquetas se pueden agregar al crear un cluster o se pueden afiadir mas adelante.

Usted define una etiqueta especificando una clave y asociando un valor a ella usando el formato “key:value”.
Por ejemplo: “dispt:engineering” o “location:san-jose”.

Debe tenerse en cuenta lo siguiente al crear etiquetas:

* Las claves tienen una longitud minima de un caracter y no pueden ser nulas. Los valores pueden ser
nulos.

* Una clave se puede emparejar con varios valores separando los valores con una coma, por ejemplo,
“location:san-jose, toronto”

* Las etiquetas se pueden usar para varios recursos.

* Las teclas deben comenzar por una letra minuscula.

Pasos
Para administrar etiquetas, realice los siguientes pasos:

1. En System Manager, haga clic en Cluster para ver la pagina de descripcion general.
Las etiquetas se enumeran en la seccion Tags.

2. Haga clic en Administrar etiquetas para modificar las etiquetas existentes o agregar otras nuevas.



Puede agregar, editar o eliminar las etiquetas.

Para realizar esta Realice estos pasos...
accion...
Agregue una etiqueta a. Haga clic en Anadir etiqueta.

b. Especifique una clave y su valor o valores (separe varios valores con
comas).

¢. Haga clic en Guardar.

Editar una etiqueta

o

Modifique el contenido en los campos Key y values (opcional).

b. Haga clic en Guardar.

Eliminar una etiqueta a. Haga clicen § junto a la etiqueta que desea eliminar.

Ver y enviar casos de soporte con ONTAP System Manager

A partir de ONTAP 9.9.1, puede ver los casos de soporte desde Active 1Q Digital Advisor
(también conocido como Digital Advisor) asociado al cluster. También puede copiar los
detalles del cluster necesarios para enviar un nuevo caso de soporte en el sitio de
soporte de NetApp . A partir de ONTAP 9.10.1, puede habilitar el registro de telemetria,
que ayuda al personal de soporte a solucionar problemas.

@ Para recibir alertas sobre las actualizaciones de firmware, debe registrarse en Active 1Q Unified
Manager. Consulte "Recursos de documentacion de Active IQ Unified Manager".

Pasos
1. En System Manager, seleccione Soporte.

Se muestra una lista de los casos de soporte abiertos asociados con este cluster.

2. Haga clic en los siguientes enlaces para realizar los procedimientos:
> Numero de caso: Consulte los detalles del caso.

o Visite la pagina de soporte de NetApp: Desplacese hasta la pagina de My AutoSupport en el sitio
de soporte de NetApp para ver articulos de la base de conocimientos o enviar un nuevo caso de
soporte.

o Ver Mis casos: Desplacese hasta la pagina Mis casos del sitio de soporte de NetApp.

o Ver detalles del cluster: Permite ver y copiar la informacion que necesitara cuando envie un caso
nuevo.

Active el registro de telemetria

A partir de ONTAP 9.10.1, puede utilizar System Manager para habilitar el registro de telemetria. Cuando se
permite el registro de telemetria, a los mensajes registrados por System Manager se les da un identificador de
telemetria especifico que indica el proceso exacto que activd el mensaje. Todos los mensajes que se emiten
relacionados con ese proceso tienen el mismo identificador, que consiste en el nombre del flujo de trabajo


https://netapp.com/support-and-training/documentation/active-iq-unified-manager

operativo y un numero (por ejemplo, "add-volume-1941290").

Si experimenta problemas de rendimiento, puede habilitar el registro de telemetria, que permite al personal de
soporte identificar mas facilmente el proceso especifico para el que se emitié un mensaje. Cuando se agregan
identificadores de telemetria a los mensajes, el archivo de registro sélo se amplia ligeramente.

Pasos
1. En System Manager, seleccione Cluster > Settings.

2. En la seccién Configuracion de la interfaz de usuario, haga clic en la casilla de verificacion permitir
registro de telemetria.

Administrar el limite maximo de capacidad de una maquina
virtual de almacenamiento en ONTAP System Manager

A partir de ONTAP 9.13.1, puede usar System Manager para habilitar un limite de
capacidad maxima para una maquina virtual de almacenamiento y establecer un umbral
para desencadenar alertas cuando el almacenamiento utilizado alcanza un cierto
porcentaje de la capacidad maxima.

Habilite un limite de capacidad maxima para una maquina virtual de
almacenamiento

A partir de ONTAP 9.13.1, puede especificar la capacidad maxima que se puede asignar a todos los
volumenes en una maquina virtual de almacenamiento. Es posible habilitar la capacidad maxima al afiadir una
maquina virtual de almacenamiento o al editar una maquina virtual de almacenamiento existente.

Pasos

1. Selecciona Almacenamiento > VM de almacenamiento.

2. Realice una de las siguientes acciones:

o

Para agregar una maquina virtual de almacenamiento, haga clic en .
o Para editar una VM de almacenamiento, haga clic en : junto al nombre de la VM de almacenamiento y
luego haga clic en Editar.
3. Introduzca o modifique la configuracion de la maquina virtual de almacenamiento y active la casilla de
comprobacién etiquetada como Enable Maximum Capacity limit.
4. Especifique el tamafio de capacidad maxima.
5. Especifique el porcentaje de la capacidad maxima que desea usar como umbral para activar alertas.

6. Haga clic en Guardar.

Edite el limite de capacidad maxima de una maquina virtual de almacenamiento

A partir de ONTAP 9.13,1, puede editar el limite de capacidad maxima de una maquina virtual de
almacenamiento existente, si se habilitd el limite de capacidad maximaya la tiene.

Pasos
1. Selecciona Almacenamiento > VM de almacenamiento.



2. Haga clic i junto al nombre de la VM de almacenamiento y luego haga clic en Editar.
La casilla de comprobacion etiquetada para habilitar limite de capacidad maxima ya esta activada.

3. Realice uno de los siguientes pasos:

Accion Pasos

Deshabilite el limite de capacidad 1. Desactive la casilla de verificacion.

maxima 2. Haga clic en Guardar.

Modifique el limite de capacidad 1. Especifique el tamafio de capacidad maxima nuevo. (No es
maxima posible especificar un tamafio menor que el espacio ya asignado

en la maquina virtual de almacenamiento).

2. Especifique el nuevo porcentaje de la capacidad maxima que
desea usar como umbral para activar alertas.

3. Haga clic en Guardar.

Informacion relacionada
* "Vea el limite de capacidad maxima de una maquina virtual de almacenamiento"
* "Mediciones de capacidad en System Manager"

« "Gestione los limites de capacidad de SVM"

Supervise la capacidad del cluster, el nivel y SVM en ONTAP
System Manager

Con System Manager, puede supervisar cuanta capacidad de almacenamiento se ha
utilizado y cuanto sigue disponible para un cluster, un nivel local o una maquina virtual de
almacenamiento.

Con cada version de ONTAP, System Manager proporciona informacion de supervision de la capacidad mas
sélida:

» A partir de ONTAP 9.13.1, puede habilitar un limite de capacidad maxima para una maquina virtual de
almacenamiento y establecer un umbral para activar alertas cuando el almacenamiento utilizado alcanza
un cierto porcentaje de la capacidad maxima.

* A partir de ONTAP 9.12.1, System Manager muestra la cantidad de capacidad comprometida para un nivel
local.

* A partir de ONTAP 9.10.1, System Manager le permite ver datos histéricos sobre la capacidad del cluster y
las proyecciones sobre cuanta capacidad se utilizara o estara disponible en el futuro. También se puede
supervisar la capacidad de niveles y volumenes locales.

@ Las mediciones de capacidad usada se muestran de forma diferente segun la version de
ONTAP. Obtenga mas informacién en "Mediciones de capacidad en System Manager".


https://docs.netapp.com/es-es/ontap/concepts/capacity-measurements-in-sm-concept.html
https://docs.netapp.com/es-es/ontap/volumes/manage-svm-capacity.html
https://docs.netapp.com/es-es/ontap/concepts/capacity-measurements-in-sm-concept.html

Ver la capacidad de un cluster
Es posible ver las mediciones de capacidad de un cluster en la consola de System Manager.

Antes de empezar

Para ver datos relacionados con la capacidad en el cloud, debe tener una cuenta con asesor digital y estar
conectado.

Pasos
1. En System Manager, haga clic en Panel.

2. En la seccidn capacidad, puede ver lo siguiente:

o La capacidad total utilizada del cluster

o La capacidad total disponible del cluster

o Porcentajes de capacidad utilizada y disponible.
o Ratio de reduccion de datos.

o La cantidad de capacidad utilizada en el cloud.
o Historial de uso de capacidad.

> Proyeccion del uso de la capacidad

@ En System Manager, las representaciones de capacidad no dan cuenta de las capacidades
de niveles de almacenamiento raiz (agregado).

3. Haga clic en el grafico para ver mas detalles acerca de la capacidad del cluster.
Las mediciones de capacidad se muestran en dos graficos de barras:

o En el grafico superior se muestra la capacidad fisica: El tamafio del espacio fisico usado, reservado y
disponible.
o El grafico inferior muestra la capacidad logica: El tamafo de los datos del cliente, las snapshots y los
clones, y el espacio total l6gico utilizado.
Debajo de los graficos de barras hay mediciones para la reduccion de datos:

> Ratio de reduccién de datos solo para los datos del cliente (no se incluyen snapshots y clones).

o Tasa de reduccion de datos general.
Para obtener mas informacion, consulte "Mediciones de capacidad en System Manager".

Ver la capacidad de un nivel local

Puede ver detalles sobre la capacidad de los niveles locales. A partir de ONTAP 9.12.1, la vista Capacidad
también incluye la cantidad de capacidad asignada a un nivel local, lo que le permite determinar si necesita
agregar capacidad al nivel local para acomodar la capacidad asignada y evitar quedarse sin espacio libre.
Pasos

1. Haga clic en almacenamiento > niveles.

2. Seleccione el nombre del nivel local.


https://docs.netapp.com/es-es/ontap/concepts/capacity-measurements-in-sm-concept.html

3. En la pagina Descripcidn general, en la seccion capacidad, la capacidad se muestra en un grafico de
barras con tres mediciones:

o Se utiliza y la capacidad reservada

o Capacidad disponible

o Capacidad comprometida (a partir de ONTAP 9.12.1)

4. Haga clic en el gréafico para ver detalles acerca de la capacidad del nivel local.
Las mediciones de capacidad se muestran en dos graficos de barras:

o El grafico de barras superior muestra la capacidad fisica: El tamafio del espacio fisico utilizado,
reservado y disponible.

o El grafico de la barra inferior muestra la capacidad légica: El tamafio de los datos del cliente, las
instantaneas y los clones, y el total del espacio utilizado lgico.

Debaijo de los graficos de barras se encuentran las relaciones de medicion para la reduccion de datos:

> Ratio de reduccién de datos solo para los datos del cliente (no se incluyen snapshots y clones).

> Tasa de reduccion de datos general.

Para obtener mas informacion, consulte "Mediciones de capacidad en System Manager".

Acciones opcionales

+ Si la capacidad comprometida es mayor que la capacidad del nivel local, puede considerar la posibilidad
de afiadir capacidad al nivel local antes de que se quede sin espacio libre. Consulte "Anada capacidad a
un nivel local (afiada discos a un agregado)".

« También puede ver el almacenamiento que utilizan volimenes especificos en el nivel local seleccionando
la pestafia Voliumenes.

Vea la capacidad de los volumenes en una maquina virtual de almacenamiento

Es posible ver cuanto almacenamiento utilizan los volimenes en una maquina virtual de almacenamiento y
cuanta capacidad sigue disponible. La medicion total del almacenamiento utilizado y disponible se denomina
«capacidad entre volumenes».

Pasos
1. Selecciona Almacenamiento > VM de almacenamiento.

2. Haga clic en el nombre de la maquina virtual de almacenamiento.
3. Desplacese a la seccion Capacidad, que muestra un grafico de barras con las siguientes medidas:
o Fisico utilizado: Suma del almacenamiento fisico utilizado en todos los volumenes de esta VM de
almacenamiento.

> Disponible: Suma de la capacidad disponible en todos los volumenes de esta VM de
almacenamiento.

o Légico usado: Suma del almacenamiento l6gico usado en todos los volumenes de esta VM de
almacenamiento.

Para obtener mas informacién sobre las mediciones, consulte "Mediciones de capacidad en System Manager".
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Vea el limite de capacidad maxima de una maquina virtual de almacenamiento

A partir de ONTAP 9.13.1, puede ver el limite de capacidad maxima de una maquina virtual de
almacenamiento.

Antes de empezar

Debe "Habilite el limite de capacidad maxima de una maquina virtual de almacenamiento" antes de poder
verlo.

Pasos

1. Selecciona Almacenamiento > VM de almacenamiento.
Es posible ver las mediciones de capacidad maxima de dos maneras:
o En la fila de la VM de almacenamiento, vea la columna Capacidad maxima que contiene un grafico

de barras que muestra la capacidad utilizada, la capacidad disponible y la capacidad maxima.

> Haga clic en el nombre de la maquina virtual de almacenamiento. En la pestafia Overview,
desplacese para ver los valores de umbral de alerta de capacidad maxima, capacidad asignada y
capacidad en la columna izquierda.

Informacion relacionada
+ "Edite el limite de capacidad maxima de una maquina virtual de almacenamiento"

* "Mediciones de capacidad en System Manager"

Ver configuraciones de hardware para determinar
problemas con ONTAP System Manager

A partir de ONTAP 9,8, puede usar System Manager para ver la configuracion de
hardware en la red y determinar el estado de sus sistemas de hardware y las
configuraciones de cableado.

Pasos

Para ver las configuraciones de hardware, realice los siguientes pasos:

1. En System Manager, seleccione Cluster > hardware.

2. Pase el raton sobre los componentes para ver el estado y otros detalles.
Puede ver varios tipos de informacion:

o Informacién acerca de las controladoras
> Informacion acerca de las bandejas de discos
o Informacién sobre los switches de almacenamiento

3. A partir de ONTAP 9.12.1, puede ver la informacion del cableado en System Manager. Haga clic en la
casilla de verificacion Mostrar cables para ver el cableado y, a continuacién, pase el raton sobre un cable
para ver su informacion de conectividad.

o Informacién sobre el cableado
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Informacioén acerca de las controladoras

Puede ver lo siguiente:
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Nodos
» Se pueden ver las vistas frontal y trasera.

» Para los modelos con bandeja de discos interna, también se puede ver el disefio de discos en la vista
frontal.

* Puede ver las siguientes plataformas:

Platafo Admitido en System Manager en la version de ONTAP...

rma 9.18.1 9.17.1 9.16.1 9.151 9.14.1 9.13.1 9.121 9.11.1 9.10.1 99.1 938
(solo
modo
de
vista
previa)

AFF  Si Si Si
A20

AFF Si Si Si
A30

AFF  Si Si Si
A50

AFF  Si Si Si Si
AT70

AFF Si Si Si Si
A90

AFF  Si Si Si Si
A1K

AFF Si Si Si
A150

AFF Si Si Si Si Si Si Si Si
A220
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A320
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» Al pasar el raton sobre el puerto, puede ver el estado de un puerto y otros detalles.

* No es posible ver los puertos de consola.
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Notas:

o A partir de ONTAP 9.11.1, vera los puertos SAS resaltados en rojo solo si estan en estado de
error o si un puerto cableado que se esta utilizando se desconecta. Los puertos aparecen en
blanco si estan sin conexion y desconectados.

o Para ONTAP 9.10.1 y versiones anteriores, vera los puertos SAS resaltados en rojo cuando estén
deshabilitados.

FRU
La informacion sobre las FRU solo aparece cuando el estado de una FRU no es 6ptimo.

* PSU fallido en nodos o chasis.
» Temperaturas altas detectadas en los nodos.

» Los ventiladores fallidos en los nodos o chasis.

Tarjetas adaptadoras

+ Las tarjetas con campos de nimero de pieza definidos se muestran en las ranuras si se han
insertado tarjetas externas.

 Los puertos se muestran en las tarjetas.

« Para una tarjeta compatible, puede ver imagenes de esa tarjeta. Si la tarjeta no esta en la lista de
nuameros de pieza compatibles, aparecera un grafico genérico.

Informacién acerca de las bandejas de discos

Puede ver lo siguiente:
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Bandejas de discos
* Puede mostrar las vistas frontal y trasera.

* Es posible ver los siguientes modelos de bandeja de discos:

Si el sistema se esta Luego, puede usar System Manager para ver...
ejecutando...

ONTAP 9.9.1 y versiones Todas las bandejas con NOT se han designado como «fin de
posteriores servicio» o «fin de la disponibilidad»

ONTAP 9,8 DS4243, DS4486, DS212C, DS2246, DS224C, Y NS224

Puertos de la bandeja
* Puede ver el estado del puerto.

* Puede ver la informacion del puerto remoto si el puerto esta conectado.

FRU de bandeja
» Se muestra la informacién sobre los fallos de PSU.



Informacioén sobre los switches de almacenamiento

Puede ver lo siguiente:

Switches de almacenamiento

* La pantalla muestra los switches que actuan como switches de almacenamiento que se usan para
conectar las bandejas a los nodos.

* A partir de ONTAP 9.9.1, System Manager muestra informacion sobre un switch que actia como un
switch de almacenamiento y un cluster, lo que también se puede compartir entre los nodos de una
pareja de alta disponibilidad.

* Se muestra la siguiente informacion:
o Nombre del switch
o Direccion IP
o Numero de serie
> Versiéon de SNMP
> Version del sistema

* Puede ver los siguientes modelos de switch de almacenamiento:

Si el sistema se esta Luego, puede usar System Manager para ver...

ejecutando...

ONTAP 9.11.1 o posterior Cisco Nexus 3232C Cisco Nexus 9336C-FX2 NVIDIA SN2100
ONTAP 9.10.1 y 9.9.1 Nexus 3232C Cisco Nexus 9336C-FX2 de Cisco

ONTAP 9,8 Cisco Nexus 3232C

Puertos del switch de almacenamiento

« Se muestra la siguiente informacion:
o Nombre de la identidad
indice de identidad

o Estado

o

o Conexion remota

o

Otros detalles

Informacién sobre el cableado
A partir de ONTAP 9.12.1, se puede ver la siguiente informacién sobre el cableado:

» Cableado entre controladores, interruptores y estantes cuando no se utilizan puentes de almacenamiento

» Conectividad que muestra los ID y las direcciones MAC de los puertos en cada extremo del cable

Administrar nodos mediante ONTAP System Manager

En System Manager, puede afadir nodos a un cluster y cambiarles el nombre. También
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puede reiniciar, tomar el control y devolver nodos.

Anada nodos a un cluster

Puede aumentar el tamafio y las funcionalidades del cluster afiadiendo nodos nuevos.

Antes de comenzar

Ya debe haber cableado los nodos nuevos al cluster.

Acerca de esta tarea

Hay procesos separados para trabajar con System Manager en ONTAP 9.8 y versiones posteriores, o ONTAP
9.7.

Procedimiento de ONTAP 9,8 y posterior
Anadir nodos a un cluster con System Manager (ONTAP 9,8 y posteriores)

Pasos
1. Seleccione Cluster > Overview.

Las nuevas controladoras se muestran como nodos conectados a la red de cluster, pero no en el
cluster.
2. Seleccione Agregar.
> Los nodos se afiaden al cluster.

o El almacenamiento se asigna de forma implicita.

Procedimiento de ONTAP 9,7
Anadir nodos a un cluster con el Administrador del sistema (ONTAP 9,7)

Pasos
1. Seleccione (Volver a la versioén clasica).

2. Selecciona Configuraciones > Expansion de cluster.
System Manager detecta automaticamente los nuevos nodos.

3. Selecciona Cambiar a la nueva experiencia.

4. Selecciona Cluster > Overview para ver los nuevos nodos.

Apague, reinicie o edite el procesador de servicio

Cuando reinicia o apaga un nodo, su compafero de alta disponibilidad ejecuta automaticamente una toma de

co

ntrol.

Este procedimiento se aplica a los sistemas FAS, AFF y ASA. Si tiene un sistema ASAr2 (ASA

@ A1K, ASA A90, ASAA70, ASA A50, ASA A30, ASA A20 o ASA C30), siga "estos pasos" para
apagar y reiniciar un nodo. Los sistemas R2 de ASA ofrecen una experiencia de ONTAP
simplificada especifica para clientes de SAN.

Pasos
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1. Seleccione Cluster > Overview.
2. En Nodos, seleccione :.

3. Seleccione el nodo y luego seleccione Apagar, Reiniciar o Editar Procesador de Servicio.
Si un nodo se ha reiniciado y esta esperando devolucion, la opcion Giveback también esta disponible.

Si selecciona Editar procesador de servicio, puede elegir Manual para introducir la direccion IP, la

mascara de subred y la puerta de enlace, o puede elegir DHCP para la configuracién dinamica del host.

Cambie el nombre de los nodos

A partir de ONTAP 9.14.1, se puede cambiar el nombre de un nodo desde la pagina de resumen del cluster.

Este procedimiento se aplica a los sistemas FAS, AFF y ASA. Si tiene un sistema ASAr2 (ASA

@ A1K, ASA A90, ASAA70, ASAA50, ASA A30, ASA A20 o ASA C30), siga "estos pasos" para
cambiar el nombre de un nodo. Los sistemas R2 de ASA ofrecen una experiencia de ONTAP
simplificada especifica para clientes de SAN.

Pasos
1. Seleccione Cluster. Se muestra la pagina de descripcion general del cluster.

2. Desplacese hacia abajo hasta la seccion Nodos.
3. Junto al nodo al que desea cambiar el nombre, seleccione :y seleccione Cambiar nombre.

4. Modifique el nombre del nodo y, a continuacion, seleccione Renombrar.
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este documento protegido por copyright ni parte del mismo de ninguna forma ni por ningin medio (grafico,
electrénico o mecanico, incluidas fotocopias, grabaciones o almacenamiento en un sistema de recuperacion
electrénico) sin la autorizacion previa y por escrito del propietario del copyright.

El software derivado del material de NetApp con copyright esta sujeto a la siguiente licencia y exencion de
responsabilidad:
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