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Gestión de enlaces NFS

Obtenga más información sobre la conexión de enlaces
NFS de ONTAP

A partir de ONTAP 9.14.1, los clientes NFSv4,1 pueden aprovechar la conexión de
enlaces de sesión para abrir varias conexiones a diferentes LIF en el servidor NFS, lo
que aumenta la velocidad de transferencia de datos y ofrece resiliencia a través de la
multivía.

La conexión de enlaces proporciona ventajas para exportar volúmenes de FlexVol a clientes con capacidad de
Trunking, en particular clientes VMware y Linux o para NFS a través de RDMA, TCP o pNFS.

En ONTAP 9.14.1, la conexión de enlaces se limita a las LIF en un único nodo; la conexión de enlaces no
puede abarcar las LIF en varios nodos.

Los volúmenes FlexGroup se admiten para la conexión de enlaces. Aunque puede proporcionar un mejor
rendimiento, el acceso multivía a un volumen FlexGroup solo puede configurarse en un único nodo.

En esta versión, solo se admite la conexión troncal de sesión para el acceso multivía.

Cómo utilizar trunking

Para aprovechar las ventajas de las rutas múltiples que ofrece la conexión de enlaces, necesita un conjunto
de LIF, denominados grupo de conexión troncal, asociados a la SVM que contiene un servidor NFS habilitado
para conexión de enlaces. Las LIF de un grupo de enlaces deben tener puertos iniciales en el mismo nodo del
clúster y deben residir en esos puertos iniciales. Es recomendable que todas las LIF de un grupo de enlaces
sean miembros del mismo grupo de recuperación tras fallos.

ONTAP admite hasta 16 conexiones troncalizadas por nodo desde un cliente determinado.

Cuando un cliente monta exportaciones desde un servidor habilitado para conexión de enlaces, especifica una
serie de direcciones IP para las LIF en un grupo de conexiones. Una vez que el cliente se conecta a la primera
LIF, los LIF adicionales solo se agregan a la sesión NFSv4,1 y se usan para la conexión de enlaces si
cumplen los requisitos de grupo de Trunking. A continuación, el cliente distribuye las operaciones de NFS a
través de las múltiples conexiones basadas en su propio algoritmo (como round-robin).

Para obtener el mejor rendimiento, se debe configurar el enlace de enlaces en una SVM que se dedique a
proporcionar exportaciones multivía, no de rutas únicas. Es decir, solo debe habilitar la conexión troncal en un
servidor NFS en una SVM cuyas exportaciones se proporcionan únicamente a clientes habilitados para la
conexión troncal.

Clientes admitidos

El servidor ONTAP NFSv4,1 admite la conexión troncal con cualquier cliente capaz de realizar una conexión
troncal de sesión NFSv4,1.

Los siguientes clientes han sido probados con ONTAP 9.14.1:

• VMware: ESXi 7.0U3F y versiones posteriores

• Linux: Red Hat Enterprise Linux (RHEL) 8,8 y 9,3
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El cliente NFS de RHEL no volverá a establecer la conexión troncal si los LIF troncales se
migran a otro nodo en un evento de conmutación por error (como una recuperación tras fallos
de la controladora). Cuando las LIF se migran a otro nodo, se eliminan del grupo de enlaces. Si
se migran todas las LIF del grupo de enlaces, el cliente NFS únicamente utilizará el primer LIF
para continuar con las operaciones de I/O.

Al habilitar la conexión troncal en un servidor NFS, los usuarios que acceden a recursos
compartidos exportados en clientes NFS que no admiten la conexión troncal pueden ver una
caída de rendimiento. Esto se debe a que solo se utiliza una única conexión TCP para varios
montajes en las LIF de datos de SVM.

Diferencia entre la conexión de enlaces NFS y nconnect

A partir de ONTAP 9.8, la funcionalidad nconnect está disponible de forma predeterminada con NFSv4.1
habilitado. En clientes que admiten nconnect, un solo montaje NFS puede tener varias conexiones TCP (hasta
16) a través de un único LIF.

Por el contrario, la función de enlace es la funcionalidad multipathing, que proporciona varias conexiones TCP
a través de varias LIF. Si tiene la capacidad de emplear NIC adicionales en su entorno, la troncalización
proporciona un mayor paralelismo y rendimiento más allá de la capacidad de nconnect.

Más información sobre "nconectar".

Configurar un nuevo servidor NFS y exportar para trunking

Cree un servidor NFS habilitado para la conexión de enlaces en una SVM de
ONTAP

A partir de ONTAP 9.14.1, se puede habilitar la conexión troncal en servidores NFS.
NFSv4,1 está habilitado de forma predeterminada cuando se crean servidores NFS.

Antes de empezar

Para crear un servidor NFS habilitado para la conexión de enlaces, se requiere una SVM. La SVM debe ser:

• respaldado por suficiente almacenamiento para los requisitos de datos de cliente.

• Habilitado para NFS.

Puede utilizar una SVM existente; sin embargo, al habilitar la conexión troncal se deben volver a montar todos
los clientes NFSv4.x, lo que puede causar interrupciones. Si no es posible volver a montar, cree una nueva
SVM para el servidor NFS.

Pasos

1. Si no existe una SVM adecuada, cree una:

vserver create -vserver svm_name -rootvolume root_volume_name -aggregate

aggregate_name -rootvolume-security-style unix -language C.UTF-8

2. Compruebe la configuración y el estado de la SVM recién creada:

vserver show -vserver svm_name
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Más información sobre "Creación de una SVM".

3. Cree el servidor NFS:

vserver nfs create -vserver svm_name -v3 disabled -v4.0 disabled -v4.1 enabled

-v4.1-trunking enabled -v4-id-domain my_domain.com

4. Compruebe que NFS está ejecutando:

vserver nfs status -vserver svm_name

5. Compruebe que NFS está configurado como se desea:

vserver nfs show -vserver svm_name

Más información acerca de "Configuración del servidor NFS."

Después de terminar

Configure los siguientes servicios según sea necesario:

• "DNS"

• "LDAP"

• "Kerberos"

Prepare la red para la conexión de enlaces NFS de ONTAP

Para aprovechar la conexión de enlaces NFSv4,1, los LIF de un grupo de enlaces deben
residir en el mismo nodo y tener puertos de inicio en el mismo nodo. Las LIF deben estar
configuradas en un grupo de conmutación por error del mismo nodo.

Acerca de esta tarea

Una asignación uno a uno de LIF y NIC proporciona la mayor ganancia de rendimiento, pero no es necesaria
para permitir la conexión de enlaces. Tener al menos dos NIC instaladas puede ofrecer un beneficio de
rendimiento, pero no es necesario.

Todas las LIF del grupo de enlaces deben pertenecer al mismo grupo de conmutación al nodo de respaldo.
Tenga en cuenta que cuando las LIF están configuradas en un grupo de conmutación por error en el mismo
nodo, una recuperación tras fallos de controladora de ese nodo puede provocar que las LIF se desconecten.
Si las LIF no están configuradas en un grupo de recuperación tras fallos en el mismo nodo y la recuperación
tras fallos a otro nodo, la conexión de enlaces ya no funcionará.

Debe ajustar el grupo de conmutación por error de troncalización cada vez que agregue o elimine conexiones
(y NIC subyacentes) de un grupo de conmutación por error.

Antes de empezar

• Debe conocer los nombres de puerto asociados a las NIC para crear un grupo de conmutación por error.

• Los puertos deben estar todos en el mismo nodo.

Pasos

1. Compruebe los nombres y el estado de los puertos de red que desea utilizar:
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network port show

2. Cree el grupo de failover:

network interface failover-groups create -vserver <svm_name> -failover-group

<failover_group_name> -targets <ports_list>

No es un requisito tener un grupo de recuperación tras fallos, pero es muy recomendable.

◦ <svm_name> Es el nombre de la SVM que contiene el servidor NFS.

◦ <ports_list> es la lista de puertos que se agregarán al grupo de failover.

Los puertos se agregan en el formato <node_name>:<port_number>, por ejemplo node1:e0c: .

El siguiente comando crea el grupo de conmutación al nodo de respaldo FG3 para SVM VS1 y añade
tres puertos:

network interface failover-groups create -vserver vs1 -failover-group fg3

-targets cluster1-01:e0c,cluster1-01:e0d,cluster1-01:e0e

Más información acerca de "grupos de conmutación por error."

Obtenga más información sobre network interface failover-groups create en el "Referencia
de comandos del ONTAP".

3. Si es necesario, cree LIF para los miembros del grupo de enlaces:

network interface create -vserver <svm_name> -lif <lif_name> -home-node

<node_name> -home-port <port_name> -address <IP_address> -netmask <IP_address>

[-service-policy <policy>] [-auto-revert <true|false>]

◦ -home-node - El nodo al que regresa la LIF cuando se ejecuta el comando network interface revert en
la LIF.

También puede especificar si el LIF debe volver automáticamente al nodo de inicio y al puerto de inicio
con -auto-revert la opción.

◦ -home-port Es el puerto físico o lógico al que devuelve la LIF cuando el comando de reversión de la
interfaz de red se ejecuta en la LIF.

◦ Puede especificar una dirección IP con las -address -netmask opciones y, no con -subnet la
opción.

◦ Al asignar direcciones IP, es posible que deba configurar una ruta predeterminada a una puerta de
enlace si hay clientes o controladores de dominio en una subred IP diferente. Obtenga más
información sobre network route create y cómo crear una ruta estática dentro de una SVM en el
"Referencia de comandos del ONTAP".

◦ -service-policy - La política de servicio para la LIF. Si no se especifica ninguna política, se
asignará automáticamente una política predeterminada. Utilice network interface service-
policy show el comando para revisar las políticas de servicio disponibles.
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◦ -auto-revert - Especificar si una LIF de datos se revierte automáticamente a su nodo de inicio en
circunstancias como el inicio, cambios en el estado de la base de datos de administración, o cuando
se realiza la conexión de red. La configuración predeterminada es false, pero puede establecerla en
true en función de las políticas de gestión de red del entorno.

Repita este paso para cada LIF del grupo de enlaces.

El siguiente comando crea lif-A para la SVM vs1, en el puerto e0c del nodo cluster1_01:

network interface create -vserver vs1 -lif lif-A -service-policy default-

intercluster -home-node cluster1_01 -home-port e0c -address 192.0.2.0

Más información acerca de "Creación de LIF."

4. Comprobar que se han creado las LIF:

network interface show

5. Compruebe que se pueda acceder a la dirección IP configurada:

Para verificar una… Usar…

Dirección IPv4 network ping

Dirección IPv6 network ping6

Información relacionada

• "ping de red"

• "interfaz de red"

• "muestra el puerto de red"

Cree una política de exportación de volúmenes de ONTAP

Para ofrecer al cliente acceso a recursos compartidos de datos, debe crear uno o varios
volúmenes y el volumen debe tener políticas de exportación con al menos una regla.

Requisitos de exportación del cliente:

• Los clientes de Linux deben tener un montaje independiente y un punto de montaje independiente para
cada conexión de Trunking (es decir, para cada LIF).

• Los clientes de VMware solo requieren un único punto de montaje para un volumen exportado, con varias
LIF especificadas.

Los clientes de VMware requieren acceso raíz en la política de exportación.

Pasos

1. Cree una política de exportación:

vserver export-policy create -vserver svm_name -policyname policy_name
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El nombre de la política puede tener hasta 256 caracteres.

2. Compruebe que se ha creado la política de exportación:

vserver export-policy show -policyname policy_name

Ejemplo

Los siguientes comandos crean y verifican la creación de una política de exportación llamada exp1 en la
SVM llamada vs1:

vs1::> vserver export-policy create -vserver vs1 -policyname exp1

3. Cree una regla de exportación y añádala a una política de exportación existente:

vserver export-policy rule create -vserver svm_name -policyname policy_name

-ruleindex integer -protocol nfs4 -clientmatch { text | "text,text,…" }

-rorule security_type -rwrule security_type -superuser security_type -anon

user_ID

`-clientmatch`El parámetro debe identificar los clientes Linux o VMware

compatibles con la conexión de enlaces que montarán la exportación.

Más información acerca de "creación de reglas de exportación."

4. Cree el volumen con un punto de unión:

volume create -vserver svm_name -volume volume_name -aggregate aggregate_name

-size {integer[KB|MB|GB|TB|PB]} -security-style unix -user user_name_or_number

-group group_name_or_number -junction-path junction_path -policy

export_policy_name

Más información sobre "creando volúmenes."

5. Compruebe que el volumen se ha creado con el punto de unión deseado:

volume show -vserver svm_name -volume volume_name -junction-path

Montaje de volúmenes de ONTAP o recursos compartidos de datos para la
conexión de enlaces NFS

Los clientes de Linux y VMware compatibles con la conexión de enlaces pueden montar
volúmenes o recursos compartidos de datos desde un servidor ONTAP NFSv4,1 que
esté habilitado para la conexión de enlaces.

Obtenga más información "clientes admitidos"sobre .
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Requisitos del cliente Linux

Si utiliza ONTAP 9.16.1 o posterior y Red Hat Enterprise Linux versión 8,7 o posterior (para RHEL 8) o
9,2 o posterior (para RHEL 9) como cliente Linux, solo se necesita un punto de montaje para el grupo de
enlaces. Monte los volúmenes exportados con este comando con trunkdiscovery la opción:

mount <lif_ip>:<volume_name> </mount_path> -o trunkdiscovery,vers=4.1

De lo contrario, se necesita un punto de montaje independiente para cada conexión del grupo de
troncalización. Monte el volumen exportado con comandos similares a los siguientes, con la
max_connect opción:

mount <lif1_ip>:<volume_name> </mount_path1> -o vers=4.1,max_connect=16

mount <lif2_ip>:<volume_name> </mount_path2> -o vers=4.1,max_connect=16

(vers`El valor version ) debe ser `4.1 o posterior.

El max_connect valor corresponde al número de conexiones del grupo de troncalización.

Requisitos del cliente de VMware

Se necesita una sentencia mount que incluya una dirección IP para cada conexión del grupo de enlaces.

Monte el almacén de datos exportado con un comando similar al siguiente:

#esxcli storage nfs41 -H lif1_ip, lif2_ip -s /mnt/sh are1 -v nfs41share

`-H`Los valores corresponden a las conexiones del grupo de

troncalización.

Adapte las exportaciones NFS existentes para la conexión
de enlaces

Adapte las exportaciones de ruta única para la conexión de enlaces NFS de ONTAP

Puede adaptar una exportación NFSv4,1 de ruta única existente (no troncalizada) para
utilizar troncalización. Los clientes compatibles con trunking pueden aprovechar el
rendimiento mejorado en cuanto se activa la troncalización en el servidor, siempre y
cuando se cumplan los requisitos previos del servidor y del cliente.

La adaptación de una exportación de ruta única para la conexión de enlaces le permite mantener conjuntos de
datos exportados en sus volúmenes y SVM existentes. Para ello, debe habilitar la conexión troncal en el
servidor NFS, actualizar la configuración de redes y exportación y volver a montar el recurso compartido
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exportado en los clientes.

La activación de la conexión troncal tiene el efecto de reiniciar el servidor. Luego, los clientes de VMware
deben volver a montar los almacenes de datos exportados; los clientes Linux deben volver a montar los
volúmenes exportados con max_connect la opción.

Habilite la conexión troncal en un servidor NFS de ONTAP

La conexión troncal debe estar explícitamente habilitada en los servidores NFS. NFSv4,1
está habilitado de forma predeterminada cuando se crean servidores NFS.

Después de activar la conexión troncal, verifique que los siguientes servicios estén configurados según sea
necesario.

• "DNS"

• "LDAP"

• "Kerberos"

Pasos

1. Active la conexión troncal y asegúrese de que NFSv4,1 está activado:

vserver nfs create -vserver svm_name -v4.1 enabled -v4.1-trunking enabled

2. Compruebe que NFS se está ejecutando: vserver nfs status -vserver svm_name

3. Compruebe que NFS está configurado como se desea:

vserver nfs show -vserver svm_name

Más información sobre "Configuración del servidor NFS.".. Si ofrece servicio a clientes de Windows desde
esta SVM, mueva los recursos compartidos y elimine el servidor. vserver cifs show -vserver
svm_name

+ vserver cifs delete -vserver svm_name

Actualice la red para la conexión de enlaces NFS de ONTAP

Para aprovechar la conexión de enlaces NFSv4,1, los LIF de un grupo de enlaces deben
residir en el mismo nodo y tener puertos de inicio en el mismo nodo. Las LIF deben estar
configuradas en un grupo de conmutación por error del mismo nodo.

Acerca de esta tarea

Una asignación uno a uno de LIF y NIC proporciona la mayor ganancia de rendimiento, pero no es necesaria
para permitir la conexión de enlaces. Tener al menos dos NIC instaladas puede ofrecer un beneficio de
rendimiento, pero no es necesario.

Todas las LIF del grupo de enlaces deben pertenecer al mismo grupo de conmutación al nodo de respaldo.
Tenga en cuenta que cuando las LIF están configuradas en un grupo de conmutación por error en el mismo
nodo, una recuperación tras fallos de controladora de ese nodo puede provocar que las LIF se desconecten.
Si las LIF no están configuradas en un grupo de recuperación tras fallos en el mismo nodo y la recuperación
tras fallos a otro nodo, la conexión de enlaces ya no funcionará.
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Debe ajustar el grupo de conmutación por error de troncalización cada vez que agregue o elimine conexiones
(y NIC subyacentes) de un grupo de conmutación por error.

Antes de empezar

• Debe conocer los nombres de puerto asociados a las NIC para crear un grupo de conmutación por error.

• Los puertos deben estar todos en el mismo nodo.

Pasos

1. Compruebe los nombres y el estado de los puertos de red que desea utilizar:

network port show

Obtenga más información sobre network port show en el "Referencia de comandos del ONTAP".

2. Cree un grupo de failover de trunking o modifique uno existente para trunking:

network interface failover-groups create -vserver <svm_name> -failover-group

<failover_group_name> -targets <ports_list>

network interface failover-groups modify -vserver <svm_name> -failover-group

<failover_group_name> -targets <ports_list>

No es un requisito tener un grupo de recuperación tras fallos, pero es muy recomendable.

◦ <svm_name> Es el nombre de la SVM que contiene el servidor NFS.

◦ <ports_list> es la lista de puertos que se agregarán al grupo de failover.

Los puertos se agregan en el formato <node_name>:<port_number>, por ejemplo, node1:e0c.

El siguiente comando crea un grupo de conmutación al nodo de respaldo fg3 para la SVM VS1 y
añade tres puertos:

network interface failover-groups create -vserver vs1 -failover-group fg3

-targets cluster1-01:e0c,cluster1-01:e0d,cluster1-01:e0e

Más información acerca de "grupos de conmutación por error."

3. Cree LIF adicionales para los miembros del grupo de enlaces según sea necesario:

network interface create -vserver <svm_name> -lif <lif_name> -home-node

<node_name> -home-port <port_name> -address <IP_address> -netmask <IP_address>

[-service-policy <policy>] [-auto-revert <true|false>]

◦ -home-node - El nodo al que regresa la LIF cuando se ejecuta el comando network interface revert en
la LIF.

Puede especificar si la LIF debe revertir automáticamente al nodo raíz y al puerto de inicio con la
-auto-revert opción.

◦ -home-port Es el puerto físico o lógico al que devuelve la LIF cuando el comando de reversión de la
interfaz de red se ejecuta en la LIF.
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◦ Puede especificar una dirección IP con las -address -netmask opciones y.

◦ Cuando se asignan direcciones IP manualmente (sin utilizar una subred), es posible que deba
configurar una ruta predeterminada a una puerta de enlace si existen clientes o controladores de
dominio en una subred IP diferente. network route create`La página de comandos
contiene información acerca de la creación de una ruta estática dentro de

una SVM. Obtenga más información sobre `network route create en el "Referencia de
comandos del ONTAP".

◦ -service-policy - La política de servicio para la LIF. Si no se especifica ninguna política, se
asignará automáticamente una política predeterminada. Utilice network interface service-
policy show el comando para revisar las políticas de servicio disponibles.

Obtenga más información sobre network interface service-policy show en el "Referencia
de comandos del ONTAP".

◦ -auto-revert - Especificar si una LIF de datos se revierte automáticamente a su nodo de inicio en
circunstancias como el inicio, cambios en el estado de la base de datos de administración, o cuando
se realiza la conexión de red. La configuración predeterminada es false, pero puedes configurarla
en true dependiendo de las políticas de administración de red de tu entorno.

Repita este paso con cada LIF adicional necesario en el grupo de enlaces.

El siguiente comando crea lif-A para la SVM vs1, en el puerto e0c del nodo cluster1_01:

network interface create -vserver vs1 -lif lif-A -service-policy default-

intercluster -home-node cluster1_01 -home-port e0c -address 192.0.2.0

Más información acerca de "Creación de LIF."

4. Compruebe que las LIF se han creado:

network interface show

5. Compruebe que se pueda acceder a la dirección IP configurada:

Para verificar una… Usar…

Dirección IPv4 network ping

Dirección IPv6 network ping6

Información relacionada

• "ping de red"

• "interfaz de red"

Modifique las políticas de exportación de volúmenes ONTAP

Para que los clientes puedan aprovechar la conexión de enlaces para los recursos
compartidos de datos existentes, es posible que deba modificar las políticas y reglas de
exportación y los volúmenes a los que están asociados. Hay diversos requisitos de
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exportación para los clientes Linux y los almacenes de datos VMware.

Requisitos de exportación del cliente:

• Los clientes de Linux deben tener un montaje independiente y un punto de montaje independiente para
cada conexión de Trunking (es decir, para cada LIF).

Si va a actualizar a ONTAP 9.14.1 y ya ha exportado un volumen, puede seguir usando ese volumen en
un grupo de enlaces.

• Los clientes de VMware solo requieren un único punto de montaje para un volumen exportado, con varias
LIF especificadas.

Los clientes de VMware requieren acceso raíz en la política de exportación.

Pasos

1. Compruebe que haya vigente una política de exportación existente:

vserver export-policy show

2. Compruebe que las reglas de política de exportación existentes son adecuadas para la configuración de
trunking:

vserver export-policy rule show -policyname policy_name

En concreto, compruebe que el -clientmatch parámetro identifica correctamente los clientes de Linux o
VMware que admitirán la conexión en línea que montarán la exportación.

Si es necesario realizar ajustes, modifique la regla con el vserver export-policy rule modify
comando o cree una nueva regla:

vserver export-policy rule create -vserver svm_name -policyname policy_name

-ruleindex integer -protocol nfs4 -clientmatch { text | "text,text,…" }

-rorule security_type -rwrule security_type -superuser security_type -anon

user_ID

Más información acerca de "creación de reglas de exportación."

3. Verifique que los volúmenes exportados existentes estén en línea:

volume show -vserver svm_name

Vuelva a montar volúmenes ONTAP o recursos compartidos de datos para la
conexión de enlaces NFS

Para convertir conexiones de cliente no troncalizadas en conexiones troncales, los
montajes existentes en clientes Linux y VMware deben desmontarse y volver a montarse
utilizando la información acerca de las LIF.

Obtenga más información "clientes admitidos"sobre .
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El desmontaje de los clientes de VMware provoca interrupciones en las máquinas virtuales del
almacén de datos. Una alternativa sería crear un nuevo almacén de datos habilitado para
trunking, y usar storage vmotion para mover sus VM del antiguo almacén de datos al nuevo.
Consulte la documentación de VMware para más detalles.

Requisitos del cliente Linux

Si utiliza ONTAP 9.16.1 o posterior y Red Hat Enterprise Linux versión 8,7 o posterior (para RHEL 8) o
9,2 o posterior (para RHEL 9) como cliente Linux, solo se necesita un punto de montaje para el grupo de
enlaces. Monte los volúmenes exportados con este comando con trunkdiscovery la opción:

mount <lif_ip>:<volume_name> </mount_path> -o trunkdiscovery,vers=4.1

De lo contrario, se necesita un punto de montaje independiente para cada conexión del grupo de
troncalización. Monte los volúmenes exportados con comandos similares a los siguientes, con la
max_connect opción:

mount <lif1_ip>:<volume_name> </mount_path1> -o vers=4.1,max_connect=16

mount <lif2_ip>:<volume_name> </mount_path2> -o vers=4.1,max_connect=16

(vers`El valor version ) debe ser `4.1 o posterior.

El max_connect valor corresponde al número de conexiones del grupo de troncalización.

Requisitos del cliente de VMware

Se necesita una sentencia mount que incluya una dirección IP para cada conexión del grupo de enlaces.

Monte el almacén de datos exportado con un comando similar al siguiente:

#esxcli storage nfs41 -H lif1_ip, lif2_ip -s /mnt/sh are1 -v nfs41share

`-H`Los valores deben corresponder a las conexiones del grupo de

troncalización.
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