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Manos a la obra

Visualizar la red de ONTAP mediante System Manager

A partir de ONTAP 9.8, puede usar System Manager para mostrar un grafico que
muestra los componentes y la configuracion de la red, lo que le permite ver las rutas de
conexion de red entre los hosts, los puertos, las SVM, los volumenes, etc. A partir de
ONTAP 9.12.1, puede ver la asociacion de LIF y subred en la cuadricula interfaces de
red.

El grafico se muestra cuando selecciona Red > Descripcion general o cuando selecciona -5 en la seccién
Red del Panel de control.

En el grafico se muestran las siguientes categorias de componentes:

* Hosts

* Puertos de almacenamiento

* Interfaces de red

* Maquinas virtuales de almacenamiento
* Componentes de acceso a datos

Cada seccion muestra detalles adicionales que puede pasar el ratén sobre o seleccionar para realizar tareas
de configuracion y gestion de la red.

Si utiliza el administrador del sistema clasico (disponible s6lo en ONTAP 9, 7 y anteriores), consulte "Gestion
de la red".

Ejemplos

A continuacion se muestran algunos ejemplos de las muchas maneras en que puede interactuar con el grafico
para ver detalles sobre cada componente o iniciar acciones para administrar su red:

» Haga clic en un host para ver su configuracion: Los puertos, las interfaces de red, las maquinas virtuales
de almacenamiento y los componentes de acceso a datos asociados con este.

* Pase el raton por la cantidad de volumenes de una maquina virtual de almacenamiento para seleccionar
un volumen para ver sus detalles.

» Seleccione una interfaz de iISCSI para ver el rendimiento durante la ultima semana.
» Haga clic en : junto a un componente para iniciar acciones para modificar ese componente.

* Determine rapidamente dénde pueden ocurrir los problemas en la red, indicado por una "X" junto a
componentes que nNo son sanos.

Video sobre visualizacion de red de System Manager


https://docs.netapp.com/us-en/ontap-system-manager-classic/online-help-96-97/concept_managing_network.html
https://docs.netapp.com/us-en/ontap-system-manager-classic/online-help-96-97/concept_managing_network.html

ONTAP System Manager 9.8

Network Visualization

Obtenga informacidén sobre los componentes de red de un
cluster de ONTAP

Antes de configurar el cluster, debe familiarizarse con los componentes de red de un
cluster. La configuracién de los componentes fisicos de redes de un cluster en
componentes logicos proporciona la flexibilidad y la funcionalidad multi-tenancy en
ONTAP.

Los diferentes componentes de red de un cluster son los siguientes:
* Puertos fisicos

Las tarjetas de interfaz de red (NIC) y los adaptadores de bus host (HBA) proporcionan conexiones fisicas
(Ethernet y Fibre Channel) desde cada nodo a las redes fisicas (redes de gestion y datos).

Para conocer los requisitos del sitio, la informacion sobre switches, el cableado de puertos y el cableado
de puertos integrados de la controladora, consulte el Hardware Universe en "hwu.netapp.com”.

* Puertos logicos
Las redes de area local virtual (VLAN) y los grupos de interfaces constituyen los puertos légicos. Los
grupos de interfaces tratan varios puertos fisicos como un Unico puerto, mientras que las VLAN subdividen
un puerto fisico en varios puertos separados.

» Espacios IP
Puede usar un espacio IP para crear un espacio de direcciones IP distinto para cada SVM de un cluster.

Esto permite a los clientes en dominios de red separados administrativamente acceder a los datos del
cluster mientras utilizan direcciones IP superpuestas del mismo rango de subredes de direcciones IP.


https://www.youtube.com/watch?v=8yCC4ZcqBGw
https://hwu.netapp.com/

e Dominios de retransmision

Un dominio de retransmision reside en un espacio IP y contiene un grupo de puertos de red,
potencialmente de varios nodos del cluster, que pertenecen a la misma red de capa 2. Los puertos del
grupo se usan en una SVM para el trafico de datos.

e Subredes

Una subred se crea dentro de un dominio de difusion y contiene un grupo de direcciones IP que
pertenecen a la misma subred de capa 3. Este pool de direcciones IP simplifica la asignacion de
direcciones IP durante la creacién de la LIF.

* Interfaces logicas

Una interfaz logica (LIF) es una direccion IP o un nombre de puerto WWPN asociado a un puerto. Esta
asociado con atributos como grupos de conmutacion por error, reglas de conmutacion por error y reglas de
firewall. Un LIF se comunica a través de la red a través del puerto (fisico o l6gico) al que esta enlazado
actualmente.

Los diferentes tipos de LIF de un cluster son las LIF de datos, las LIF de gestion de ambito de cluster, las
LIF de gestion de ambito de nodo, las LIF de interconexion de clusteres y las LIF de cluster. La propiedad
de las LIF depende de la SVM en la que reside el LIF. Las LIF de datos son propiedad de las SVM de
datos, las LIF de gestion de ambito de nodo, la gestién de ambito del cluster y las LIF de interconexion de
clusteres son propiedad de las SVM de administrador y las LIF de cluster son propiedad de la SVM del
cluster.

» Zonas DNS
Puede especificarse la zona DNS durante la creacion de LIF, con un nombre para la LIF que se va a
exportar a través del servidor DNS del cluster. Varias LIF pueden compartir el mismo nombre, lo que

permite que la caracteristica de equilibrio de carga de DNS distribuya direcciones IP para el nombre segun
la carga.

Las instancias de SVM pueden tener varias zonas DNS.
» Enrutamiento

Cada SVM es autosuficiente con respecto a las redes. Una SVM es propietaria de LIF y rutas que pueden
llegar a cada uno de los servidores externos configurados.

En la siguiente figura, se muestra como estan asociados los diferentes componentes de red en un cluster
de cuatro nodos:
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Practicas recomendadas para el cableado de red de ONTAP

Las practicas recomendadas para el cableado de red separan el trafico en las siguientes
redes: Clusteres, gestidon y datos.

Debe cablear un cluster de modo que el trafico del cluster esté en una red separada de todo el resto del
trafico. Se trata de una practica opcional, pero recomendada. Mantener el trafico de gestion de redes
separado del trafico dentro del cluster y de los datos. Al mantener redes independientes, puede mejorar el
rendimiento, la facilidad de administracién y mejorar el acceso a los nodos de seguridad y gestion.

En el siguiente diagrama se muestra el cableado de red de un cluster de alta disponibilidad de cuatro nodos
que incluye tres redes independientes:
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Debe seguir ciertas directrices al cablear las conexiones de red:
» Cada nodo debe estar conectado a tres redes distintas.

Una red es para la gestion, otra para el acceso a los datos y otra para la comunicacion dentro del cluster.
Las redes de datos y gestion se pueden separar de forma logica.

* Puede tener mas de una conexion de red de datos a cada nodo para mejorar el flujo de trafico de cliente
(datos).

» Se puede crear un cluster sin conexiones de red de datos, pero debe incluir una conexién de interconexion
de cluster.

» Siempre debe haber dos 0 mas conexiones de cluster a cada nodo.

Para obtener mas informacién sobre el cableado de red, consulte "Centro de documentacion de los sistemas
AFF y FAS" y la "Hardware Universe".


https://docs.netapp.com/us-en/ontap-systems/index.html
https://docs.netapp.com/us-en/ontap-systems/index.html
https://hwu.netapp.com/Home/Index

Determine qué politica de recuperacion tras fallos de LIF se
debe utilizar en una red de ONTAP

Los dominios de retransmisién, los grupos de conmutacion por error y las politicas de
conmutacion por error trabajan en conjunto para determinar qué puerto tomara el relevo
cuando se produzca un error en el nodo o puerto en el que se ha configurado un LIF.

Un dominio de retransmision enumera todos los puertos a los que se puede acceder en la misma red Ethernet
de capa 2. Todos los demas puertos del dominio de retransmisién ven un paquete de retransmision Ethernet
enviado desde uno de los puertos. Esta caracteristica de accesibilidad comun de un dominio de retransmisién
es importante para los LIF, ya que si una LIF se conmute a otro puerto del dominio de retransmision, todavia
podria llegar a todos los hosts locales y remotos a los que se pudiera acceder desde el puerto original.

Los grupos de conmutacién por error definen los puertos dentro de un dominio de retransmision que
proporcionan cobertura de conmutacién por error de LIF entre si. Cada dominio de retransmisién tiene un
grupo de conmutacién al nodo de respaldo que incluye todos sus puertos. Este grupo de conmutacién por
error que contiene todos los puertos del dominio de retransmision es el grupo de conmutacion por error
predeterminado y recomendado para la LIF. Puede crear grupos de conmutacién por error con subconjuntos
mas pequeinos que defina, como un grupo de conmutacion por error de puertos que tengan la misma
velocidad de enlace dentro de un dominio de difusion.

Una politica de conmutacién por error dicta cdmo un LIF utiliza los puertos de un grupo de recuperacion tras
fallos cuando un nodo o puerto esta inactivo. Considere la politica de conmutacion por error como un tipo de
filtro que se aplica a un grupo de conmutacion por error. Los destinos de conmutacion por error de una LIF (el
conjunto de puertos en los que se puede conmutar un LIF) estan determinados por medio de la aplicacion de
la politica de conmutacion por error de la LIF al grupo de conmutacién por error de la LIF en el dominio de
retransmision.

Puede ver los destinos de conmutacion por error de una LIF con el siguiente comando CLI:
network interface show -failover

NetApp recomienda utilizar la politica de conmutacién por error predeterminada para el tipo de LIF.

Decidir qué politica de conmutacién por error de LIF se utilizara

Decidir si se utilizara la politica de conmutacién por error predeterminada recomendada o si se va a cambiar
segun el tipo y el entorno de LIF.

Arbol de decisién de directiva de conmutacién por error
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Consider the following when choosing a failover policy:

e Choose the default system-defined failover policy to

optimize node and cluster survivability, but risk not
being able to fail over to more than one other node. _’ﬁ
e Choose the broadcast-domain-wide failover policy to

optimize LIF survivability beyond two failed nodes,
but risk cascading node failures.

Politicas de conmutacion por error predeterminadas por tipo de LIF

Tipo de LIF

LIF de BGP

LIF del cluster

Politica de conmutacion  Descripcién
por error predeterminada

deshabilitado LIF no conmuta al nodo de respaldo a otro puerto.
solo local LIF conmuta por error a los puertos del mismo nodo
unicamente.



LIF de gestion del cluster ambito de difusion LIF conmuta por error a los puertos del mismo
dominio de retransmision, en todos los nodos del

cluster.

LIF de interconexion de solo local LIF conmuta por error a los puertos del mismo nodo

clusteres Unicamente.

LIF de datos NAS definido por el sistema LIF conmuta por error a otro nodo que no es el
partner de alta disponibilidad.

LIF de gestion de nodos  solo local LIF conmuta por error a los puertos del mismo nodo
unicamente.

LIF de datos SAN deshabilitado LIF no conmuta al nodo de respaldo a otro puerto.

La politica de recuperacion tras fallos "solo para sfo" no es un valor predeterminado, pero se puede usar
cuando desee que la LIF realice la conmutacién al nodo de respaldo en un puerto del nodo de inicio o del
partner SFO unicamente.

Informacion relacionada
« "se muestra la interfaz de red"


https://docs.netapp.com/us-en/ontap-cli/network-port-show.html
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