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Proteger los datos

Flujo de trabajo de protecciéon de datos

Utilice el cliente SnapCenter vSphere para realizar operaciones de protecciéon de datos
para maquinas virtuales, VMDK y almacenes de datos. Todas las operaciones de backup
se ejecutan en grupos de recursos, que pueden contener cualquier combinacion de uno
o0 mas almacenes de datos y maquinas virtuales. Es posible realizar un backup bajo
demanda o segun una programacion de proteccion definida.

Cuando realiza el backup de un almacén de datos, incluye en el backup todas las maquinas virtuales de dicho
almacén de datos.

No se pueden ejecutar en simultdneo operaciones de backup y restauracion en el mismo grupo de recursos.

Debe revisar la informacién sobre lo que el plugin de SnapCenter para VMware vSphere admite y no admite.
"Planificacion y requisitos de la puesta en marcha"

En configuraciones de MetroCluster:

* Es posible que el plugin de SnapCenter para VMware vSphere no pueda detectar una relacion de
proteccion después de una conmutacion por error. Consulte "Articulo de la base de conocimientos: No es
posible detectar la relacion de SnapMirror o SnapVault después de una conmutacién por error de
MetroCluster" si desea obtener mas informacion.

* Si se produce un error en los backups Unable to discover resources on SCV: <xxx>..Enel
caso de maquinas virtuales NFS y VMFS tras la conmutaciéon/conmutacion de vuelta, reinicie los servicios
VMware de SnapCenter desde la consola de mantenimiento.

En la siguiente figura de flujos de trabajo, se muestra la secuencia que debe seguirse para ejecutar la
operacioén de backup:


https://docs.netapp.com/es-es/sc-plugin-vmware-vsphere/scpivs44_deployment_planning_and_requirements.html
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/SnapCenter/Unable_to_detect_SnapMirror_or_SnapVault_relationship_after_MetroCluster_failover
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/SnapCenter/Unable_to_detect_SnapMirror_or_SnapVault_relationship_after_MetroCluster_failover
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/SnapCenter/Unable_to_detect_SnapMirror_or_SnapVault_relationship_after_MetroCluster_failover
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Ver backups de maquinas virtuales y almacenes de datos

Cuando se prepara para realizar un backup de una maquina virtual o un almacén de
datos o restaurarla, puede ver todos los backups disponibles de ese recurso y los
detalles de dichos backups.

Acerca de esta tarea
La exploracion de carpetas de archivos grandes, como carpetas de archivos 10k, puede tardar uno o mas
minutos la primera vez. Las siguientes sesiones de exploracion requieren menos tiempo.
Pasos
1. Inicie sesion en vCenter Server.
2. Navegue a la pagina Inventory y seleccione un almacén de datos o una VM.

3. En el panel de la derecha, seleccione Configurar > Plugin SnapCenter para VMware vSphere > Copias
de seguridad.
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Si la opcion Activar bloqueo de instantanea secundaria no esta seleccionada durante la etapa de
creacion de la politica, toma el valor establecido para la opciéon Activar bloqueo de instantanea primaria
de forma predeterminada. En la lista de copias de seguridad, el guion en el campo Secondary Snapshot
Lock Expiration indica que los periodos de bloqueo primario y secundario son los mismos.

4. Seleccione el backup que desee ver.

Crear politicas de backup para maquinas virtuales y
almacenes de datos

Debe crear politicas de backup antes de usar el plugin de SnapCenter para VMware
vSphere con el fin de realizar el backup de las maquinas virtuales y los almacenes de
datos.

Antes de empezar
» Debe haber leido antes los requisitos previos.

» Debe haber configurado las relaciones de almacenamiento secundario.

> Si va a replicar snapshots en un almacenamiento secundario reflejado o en almacén, deben
configurarse las relaciones y el administrador de SnapCenter debe haberle asignado las maquinas
virtuales de almacenamiento tanto para el volumen de origen como para el volumen de destino.

o Afin de transferir correctamente snapshots a un almacenamiento secundario para relaciones de reflejo
de version flexible en un almacén de datos NFS o VMFS, asegurese de que el tipo de politica
SnapMirror sea Asynchronous Mirror y que esté marcada la opcién «all_source_snapshots».

o Cuando el numero de Snapshot en el almacenamiento secundario (reflejo-almacén) alcanza el limite
maximo, se produce un error en la actividad para registrar el backup y aplicar la retencion en la
operacion de backup: This snapshot is currently used as a reference snapshot by
one or more SnapMirror relationships. Deleting the snapshot can cause future
SnapMirror operations to fail.

Para corregir este problema, configure la politica de retencion de SnapMirror para el almacenamiento
secundario y evite alcanzar el limite maximo de instantaneas.

Para obtener informacion sobre como los administradores asignan recursos a los usuarios, consulte
"Informacion de SnapCenter sobre el uso del control de acceso basado en roles" .

+ Si desea realizar backups consistentes con la maquina virtual, debe tener instaladas y en ejecucion las
herramientas de VMware. Se necesitan herramientas de VMware para desactivar las maquinas virtuales.


https://docs.netapp.com/us-en/snapcenter/get-started/rbac-snapcenter.html

No se admiten backups consistentes con las maquinas virtuales para maquinas virtuales VVol.

* La sincronizacion activa de SnapMirror permite que los servicios empresariales continden funcionando
incluso si se produce un fallo completo del sitio, lo que permite a las aplicaciones conmutar por error de
forma transparente mediante una copia secundaria.

@ La sincronizacién activa de SnapMirror solo se admite para almacenes de datos VMFS.

Para proteger un almacén de datos VMFS en una implementacion de sincronizacion activa de SnapMirror,
como administrador de SnapCenter necesita:

o Configure clusters y mediador como se describe en el informe técnico: "Configurar el mediador de
ONTAP y los clusteres para la sincronizacion activa de snapmirror".

> Ahada el volumen asociado con el almacén de datos VMFS al grupo de coherencia y cree una relacion
de proteccion de datos mediante la politica de proteccion AutomatedFailOver o
AutomatedFailOverDuplex entre dos sistemas de almacenamiento de ONTAP. La politica
AutomatedFailOverDuplex se admite a partir de la version ONTAP 9.15.1.

@ En una configuracion de dispersion, el grupo de consistencia no es compatible con el sitio
terciario.

Acerca de esta tarea

La mayoria de los campos en estas paginas del asistente son claros y explicativos. La siguiente informacion
describe algunos de los campos que pueden requerir explicacion.

Pasos

1. En el panel de navegacion izquierdo del plugin SCV, seleccione Policies.

2. Enla pagina Policies, selecciona Create para iniciar el asistente.

3. En la pagina Nueva Politica de Copia de Seguridad, introduzca el nombre de la politica y una
descripcion.

o Modo vinculado

En el modo vinculado, cada vCenter tiene un dispositivo virtual independiente. Por lo tanto, se pueden
usar nombres duplicados en vCenter. Sin embargo, debe crear la politica en la misma instancia de
vCenter que el grupo de recursos.

o Caracteres no admitidos

No utilice los siguientes caracteres especiales en maquinas virtuales, almacenes de datos, clusteres,
politicas, backup o nombres de grupos de recursos: % & *$#@!\/:*?"<>-|;", y espacio.

Se permite el caracter de guion bajo ().

4. Especifique la configuracion de frecuencia.
La politica especifica solamente la frecuencia de backup. La programacion de proteccion especifica para
realizar el backup se define en el grupo de recursos. Por lo tanto, dos 0 mas grupos de recursos pueden
compartir la misma politica y frecuencia de backup y, a su vez, tener diferentes programaciones de

backup.

5. Seleccione la casilla de verificacion periodo de bloqueo para habilitar el bloqueo de instantaneas. Puede
seleccionar los periodos de bloqueo de instantaneas principales y secundarias como dias/meses/anos.


https://docs.netapp.com/us-en/ontap/snapmirror-active-sync/mediator-install-task.html
https://docs.netapp.com/us-en/ontap/snapmirror-active-sync/mediator-install-task.html

Independientemente del valor de retencion establecido en la politica de ONTAP SnapMirror,
la copia de Snapshot secundaria no se elimina antes del periodo de bloqueo de Snapshot

secundario especificado.

6. Especifique la configuracion de retencion.

Debe establecer el numero de retencion en 2 backups o un valor mas alto si tiene pensado

habilitar la replicacion de SnapVault. Si configura el numero de retencién en 1 backup para
@ conservar, la operacion de retencion podria fallar. Esto se debe a que la primera snapshot

es la snapshot de referencia para la relacion de SnapVault hasta que se replica una nueva

shapshot en el destino.

El valor de retencién maxima es 1018 backups. Se producira un error en los backups si la
@ retencion se establece en un valor superior a la version de ONTAP subyacente. Esto
también se aplica a almacenes de datos de expansion.

7. En los campos replicacion, especifique el tipo de replicacion al almacenamiento secundario, como se

muestra en la siguiente tabla:

Para este campo...

Actualice SnapMirror después del backup

Haga esto...

Seleccione esta opcidn para crear copias reflejadas
de los conjuntos de backups en otro volumen que
tenga una relacion de SnapMirror con el volumen
de backup primario. Si un volumen esta configurado
con una relacién mirror-vault, debe seleccionar sélo
la opcion Actualizar SnapVault después de la
copia de seguridad si desea copiar las copias de
seguridad en los destinos mirror-vault.

®

Esta opcion es compatible para
almacenes de datos en FlexGroup
Volumes en el plugin de SnapCenter
para VMware vSphere 4.5y
versiones posteriores.

Para proteger el almacén de datos
VMFES en la implementacién de
sincronizacioén activa de SnapMirror,
debe completar los requisitos previos
mencionados en la seccion Antes de
comenzary habilitar Actualizar
SnapMirror después de la copia de
seguridad.



Para este campo... Haga esto...

Actualice SnapVault después del backup Seleccione esta opcidn para realizar una replicacion
de backup de disco a disco en otro volumen que
tenga una relacion de SnapVault con el volumen de
backup primario.

Si se configura un volumen con una
relacion de reflejo-almacén, debe

@ seleccionar solo esta opcion si desea
copiar backups en los destinos de
reflejo-almaceén.

Esta opcion es compatible para
almacenes de datos en FlexGroup

@ Volumes en el plugin de SnapCenter
para VMware vSphere 4.5y
versiones posteriores.

Etiqueta de Snapshot Especifique una etiqueta opcional y personalizada
que se afiadira a las copias de Snapshot de
SnapVault y SnapMirror creadas con esta politica.
La etiqueta de Snapshot ayuda a distinguir las
Snapshot creadas con esta politica desde otras
Snapshot del sistema de almacenamiento
secundario.

Se permite un maximo de 31
caracteres para las etiquetas de
Snapshot.

8. Opcional: En los campos Avanzado, seleccione los campos necesarios. Los detalles del campo Advanced
se enumeran en la siguiente tabla.



Para este campo...

Consistencia de las maquinas virtuales

Incluir almacenes de datos con discos
independientes

Haga esto...

Marque esta casilla para poner en modo inactivo las
maquinas virtuales y crear una Snapshot de
VMware cada vez que se ejecute el trabajo de
backup.

Esta opcion no es compatible con vVols. Para
maquinas virtuales VVol, solo se realizan backups
consistentes con los fallos.

Para realizar backups consistentes
de las maquinas virtuales, debe tener
herramientas de VMware en

@ ejecucion en la maquina virtual. Si
las herramientas de VMware no
funcionan, se realiza un backup
coherente con los fallos.

Al marcar la casilla de consistencia
de maquina virtual, las operaciones
de backup pueden tardar mas y
requerir mas espacio de
almacenamiento. En este caso, las
maquinas virtuales primero se ponen
en modo inactivo, después VMware
ejecuta una Snapshot de

@ consistencia de maquina virtual,
SnapCenter procede con su
operacion de backup y, a
continuacion, se reanudan las
operaciones de maquina virtual. La
memoria de invitado de la maquina
virtual no esta incluida en las
instantaneas de consistencia de la
maquina virtual.

Marque esta casilla para incluir en el backup los
almacenes de datos con discos independientes que
contengan datos temporales.



Para este campo... Haga esto...

Scripts Especifique la ruta completa de scripts previos o
scripts posteriores que desee que el plugin de
SnapCenter para VMware vSphere ejecute antes o
después de las operaciones de backup. Por
ejemplo, se puede ejecutar un script para actualizar
capturas SNMP, automatizar alertas y enviar
registros. La ruta de acceso del script se valida en
el momento en que se ejecuta el script.

Los scripts previos y posteriores
deben encontrarse en la maquina
virtual del dispositivo virtual. Para

@ introducir varios scripts, presione
Enter después de cada ruta de script
para enumerar cada script en una
linea diferente. No se permite el
caracter ";".

9. Selecciona Anadir.

Puede verificar si la politica se cred y revisar su configuracion seleccionando la politica en la pagina
Policies.

Crear grupos de recursos

Un grupo de recursos es el contenedor para maquinas virtuales, almacenes de datos,
etiquetas de vSphere y carpetas de maquinas virtuales de vSphere que desea proteger.

Un grupo de recursos puede contener lo siguiente:

» Cualquier combinacion de maquinas virtuales tradicionales, almacenes DE datos SAN tradicionales y
almacenes de datos NAS tradicionales. No se pueden combinar las maquinas virtuales tradicionales con
las maquinas virtuales de VVol.

* Un uUnico almacén de datos FlexGroup . SCV no admite la expansién de almacenes de datos FlexGroup .
Un almacén de datos FlexGroup no se puede combinar con maquinas virtuales o almacenes de datos
tradicionales.

» Uno o varios almacenes de datos FlexVol. Se admiten almacenes de datos expansivo.

* Una o mas maquinas virtuales VVol. No es posible combinar maquinas virtuales de VVol con almacenes
de datos 0 maquinas virtuales tradicionales.

» Todas las maquinas virtuales y almacenes de datos, excepto los almacenes de datos de VVol, que tienen
la etiqueta de vSphere especificada.

» Todos los vVols en una unica carpeta VVol especificada. Si la carpeta contiene una combinacion de
maquinas virtuales de VVol y maquinas virtuales tradicionales, el plugin de SnapCenter para VMware
vSphere realiza backups de las maquinas virtuales de VVol y omite las maquinas virtuales tradicionales.

» Maquinas virtuales y almacenes de datos en sistemas de almacenamiento ASA r2. No se pueden
combinar maquinas virtuales y almacenes de datos de ASA r2 con otras maquinas virtuales y almacenes
de datos.



@ Si utiliza VMware vSphere Cluster Service (vCLS), no agregue maquinas virtuales
administradas por vCLS a los grupos de recursos del SnapCenter Plug-in for VMware vSphere .

Para obtener mas informacion, consulte "SCV no puede realizar un backup de maquinas virtuales de vCLS
después de actualizar vCenter a 7,0.x"

El plugin de SnapCenter para VMware vSphere 4,5 y versiones posteriores admite almacenes

de datos en LUN de gran tamario y archivos de hasta 128 TB con volumenes de hasta 300 TB.
Si va a proteger LUN de gran tamano, utilice solo LUN con aprovisionamiento grueso para
evitar la latencia.

No se deben afiadir maquinas virtuales que estén en estado inaccesible. Aunque es posible
@ crear un grupo de recursos que contenga maquinas virtuales inaccesibles, se producira un error
en los backups de ese grupo de recursos.

Antes de empezar

Las herramientas de ONTAP para VMware deben ponerse en marcha antes de crear un grupo de recursos
que contenga maquinas virtuales de VVol.

Para obtener mas informacion, consulte la documentacion de las ONTAP tools for VMware vSphere . Para
versiones compatibles, visite "Herramienta de matriz de interoperabilidad de NetApp" .

Acerca de esta tarea
* Puede agregar o eliminar recursos de un grupo de recursos en cualquier momento.

 Para realizar una copia de seguridad de un solo recurso, como una maquina virtual, cree un grupo de
recursos que contenga solo ese recurso.

 Para realizar una copia de seguridad de varios recursos, cree un grupo de recursos que incluya todos los
recursos que desea proteger.

 Para los volumenes FlexGroup en entornos MetroCluster , si utiliza ONTAP 9.8 0 9.9, reinicie el servicio
del SnapCenter Plug-in for VMware vSphere y resincronice las relaciones de SnapMirror después de una
conmutacion o un cambio de vuelta antes de realizar una copia de seguridad de los grupos de recursos.
En ONTAP 9.8, las copias de seguridad pueden bloquearse después de un cambio de estado; esto se
resuelve en ONTAP 9.9.

» Para obtener un rendimiento éptimo de las instantaneas, agrupe las maquinas virtuales y los almacenes
de datos del mismo volumen en un solo grupo de recursos.

* Puede crear un grupo de recursos sin una politica de respaldo, pero la proteccion de datos requiere al
menos una politica. Seleccione una politica existente o cree una nueva durante la creacion del grupo de
recursos.

@ Si va a seleccionar una politica de backup con periodo de bloqueo de snapshots, debe
seleccionar ONTAP 9.12.1 o una version posterior.

» SnapCenter realiza comprobaciones de compatibilidad cuando se crea un grupo de recursos.
Gestione los fallos de comprobacion de compatibilidad
» Crear una proteccion secundaria para un grupo de recursos

La proteccion secundaria permite la replicacion de los recursos en el grupo de recursos. Para utilizar la
proteccion secundaria, cree una relacion SnapMirror basada en un grupo de consistencia desde el cluster


https://kb.netapp.com/data-mgmt/SnapCenter/SC_KBs/SCV_unable_to_backup_vCLS_VMs_after_updating_vCenter_to_7.0.x
https://kb.netapp.com/data-mgmt/SnapCenter/SC_KBs/SCV_unable_to_backup_vCLS_VMs_after_updating_vCenter_to_7.0.x
https://imt.netapp.com/imt/imt.jsp?components=180121;&solution=1517&isHWU&src=IMT

principal al cluster preferido y SVM utilizando una politica especifica. Esta funcién solo es compatible con
almacenes de datos y maquinas virtuales basados en el sistema ASA r2. Asegurese de que el

emparejamiento de cluster y SVM esté configurado con antelacion. Sélo se admiten politicas SnapMirror
asincronicas. Al configurar la proteccion secundaria, debe especificar un sufijo de grupo de consistencia.

Pasos

1. En el panel de navegacion izquierdo del complemento SCV, seleccione Grupos de recursos y, a
continuacion, seleccione Crear para iniciar el asistente. Como alternativa, puede crear un grupo de
recursos para un solo recurso realizando una de las siguientes acciones:

o Para crear un grupo de recursos para una maquina virtual, en la pagina de accesos directos,
seleccione Hosts and Clusters, luego haga clic con el boton derecho en una maquina virtual,
seleccione SnapCenter Plug-in for VMware vSphere > Crear grupo de recursos.

o Para crear un grupo de recursos para un almacén de datos, en la pagina de accesos directos,
seleccione Hosts and Clusters, luego haga clic con el boton derecho en un almacén de datos,
seleccione Plugin de SnapCenter para VMware vSphere > Crear grupo de recursos.

2. En la pagina Informacién general y notificacion del asistente, haga lo siguiente:

Para este campo... Haga esto...
VCenter Server Seleccione una instancia de vCenter Server.
Nombre Introduzca un nombre para el grupo de recursos.

No utilice los siguientes caracteres especiales en
los nombres de maquinas virtuales, almacenes de
datos, politicas, copias de seguridad o grupos de
recursos: % & *$# @ !\/:*?" <> - [barra vertical]
; ',y espacio. Se permite un caracter de subrayado
(). Los nombres de maquinas virtuales o
almacenes de datos con caracteres especiales se
truncan, lo que dificulta la busqueda de una copia
de seguridad especifica. En el modo vinculado,
cada vCenter mantiene su propio SnapCenter Plug-
in for VMware vSphere . Como resultado, puede
utilizar los mismos nombres de grupos de recursos
en diferentes vCenters.

Descripcion Especifique una descripcion del grupo de recursos.

Notificacién Seleccione cuando desea recibir notificaciones
acerca de las operaciones en este grupo de
recursos: Error o advertencias: Enviar notificacion
solo para errores y advertencias errores: Enviar
notificacién solo siempre para errores: Enviar
notificacion para todos los tipos de mensajes nunca:
No enviar notificacion

Enviar correo electrénico desde Especifique la direccidn de correo electronico desde
la que desee enviar la notificacion.

Envie un correo electronico a. Especifique la direccion de correo electronico de la
persona a la que quiera enviar la notificacién. En el
caso de que haya varios destinatarios, utilice comas
para separar las direcciones de correo electronico.

10



Para este campo...

Asunto del correo electrénico

Nombre de la snapshot mas reciente

Haga esto...

Especifique el asunto para los correos electrénicos
de notificacion.

Si desea que el sufijo “_recent” se agregue a la

ultima instantanea, marque esta casilla. El sufijo
“ Recent” reemplaza la fecha y la Marca de hora.

®

A. recent el backup se crea para
cada politica que se asocia a un
grupo de recursos. Por lo tanto, un
grupo de recursos con varias
politicas tendra multiples recent
completos. No cambie el nombre
manualmente recent completos.

El sistema de almacenamiento ASA
R2 no admite el cambio de nombre
de las snapshots y, como resultado,
no se admiten las funciones de
nombre de snapshots _recent de
SCV.

11



Para este campo...

Formato de snapshot personalizado

3. En la pagina Recursos, haga lo siguiente:

12

Haga esto...

Si desea usar un formato personalizado para los
nombres de snapshots, marque esta casilla e
introduzca el formato del nombre.

» De forma predeterminada, esta funcién esta
deshabilitada.

» De forma predeterminada, los nombres de las
instantaneas siguen el formato
<ResourceGroup> <Date-TimeStamp> .

Puede personalizar el nombre de la instantanea

utilizando variables como $ResourceGroup,
$Policy, $HostName, $ScheduleType y
$CustomText. Seleccione las variables

deseadas y su orden de la lista desplegable en

el campo de nombre personalizado. Si incluye
$CustomText, el formato se convierte en
<CustomName> <Date-TimeStamp> .
Introduzca su texto personalizado en el campo
provisto. [NOTA]: Si selecciona el sufijo

“ recent”, asegurese de que los nombres de
sus instantaneas personalizadas sean unicos
dentro del almacén de datos incluyendo las
variables $ResourceGroup y $Policy en el
nombre.

» Caracteres especiales para caracteres
especiales en nombres, siga las mismas
directrices que se indican para el campo
Nombre.



Para este campo... Haga esto...

Ambito Seleccione el tipo de recurso que desea proteger:
* Almacenes de datos (todas las maquinas virtuales
tradicionales en uno o mas almacenes de datos
especificados). No se puede seleccionar un
almacén de datos de VVol.
* Maquinas virtuales (maquinas virtuales VVol o
maquinas virtuales individuales; en el campo, debe
navegar hasta el almacén de datos que contiene las
maquinas virtuales o VVol).
No es posible seleccionar maquinas virtuales
individuales en un almacén de datos de FlexGroup.
* Etiquetas
La proteccién de almacenes de datos basada en
etiquetas solo se admite para almacenes de datos
NFS y VMFS, asi como para maquinas virtuales y
maquinas virtuales VVol.
* Carpeta VM (todas las VM VVol en una carpeta
especificada; en el campo emergente debe navegar
al centro de datos en el que se encuentra la
carpeta)

Centro de datos Desplacese hasta las maquinas virtuales o los
almacenes de datos o la carpeta que desea afadir.
Los nombres de maquinas virtuales y almacenes de
datos de un grupo de recursos deben ser Unicos.

Entidades disponibles Seleccione los recursos que desea proteger y, a
continuacién, seleccione > para mover sus
selecciones a la lista Entidades seleccionadas.

Al seleccionar Siguiente, el sistema comprueba primero que SnapCenter administra y es compatible con
el almacenamiento en el que se encuentran los recursos seleccionados.

Si aparece el mensaje Selected <resource-name> is not SnapCenter compatible, significa
que el recurso seleccionado no es compatible con SnapCenter.

Para excluir globalmente uno o varios almacenes de datos de los backups, debe especificar los nombres
de almacén de datos en global.ds.exclusion.pattern la propiedad en scbr.override el archivo
de configuracion. Consulte "Propiedades que se pueden anular".

4. En la pagina Spanning disks, seleccione una opcién para maquinas virtuales con varios VMDK en varios
almacenes de datos:

> Always exclude all spanning datastores (este es el comportamiento predeterminado para los
almacenes de datos).

> Always include all spanning datastores (este es el comportamiento predeterminados para las
maquinas virtuales).

o Seleccione manualmente los almacenes de datos de expansién que se incluiran

Las maquinas virtuales por expansion no son compatibles con los almacenes de datos FlexGroup y
VVol.

5. En la pagina Policies, seleccione o cree una o mas politicas de copia de seguridad, como se muestra en
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la siguiente tabla:

Para usar...

Una politica existente

Una politica nueva

Haga esto...

Seleccione una o mas politicas de la lista. La
proteccion secundaria se aplica a politicas nuevas y
existentes en las que ha seleccionado tanto
actualizaciones de SnapMirror como de SnapVault.

a. Seleccione Crear.

b. Complete el asistente New Backup Policy para
volver al asistente Create Resource Group.

En Linked Mode, la lista incluye politicas en todas las instancias de vCenter vinculadas. Debe seleccionar
una politica que esté en la misma instancia de vCenter que el grupo de recursos.

En la pagina Proteccion secundaria, vera los recursos seleccionados junto con su estado de proteccion
actual. Para habilitar la proteccién de cualquier recurso no protegido, elija el tipo de politica de replicacion,
ingrese un sufijo de grupo de consistencia y seleccione el cluster de destino y la SVM de destino en los
menus desplegables. Cuando se crea el grupo de recursos, SCV inicia un trabajo separado para
proteccién secundaria. Puede supervisar este trabajo en la ventana del monitor de trabajos.

Campos

Nombre de la politica de replicaciéon

Sufijo del grupo de consistencia

Cluster de destino

SVM de destino

Descripcién

Nombre de la politica de SnapMirror. Solo se
admiten las politicas secundarias Asynchronous y
Mirror and Vault.

Introduzca un sufijo para agregar al nombre del
grupo de consistencia principal al crear el grupo de
consistencia de destino. Por ejemplo, si el nombre
del grupo de consistencia principal es sccg 2024-
11-28 120918 yentras dest Como sufijo se
nombrara el grupo de consistencia secundario
sccg 2024-11-28 120918 dest . Este sufijo se
utiliza solo para grupos de consistencia no
protegidos.

Para todas las unidades de almacenamiento no
protegidas, SCV muestra los nombres de los
clusteres emparejados en el menu desplegable. Si
el almacenamiento se agrega a SCV con alcance
SVM, se muestra el ID del cluster en lugar del
nombre del cluster debido a las limitaciones de
ONTAP .

Para todas las unidades de almacenamiento no
protegidas, SCV muestra los nombres de las SVM
emparejadas. Cuando selecciona una unidad de
almacenamiento que forma parte de un grupo de
consistencia, el cluster y la SVM correspondientes
se seleccionan automaticamente para todas las
demas unidades de almacenamiento en ese grupo
de consistencia.



Campos Descripcion

Recursos secundarios protegidos Para todas las unidades de almacenamiento
protegidas de los recursos que se afiaden en la
pagina de recursos, se muestran los detalles de las
relaciones secundarias, incluidos el cluster, la SVM
y el tipo de replicacion.

Create Resource Group X

>

- 1. General info & notification

Secondary unprotected resources @
- 2. Resource

- 3. Spanning disks Replication Policy Mame |As‘,fnchronnus v| [ ]
- 4. Policies Consistency Group suffix _dest (i}
5. Secondary Protection I
Source Location Resources Destination Cluster @ Destination SVM
svmi:testds smbc_spanned_vm stid2-vsim-ucs512g_.. w| [svmlw v

Secondary protected resources

Source Location Resources Destination SVM Replication Type
svm0 - smhc_manual_2 smbc_spanned_vm stid2-vsim-ucshi2g_clus...  async
svm0 - smbc_manual_1 smbc_spanned_vm stid2-vsim-ucshi2g_clus...  async

7. En la pagina Programaciones, configure la programacion de copias de seguridad para cada politica
seleccionada.

En el campo Hora de inicio, introduzca una fecha y hora distintas a cero. La fecha debe tener el formato
day/month/year.

Si selecciona un valor en el campo Cada (por ejemplo, Cada 2 dias), las copias de seguridad se
ejecutaran el primer dia del mes y luego se repetiran en el intervalo especificado (dia 1, 3, 5, 7, etc.)
durante el resto del mes, independientemente de si la fecha de inicio es par o impar.

Todos los campos son obligatorios. El SnapCenter Plug-in for VMware vSphere crea programaciones de
respaldo segun la zona horaria donde se implementa. Para cambiar la zona horaria, utilice la interfaz de
usuario del SnapCenter Plug-in for VMware vSphere .

"Modifique las zonas horarias para los backups".

8. Revisa el resumen y luego selecciona Finalizar. A partir de SCV 6,1, los recursos de la proteccion
secundaria para los sistemas ASA R2 se pueden ver en la pagina de resumen.

Antes de seleccionar Finalizar, puedes volver a cualquier pagina del asistente y cambiar la informacion.

Después de seleccionar Finish, el nuevo grupo de recursos se agrega a la lista de grupos de recursos.
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Si la operacion de inactividad falla para cualquiera de las maquinas virtuales en la copia de
@ seguridad, SCV marca la copia de seguridad como no consistente con la maquina virtual

incluso si selecciond una politica con consistencia con la maquina virtual. En este caso, es

posible que algunas de las maquinas virtuales se hayan desactivado correctamente.

Gestione los fallos de comprobacién de compatibilidad

SnapCenter realiza comprobaciones de compatibilidad cuando intenta crear un grupo de recursos. Consulte
siempre "Herramienta de matriz de interoperabilidad de NetApp (IMT)" para obtener la informacion mas
reciente sobre el soporte de SnapCenter . Las razones de incompatibilidad podrian ser:

» Un dispositivo PCI compartido esta conectado a una maquina virtual.

 La direccion IP preferida no esta configurada en SnapCenter.

* No afiadio6 la direccion IP de gestion de la maquina virtual de almacenamiento (SVM) a SnapCenter.

 El equipo virtual de almacenamiento no esta inactivo.
Para corregir un error de compatibilidad, haga lo siguiente:

1. Asegurese de que la maquina virtual de almacenamiento esté en funcionamiento.

2. Compruebe que el sistema de almacenamiento donde estan ubicadas las maquinas virtuales se haya
anadido al inventario del plugin de SnapCenter para VMware vSphere.

3. Asegurese de que la maquina virtual de almacenamiento esté agregada a SnapCenter. Utilice la opcién
Agregar sistema de almacenamiento en la interfaz de usuario del cliente VMware vSphere.

4. Si hay maquinas virtuales en expansion con VMDK tanto en almacenes de datos de NetApp como en
almacenes de datos de terceros, mueva los VMDK a almacenes de datos de NetApp.

Scripts previos y posteriores

Es posible usar scripts previos y posteriores como parte de las operaciones de
proteccion de datos. Estos scripts permiten la automatizacién antes o después del
trabajo de proteccion de datos. Por ejemplo, se puede incluir un script para notificar
automaticamente si hay fallos o advertencias en un trabajo de proteccion de datos. Para
configurar scripts previos y posteriores, es necesario comprender algunos de los
requisitos para crearlos.

Tipos de scripts compatibles

Se admiten scripts Perl y shell. Los scripts de shell deben comenzar por ! /bin/bash. (! /bin/sh no es
compatible).

Ubicacion de la ruta del script

El plugin de SnapCenter para VMware vSphere ejecuta los scripts previos y posteriores. Por lo tanto, los
scripts deben encontrarse en el OVA del plugin de SnapCenter para VMware vSphere, con permisos
ejecutables.

Por ejemplo:
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* Una ruta de script PERL podria ser /support/support/script.pl

* Una ruta de script de shell podria ser /support/support/script.sh

La ruta de acceso del script se valida en el momento en que se ejecuta el script.

Doénde especificar scripts

Los scripts se especifican en las politicas de backup. Cuando se inicia una tarea de backup, la politica asocia
automaticamente el script con los recursos que se incluiran en el backup.

Para especificar varios scripts, presione Enter después de cada ruta de script para enumerar cada script en
una linea diferente. No se admite el uso de punto y coma (;). Es posible especificar varios scripts previos y

posteriores. Un script individual se puede codificar como script previo y script posterior, y puede llamar a otros
scripts.

Cuando se ejecutan los scripts

Los scripts se ejecutan segun el valor configurado para BACKUP_PHASE.
+ BACKUP_PHASE=PRE_BACKUP

Los scripts previos se ejecutan en la fase PRE_BACKUP de la operacion.

@ Si el script previo falla, el backup se completa correctamente y se envia un mensaje de
advertencia.

* BACKUP_PHASE=POST_BACKUP O BACKUP_PHASE=FAILED_BACKUP

Los scripts posteriores se ejecutan en la fase POST_BACKUP de la operacién, una vez que el backup se
completa correctamente, o en la fase FAILED_BACKUP si no fue posible completar el backup.

@ Si el script posterior falla, el backup se completa correctamente y se envia un mensaje de
advertencia.

Verifique lo siguiente para verificar que los valores del script estén completos:
* Para scripts PERL: /support/support/log env.log

* Para scripts de shell: /support/support/log file.log

Variables de entorno que se transmiten a los scripts

Es posible usar las variables de entorno que se muestran en la siguiente tabla en los scripts.

Variable de entorno Descripcion

BACKUP_ NAME Nombre del backup. Variable que se incluye solo en
los scripts posteriores.

BACKUP_DATE La fecha del backup, con el formato
'yyyymmdd Variable que se incluye solo en los scripts
posteriores.
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Variable de entorno

BACKUP_ TIME

BACKUP_ PHASE

STORAGE SNAPSHOTS

STORAGE SNAPSHOT. #

VIRTUAL MACHINES

VIRTUAL MACHINE.#

Tiempo de espera de scripts

Descripcion

Hora del backup, en formato "hhmmss’Variable que
se incluye solo en los scripts posteriores.

La fase del backup donde se desea ejecutar el script.
Valores validos: PRE_BACKUP, POST BACKUP, and
FAILED BACKUP. Variable que se incluye en scripts
previos y posteriores.

La cantidad de snapshots de almacenamiento del
backup. Variable que se incluye solo en los scripts
posteriores.

Una de las snapshots de almacenamiento definidas,
con el siguiente formato:
“<filer>:/vol/<volume>:<ONTAP-snapshot-
name>"Variable que se incluye solo en los scripts
posteriores.

La cantidad de maquinas virtuales del backup.
Variable que se incluye en scripts previos y
posteriores.

Una de las maquinas virtuales definidas, con el
siguiente formato:

<VM name>[vertical bar]<VM
UUID>[vertical bar]<power-
state>[vertical bar]<VM
snapshot>[vertical bar]<ip-addresses>
<power-state> has the values POWERED ON,
POWERED OFF, or

SUSPENDED

<VM snapshot> tiene los valores true 0.
“false’Variable que se incluye en scripts previos y
posteriores.

El tiempo de espera de los scripts de backup es de 15 minutos y no puede modificarse.

Ejemplo de script PERL #1

El siguiente ejemplo de script PERL imprime las variables de entorno cuando se ejecuta una copia de

seguridad.

#!/usr/bin/perl
use warnings;
use strict;

my $argnum;

my S$logfile = '/support/support/log env.log';

open (FH, '>>', Slogfile) or die $!;

foreach (sort keys 3%ENV) {
print FH "$ = SENV{S$ }\n";
}
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print FH "=s=======\n";
close (FH);

Ejemplo de script PERL #2

En el siguiente ejemplo se imprime informacion acerca de la copia de seguridad.

#!/usr/bin/perl
use warnings;
use strict;

my Sargnum;
my $logfile = '/support/support/log env.log';
open (FH, '>>', S$logfile) or die $!;

print FH "BACKUP_PHASE is $ENV{'BACKUP_PHASE'}\D";

print FH "Backup name SENV{'BACKUP NAME'}\n";

print FH "Virtual Machine $ENV{'VIRTUAL_MACHINES'}\H";

print FH "VIRTUAL_MACHINE # 1is $ENV{'VIRTUAL_MACHINE.l'}\n";
print FH "BACKUP_DATE is $ENV{'BACKUP_DATE'}\H";

print FH "BACKUP_TIME is $ENV{'BACKUP_TIME'}\H";

print FH "STORAGEisNAPSHOTS is $ENV{'STORAGEisNAPSHOTS'}\n";

print FH "STORAGE SNAPSHOT # is S$ENV{'STORAGE SNAPSHOT.1'}\n";

print FH "PWD is SENV{'PWD'}\n";
print FH "INVOCATION ID is $ENV{'INVOCATION ID'}\n";

print FH ":::::::::\n" ;
close (FH);

Ejemplo de script de shell

#!/bin/bash
echo Stage $BACKUP NAME >> /support/support/log file.log
env >> /support/support/log file.log

Anadir una sola maquina virtual o un almacén de datos a un

grupo de recursos

Puede anadir rapidamente una sola maquina virtual o un almacén de datos a cualquier
grupo de recursos existente gestionado por el plugin de SnapCenter para VMware

vSphere.

Acerca de esta tarea
Puede anadir almacenes de datos SAN y NAS, pero no VSAN o VVOL.

Pasos

1. En la interfaz de usuario del cliente vSphere, seleccione Menu en la barra de herramientas y navegue

19



hasta la maquina virtual o el almacén de datos que desea agregar.

2. En el panel de navegacion de la izquierda, haga clic con el boton derecho en la maquina virtual o el
almacén de datos, seleccione SnapCenter Plug-in for VMware vSphere > Add to Resource Group en
la lista desplegable secundaria.

En primer lugar, el sistema comprueba que SnapCenter gestiona y es compatible con el sistema de
almacenamiento en el que se encuentra la VM seleccionada y, a continuacion, muestra la pagina Agregar
al grupo de recursos. Si el mensaje SnapCenter Compatibility Error Se muestra, la maquina
virtual seleccionada no es compatible con SnapCenter y, primero, debe afiadir la maquina virtual de
almacenamiento adecuada a SnapCenter.

3. En la pagina Agregar a grupo de recursos, seleccione un grupo de recursos y, a continuacion,
seleccione Aceptar.

Cuando selecciona OK, el sistema primero comprueba que SnapCenter administra y es compatible con el
almacenamiento en el que se encuentran las maquinas virtuales o los almacenes de datos seleccionados.

Si aparece el mensaje Selected <resource-name> is not SnapCenter compatible, significa
que la maquina virtual o el almacén de datos que selecciond no es compatible con SnapCenter. Consulte
"Gestione los fallos de comprobacion de compatibilidad" si desea obtener mas informacion.

Anadir varias maquinas virtuales y almacenes de datos a un
grupo de recursos

Mediante el asistente SnapCenter VMware vSphere Client Edit Resource Group, es
posible afadir varios recursos a un grupo de recursos existente.

El grupo de recursos puede contener uno de los siguientes elementos:
» Cualquier combinacion de maquinas virtuales tradicionales y almacenes de datos SAN y NAS (almacenes
de datos VVol no compatibles).
» Un almacén de datos FlexGroup (no se admiten las maquinas virtuales de expansion).
* Uno o mas almacenes de datos FlexVol (se admiten las maquinas virtuales de expansion).
* Una o mas maquinas virtuales VVol.
» Todas las maquinas virtuales de VVol con una etiqueta de vSphere especificada.

» Todas las maquinas virtuales VVol en una carpeta especifica.

No se admiten las maquinas virtuales VVVol que abarcan varios almacenes de datos de VVol, ya
que SnapCenter solo realiza backups de vVols en el almacén de datos VVol primario,
seleccionado.

Pasos

1. En el panel de navegacion izquierdo del plugin de SCV, seleccione Resource Groups, después
seleccione un grupo de recursos y, a continuacion, seleccione # Edit Resource Group para iniciar el
asistente.

2. En la pagina recurso, haga lo siguiente:

a. En el campo datastores, desplacese hasta las maquinas virtuales o los almacenes de datos que desea
anadir.
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b. En la lista Available Entities, seleccione una o varias maquinas virtuales o los almacenes de datos que
desee afadir al grupo de recursos y, a continuacién, seleccione > para mover la seleccion a la lista
Selected Entities. Seleccione >> para mover todas las entidades disponibles.

De forma predeterminada, la lista Available Entities muestra el objeto del centro de datos. Puede
seleccionar un almacén de datos para ver las maquinas virtuales incluidas en él y afiadirlas al grupo
de recursos.

Al seleccionar Siguiente, el sistema comprueba primero que SnapCenter gestiona y es compatible con el
almacenamiento en el que se encuentran las maquinas virtuales o los almacenes de datos seleccionados.
Si aparece el mensaje Some entities are not SnapCenter compatible, significa que la
maquina virtual o el almacén de datos que selecciond no es compatible con SnapCenter. Consulte
"Gestione los fallos de comprobacion de compatibilidad" si desea obtener mas informacion.

3. Repita el paso 2 para cada maquina virtual o almacén de datos que desee afadir.

4. Selecciona Siguiente hasta llegar a la pagina Resumen y luego revisa el resumen y selecciona Finalizar.

Restaurar copia de seguridad de almacenamiento
renombrado

Cuando se cambia el nombre del almacenamiento, se utilizan los flujos de trabajo
utilizando los backups necesarios antes de que el nombre se restablezca. Con la
introduccién de la funcion de backup de cambio de nombre, a la que se puede acceder
exclusivamente mediante la APl DE REST, ahora es posible usar los backups realizados
antes del cambio de nombre del almacenamiento. A continuacion, se describen el flujo
de trabajo y el uso de la APl DE REST.

@ El sistema de almacenamiento R2 de ASA no admite la funcion de nomenclatura de
instantaneas recientes.

Pasos

1. Afada o actualice la nueva conexion de almacenamiento, asegurando que el nuevo nombre del cluster o
SVM se refleje en SCV.

2. Reinicie el servicio para refrescar las cachés como se describe en el articulo de la base de conocimientos:
"Error en los backups de SCV después de cambiar el nombre de SVM"

3. Cree un nuevo backup.

4. Utilice los detalles de las copias de seguridad para buscar los nombres de almacenamiento antiguos y
nuevos.

5. En la pantalla backups del cliente vSphere, seleccione la copia de seguridad para ver sus detalles.

6. Acceda a Swagger desde la URL: https://<SCV-IP>:8144/api/swagger-ui/index.html
Use la siguiente API para cambiar el nombre del almacenamiento:

PARCHE
/4,1/sistema de almacenamiento

Ejemplo:
{
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«ExistingSVM»: {
nombre: «string»

2
«NewSVM»: {

nombre: «string»

}
}

Respuesta:

{

«StatusMessage»: «OK»,

«StatusCode»: 200,

«ResponseMessage»: [

El nombre del sistema de almacenamiento se ha cambiado correctamente.

]
}

Después de ejecutar esta API, podra ejecutar todos los flujos de trabajo, incluida la operacién de
restauracion desde el backup anterior.

Realice un backup de grupos de recursos bajo demanda

Se realizan operaciones de backup con todos los recursos definidos en un grupo de
recursos. Si un grupo de recursos tiene una politica anexada y una programacion
configurada, los backups se realizan automaticamente segun esa programacion.

@ El backup de ASA R2 crea copias Snapshot de grupo de consistencia y aprovisiona el grupo de
consistencia primario si el recurso dado no lo tiene ya.

Antes de empezar
Debe tener creado un grupo de recursos con una politica anexada.

No inicie una tarea de backup bajo demanda cuando ya se esté ejecutando un trabajo para

@ realizar backup de la base de datos MySQL del plugin de SnapCenter para VMware vSphere.
Utilice la consola de mantenimiento para ver la programacién de copia de seguridad
configurada para la base de datos MySQL.

Acerca de esta tarea

En versiones anteriores de VSC, puede ejecutar un backup bajo demanda sin tener un trabajo de backup
configurado para una maquina virtual o un almacén de datos. Sin embargo, para el plugin de SnapCenter para
VMware vSphere, las maquinas virtuales y los almacenes de datos deben estar dentro de un grupo de
recursos para poder realizar backups.

Pasos

1. En el panel de navegacion izquierdo del plugin de SCV, seleccione Resource Groups, seleccione un
grupo de recursos Y, a continuacion, seleccione i) Run Now para iniciar el backup.

2. Si el grupo de recursos tiene varias politicas configuradas, en el cuadro de didlogo Backup Now,
seleccione la politica que desea utilizar para esta operacion de backup.

3. Seleccione OK para iniciar la copia de seguridad.
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4. Opcional: Monitoree el progreso de la operacién seleccionando Tareas recientes en la parte inferior de la
ventana o en el tablero Monitor de trabajos para mas detalles. .Result

Si la operacion de inactividad falla para cualquiera de las maquinas virtuales del backup, el backup se
completa con una advertencia y se Marca como no consistente de la maquina virtual aunque la politica
seleccionada tenga la consistencia de la maquina virtual seleccionada. En este caso, es posible que algunas
de las maquinas virtuales se hayan inactivo correctamente. En el monitor de trabajos, los detalles de la
maquina virtual con errores mostraran la pausa como con errores.

Realice el backup de la base de datos MySQL del plugin de
SnapCenter para VMware vSphere

El plugin de SnapCenter para VMware vSphere incluye una base de datos MySQL
(también denominada base de datos NSM) que contiene los metadatos para todos los
trabajos que realiza el plugin. Debe realizar una copia de seguridad de este repositorio
regularmente.

También debe realizar una copia de seguridad del repositorio antes de realizar migraciones o actualizaciones.

Antes de empezar
No inicie una tarea para realizar un backup de la base de datos MySQL cuando ya se esta ejecutando un

trabajo de backup bajo demanda.
Pasos

1. En el cliente VMware vSphere, seleccione la maquina virtual donde se encuentra el plugin de SnapCenter
para VMware vSphere.

2. En la pestafia Resumen del dispositivo virtual, seleccione Iniciar Consola Remota o Iniciar Consola
Web para abrir una ventana de consola de mantenimiento.
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S - VMware Remote Console

Maintenance Console : “SnapCenter Plug-in for UMware uSphere"
Discovered interfaces: ethO (ENABLED)

Main Menu:

1 Application Configuration
) System Configuration
Network Configuration
Support and Diagnostics

2
3
4

Exit

Enter your choice:

3. En el menu principal, introduzca la opciéon 1) Configuracion de la aplicacion.

4. En el menu Configuracién de la aplicacion, introduzca la opcién 6) copia de seguridad y restauracién de
MySQL.

5. En el menu Configuracion de copia de seguridad y restauracion de MySQL, introduzca la opcion 1)
Configurar copia de seguridad de MySQL.

6. En el aviso, introduzca la ubicacion de la copia de seguridad del repositorio, la cantidad de copias de
seguridad que se conservaran y la hora en que se debe iniciar la copia de seguridad.

Todas las entradas se guardan al introducirlas. Cuando se alcanza el niumero de retencion de backups, se
eliminan backups mas antiguos cuando se realizan backups nuevos.

Los backups de repositorios se denominan "backup-<date>". Dado que la funcién de
restauracion del repositorio busca el prefijo "backup”, no debe cambiarlo.

Gestione grupos de recursos

Es posible crear, modificar y eliminar grupos de recursos de backup, asi como realizar
operaciones de backup en grupos de recursos.

@ Los grupos de recursos se denominan trabajos de backup en VSC.

Suspender y reanudar las operaciones en grupos de recursos
Pausar operaciones programadas en un grupo de recursos. Habilitelos nuevamente cuando sea necesario.

Pasos
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1. En el panel de navegacion izquierdo del plugin SCV, seleccione Resource Groups, seleccione un grupo
de recursos y seleccione Suspender (0 seleccione Reanudar).

2. En el cuadro de confirmacion, seleccione OK para confirmar.

Después de terminar

En la pagina Resource Groups, el estado del trabajo correspondiente al recurso suspendido es
Under Maintenance. Puede desplazarse hacia la derecha de la tabla para ver la columna Job Status.

Después de reanudar las operaciones de backup, el estado del trabajo cambia a. Production.

Modificar grupos de recursos

Puede quitar o anadir recursos a grupos de recursos en vCenter, desvincular o asociar politicas, y modificar
programaciones u otras opciones de grupos de recursos.

Acerca de esta tarea

Si desea modificar el nombre de un grupo de recursos, no utilice los siguientes caracteres especiales en
nombres de maquinas virtuales, almacenes de datos, politicas, backups o grupos de recursos:

%&*$#@!\/:*?"<>-]|;" yespacio. Se permite el caracter de guion bajo (_).

Pasos
1. En el panel de navegacion izquierdo del plugin SCV, seleccione Resource Groups, luego seleccione un
grupo de recursos y seleccione Edit.

2. En la lista de la izquierda del asistente Editar grupo de recursos, seleccione la categoria que desea
modificar e introduzca los cambios.

Puede realizar cambios en varias categorias. En esta opcion también se pueden editar recursos
secundarios protegidos.

3. Selecciona Siguiente hasta que veas la pagina Resumen y luego selecciona Finalizar.

Eliminar grupos de recursos

Elimine un grupo de recursos en vCenter si no necesita proteger los recursos. Elimine todos los grupos de
recursos antes de eliminar el SnapCenter Plug-in for VMware vSphere.

Acerca de esta tarea

Todas las operaciones de eliminaciéon de grupos de recursos se realizan como eliminaciones forzadas.
Cuando se elimina un grupo de recursos, el sistema separa todas las politicas del grupo de recursos de
vCenter, elimina el grupo de recursos del SnapCenter Plug-in for VMware vSphere y elimina todas las copias
de seguridad e instantaneas del grupo de recursos.

En una relacion SnapVault, no puede eliminar la ultima instantanea, por lo tanto, no puede

@ eliminar el grupo de recursos. Antes de eliminar un grupo de recursos en una relacion de
SnapVault , utilice el Administrador del sistema o la CLI de ONTAP para eliminar la relacion y
luego elimine la ultima instantanea.

Pasos

1. En el panel de navegacion izquierdo del plugin SCV, seleccione Resource Groups, luego seleccione un
grupo de recursos y seleccione Delete.
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2. En el cuadro de didlogo de confirmacion Eliminar grupo de recursos, seleccione Aceptar para confirmar.
Eliminar un grupo de recursos no elimina la proteccién secundaria. Si es necesario, utilice el Administrador
del sistema para eliminar la proteccion secundaria. Los grupos de consistencia creados para el grupo de
recursos no se eliminan automaticamente; debe eliminarlos manualmente de ONTAP mediante el
Administrador del sistema u otra interfaz compatible.

Gestionar politicas

Puede crear, modificar, ver, desvincular y eliminar politicas de backup para el plugin de
SnapCenter para VMware vSphere. Las politicas son necesarias para realizar
operaciones de proteccion de datos.

Desvincular politicas

Es posible desvincular politicas de un grupo de recursos del plugin de SnapCenter para VMware vSphere
cuando ya no quiera que esas politicas rijan la proteccion de datos de los recursos. Debe desvincular la
politica para poder eliminarla o para poder modificar la frecuencia de la programacion.

Acerca de esta tarea

Las instrucciones para desvincular politicas de los grupos de recursos del plugin de SnapCenter para VMware
vSphere difieren de las instrucciones para los grupos de recursos de SnapCenter. En el caso de un grupo de
recursos de cliente de VMware vSphere, es posible desvincular todas las politicas, o que deja al grupo de
recursos sin politicas. No obstante, para realizar cualquier operacién de proteccion de datos en ese grupo de
recursos, debe asociar al menos una politica.

Pasos

1. En el panel de navegacion izquierdo del plugin SCV, seleccione Resource Groups, luego seleccione un
grupo de recursos y seleccione Edit.

2. En la pagina Directivas del asistente Editar grupo de recursos, desactive la Marca de verificacion
situada junto a las politicas que desee desvincular.

También puede afadir una politica al grupo de recursos marcando la politica.

3. Realice cualquier modificacion adicional al grupo de recursos en el resto del asistente y, a continuacion,
seleccione * Finalizar *.

Modificar politicas

Es posible modificar las politicas para un grupo de recursos del plugin de SnapCenter para VMware vSphere.
Puede modificar la frecuencia, las opciones de replicacion, la configuracion de retencién de Snapshot o la
informacion de los scripts siempre que la politica esté asociada a un grupo de recursos.

Acerca de esta tarea

La modificacién de las politicas de backup del plugin de SnapCenter para VMware vSphere difiere de la
modificacion de las politicas de backup para los plugins basados en aplicaciones de SnapCenter. No es
necesario que desvincule las politicas de grupos de recursos al modificar las politicas de los plugins.

Antes de modificar la configuracion de replicacion o retencion, debe tener en cuenta las posibles
consecuencias.

« Configuracion del aumento de replicacion o retencion
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Los backups continian acumulandose hasta que llegan al nuevo valor configurado.
» Configuracion de la reduccién de replicacion o retencion
Los backups que superen el nuevo valor configurado se eliminaran cuando se realice el siguiente backup.

@ Para modificar una programacion de politicas del plugin de SnapCenter para VMware vSphere,
debe modificar la programacion del grupo de recursos del plugin.

Pasos

1. En el panel de navegacion izquierdo del plugin SCV, seleccione Policies, luego seleccione una politica y
seleccione Edit.

2. Modifique los campos de la politica.

3. Cuando haya terminado, seleccione Actualizar.

Los cambios se empezaran a aplicar cuando se realice el siguiente backup programado.

Eliminar politicas

Si ya no requiere una politica de backup configurada para el plugin de SnapCenter para VMware vSphere, es
posible eliminarla.

Antes de empezar

Debe haber desvinculado la politica de todos los grupos de recursos del dispositivo virtual para SnapCenter
antes de proceder a su eliminacién.

Pasos

1. En el panel de navegacion izquierdo del plugin SCV, seleccione Policies, luego seleccione una politica y
seleccione Remove.

2. En el cuadro de dialogo de confirmacion seleccione OK.

Gestionar backups

Puede cambiar el nombre y eliminar backups realizados por el plugin de SnapCenter
para VMware vSphere. También es posible eliminar varios backups simultaneamente.
Cambiar el nombre de los backups

Es posible cambiar el nombre de los backups del plugin de SnapCenter para VMware vSphere si se desea
usar un nombre que mejore la busqueda.

@ El sistema de almacenamiento R2 de ASA no admite cambiar el nombre de los backups.
Pasos
1. Seleccione Menu y seleccione la opcion de menu Hosts and Clusters, luego seleccione una VM, luego

seleccione la pestafia Configurar y luego seleccione Copias de seguridad en la seccion SnapCenter
Plug-in for VMware vSphere.
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2. En la pestafia Configurar, seleccione una copia de seguridad y seleccione Renombrar.

3. En el cuadro de didlogo Rename Backup, ingrese el nuevo nombre y seleccione OK.

No utilice los siguientes caracteres especiales en nombres de equipos virtuales, almacenes de datos,
politicas, backups o grupos de recursos: & *$# @ !\/:*?"<>-|;', y espacio. Se permite el caracter de
guion bajo ().

Eliminar backups

Es posible eliminar backups del plugin de SnapCenter para VMware vSphere si ya no es necesario el backup
para otras operaciones de proteccion de datos. Puede eliminar un backup o varios a la vez.

Antes de empezar

No es posible eliminar backups que estén montados. Tiene que desmontar un backup antes de proceder a su
eliminacion.

Acerca de esta tarea

Las copias Snapshot de un almacenamiento secundario se gestionan mediante la configuracion de retencion
de ONTAP, no mediante el plugin de SnapCenter para VMware vSphere. Por lo tanto, cuando se utiliza el
plugin de SnapCenter para VMware vSphere para eliminar un backup, se eliminan las snapshots del
almacenamiento primario pero no se eliminan las snapshots del almacenamiento secundario. Si todavia existe
una Snapshot en el almacenamiento secundario, el plugin de SnapCenter para VMware vSphere conserva los
metadatos asociados con el backup para admitir solicitudes de restauracion. Cuando el proceso de retencion
de ONTAP elimina la snapshot secundaria, el plugin de SnapCenter para VMware vSphere elimina los
metadatos mediante un trabajo de purga, que se ejecuta a intervalos regulares.

1. Seleccione Menu y seleccione la opcion de menu Hosts and Clusters, luego seleccione una VM, luego
seleccione la pestafia Configurar y luego seleccione Copias de seguridad en la seccion SnapCenter
Plug-in for VMware vSphere.
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2. Seleccione una o mas copias de seguridad y seleccione Eliminar.
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Puede seleccionar como maximo 40 backups para eliminar.

3. Seleccione OK para confirmar la operacion de eliminacion.
4. Actualice la lista de backups seleccionando el icono de actualizacién en la barra de menus de vSphere de
la izquierda.
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este producto no lleva implicita ninguna licencia con derechos de patente, de marcas comerciales o cualquier
otro derecho de propiedad intelectual de NetApp.

Es posible que el producto que se describe en este manual esté protegido por una o mas patentes de EE.
UU., patentes extranjeras o solicitudes pendientes.

LEYENDA DE DERECHOS LIMITADOS: el uso, la copia o la divulgacion por parte del gobierno estan sujetos
a las restricciones establecidas en el subparrafo (b)(3) de los derechos de datos técnicos y productos no
comerciales de DFARS 252.227-7013 (FEB de 2014) y FAR 52.227-19 (DIC de 2007).

Los datos aqui contenidos pertenecen a un producto comercial o servicio comercial (como se define en FAR
2.101) y son propiedad de NetApp, Inc. Todos los datos técnicos y el software informatico de NetApp que se
proporcionan en este Acuerdo tienen una naturaleza comercial y se han desarrollado exclusivamente con
fondos privados. El Gobierno de EE. UU. tiene una licencia limitada, irrevocable, no exclusiva, no transferible,
no sublicenciable y de alcance mundial para utilizar los Datos en relacion con el contrato del Gobierno de los
Estados Unidos bajo el cual se proporcionaron los Datos. Excepto que aqui se disponga lo contrario, los Datos
no se pueden utilizar, desvelar, reproducir, modificar, interpretar o mostrar sin la previa aprobacién por escrito
de NetApp, Inc. Los derechos de licencia del Gobierno de los Estados Unidos de América y su Departamento
de Defensa se limitan a los derechos identificados en la clausula 252.227-7015(b) de la seccién DFARS (FEB
de 2014).

Informacién de la marca comercial
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