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Guia de operaciones del plugin de SAP HANA

Puede configurar y usar el complemento SAP HANA para Snap Creator 4.3.3 a fin de realizar backup y
restaurar bases de datos SAP HANA.

Informacién general de la solucién de backup y
restauracion de SAP HANA

Hoy en dia, las empresas exigen que sus aplicaciones SAP estén disponibles las 24
horas del dia, los siete dias de la semana. Se esperan niveles constantes de rendimiento
independientemente del aumento en los volumenes de datos y las tareas de
mantenimiento rutinarias, como los backups del sistema.

La ejecucion de backups de bases de datos SAP puede tener un efecto significativo sobre el rendimiento en
un sistema SAP de produccion. Debido a que los periodos definidos para el proceso de backup se reducen y
aumenta la cantidad de datos a los que se debe realizar el backup, es dificil definir un momento especifico en
el que los backups pueden realizarse con un efecto minimo en los procesos empresariales. El tiempo
necesario para restaurar y recuperar los sistemas SAP es de especial preocupacion, ya que se debe
minimizar el tiempo de inactividad.

Consideraciones para realizar un backup de sistemas SAP HANA

Los administradores de SAP HANA deben proporcionar un nivel de servicio fiable que
minimice los tiempos de inactividad o la degradacién del rendimiento debido a un
backup.

Para ofrecer este nivel de servicio, los administradores de SAP HANA enfrentan retos en las siguientes areas:
» Efecto en el rendimiento de los sistemas SAP de produccién
Los backups suelen tener un impacto significativo en el rendimiento del sistema SAP de produccion, ya
que durante los backups se produce una gran carga en el servidor de bases de datos, el sistema de
almacenamiento y la red de almacenamiento.

» Tiempos cada vez mas reducidos para realizar backups

Los backups solo se pueden crear cuando se producen operaciones de |/o por lotes en el sistema SAP.
Resulta muy dificil definir un periodo de backup cuando el sistema SAP esta activo siempre.

» Rapido crecimiento de los datos

El rapido crecimiento de los datos, junto con la reduccion de los periodos para realizar backups, dan como
resultado una inversion continua en la infraestructura de backup: Mas unidades de cinta, nueva tecnologia
de unidades de cinta y redes de almacenamiento mas rapidas. El crecimiento de las bases de datos
también genera mas soportes de cinta o espacio en disco para realizar backups. Los backups
incrementales pueden solucionar estos problemas, pero dan como resultado un proceso de restauracion
muy lento, que suele no ser aceptable.

* Aumento de los costes de los tiempos de inactividad

El tiempo de inactividad no planificado de un sistema SAP siempre tiene un efecto econémico en la



empresa. Una parte significativa del tiempo de inactividad no planificado es el tiempo necesario para
restaurar y recuperar el sistema SAP en caso de fallo. La arquitectura de backup y recuperacion debe
disefarse en funcion de un objetivo de tiempo de recuperacién (RTO) aceptable.

* Los tiempos de backup y recuperacion

Los tiempos de backup y recuperacion se incluyen en los proyectos de actualizacion de SAP. El plan del
proyecto para una actualizacion de SAP siempre incluye, al menos, tres backups de la base de datos SAP.
El tiempo necesario para realizar estos backups reduce el tiempo total disponible del proceso de
actualizacion. La decision de realizar el backup y la recuperacion de datos se basa generalmente en la
cantidad de tiempo necesaria para restaurar y recuperar la base de datos del backup creado previamente.
La opcidn de restauracion muy rapida ofrece mas tiempo para resolver los problemas que pueden
producirse durante la actualizacion en vez de simplemente restaurar el sistema a su estado anterior.

La solucién de NetApp

Puede crearse un backup de base de datos en minutos con la tecnologia Snapshot de
NetApp. El tiempo necesario para crear una copia Snapshot es independiente del
tamano de la base de datos porque la copia Snapshot no mueve ningun bloque de datos.

Ademas, el uso de la tecnologia Snapshot no afecta al rendimiento del sistema SAP de produccion. Por tanto,
la creacion de copias Snapshot puede programarse sin tener que considerar los periodos de maxima
actividad. Los clientes de SAP y NetApp suelen programar varios backups en linea de Snapshot durante el
dia. Por ejemplo, el backup se puede realizar cada cuatro horas. Estos backups de Snapshot suelen
conservarse de tres a cinco dias en el sistema de almacenamiento principal.

Las copias Snapshot también proporcionan ventajas importantes para la operacién de recuperacion y
restauracion. La funcionalidad NetApp SnapRestore permite restaurar toda la base de datos o algunas de ella
en un momento especifico en el que se cred cualquier copia Snapshot disponible. Este proceso de
restauracion se realiza en unos minutos, independientemente del tamafo de la base de datos. El tiempo
necesario para el proceso de recuperacion también se reduce considerablemente, dado que se crean varias
copias Snapshot durante el dia y se deben aplicar menos registros.

Los backups de las copias Snapshot se almacenan en el mismo sistema de disco que los datos activos en
linea. Por ello, NetApp recomienda utilizar los backups Snapshot como un suplemento, no como sustituto para
los backups en una ubicacién secundaria como en disco o cinta. Aunque todavia son necesarios los backups
en una ubicacion secundaria, hay una ligera probabilidad de que dichos backups se necesiten para su
restauracion y recuperacion. La mayoria de las acciones de restauracion y recuperacion se realizan mediante
SnapRestore en el sistema de almacenamiento principal. Las restauraciones desde una ubicacion secundaria
so6lo son necesarias si el sistema de almacenamiento primario que contiene las copias Snapshot esta dafado
0 si es necesario restaurar un backup que ya no esté disponible desde una copia Snapshot. Por ejemplo, es
posible que necesite restaurar un backup de hace dos semanas.

Un backup en una ubicacion secundaria siempre se basa en las copias Snapshot creadas en el
almacenamiento principal. Por tanto, los datos se leen directamente desde el sistema de almacenamiento
primario sin generar carga en el servidor de bases de datos SAP. El almacenamiento primario se comunica
directamente con el almacenamiento secundario y envia los datos de backup al destino utilizando el backup
de disco a disco de SnapVault. La funcionalidad SnapVault de NetApp ofrece ventajas significativas en
comparacion con los backups tradicionales. Después de una transferencia de datos inicial, en la que todos los
datos se tienen que transferir del origen al destino, en las copias posteriores sélo se copian los bloques
modificados al almacenamiento secundario. De este modo, se reduce significativamente la carga del sistema
de almacenamiento primario y el tiempo necesario para un backup completo. Para un backup completo de la
base de datos se requiere menos espacio en disco porque SnapVault almacena solo los bloques modificados
en el destino.



Todavia puede ser necesario realizar backups de datos en cinta como backup a largo plazo. Esto podria ser,
por ejemplo, un respaldo semanal que se mantiene durante un afio. En este caso, la infraestructura de cinta
puede conectarse directamente al almacenamiento secundario y los datos pueden escribirse en cinta
mediante el protocolo de gestion de datos de red (NDMP).

SAP HANA

Primary Storage Secondary Storage Archival Storage
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. Backup
o —— e —

Snapshot SnapWault Snapshot
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Componentes de la solucion de backup

La solucion de backup de Snap Creator para SAP HANA consta de backup de archivos
de datos SAP HANA mediante copias de Snapshot basadas en almacenamiento,
replicacion de backups de archivos de datos a una ubicacién de backup secundaria
externa, backup de archivos de registro de SAP HANA mediante la funcionalidad de
backup de registros de bases de datos HANA, comprobacion de integridad de bloques
de base de datos mediante un backup basado en archivos, Y el mantenimiento de
archivos de datos, backups de archivos de registro y el catalogo de backup SAP HANA.

SNAP Creator ejecuta los backups de bases de datos en combinacion con un complemento para SAP HANA.
El complemento garantiza la consistencia de la base de datos de modo que las copias Snapshot que se crean
en el sistema de almacenamiento principal se basen en una imagen consistente de la base de datos SAP
HANA.

SNAP Creator le permite replicar las imagenes de bases de datos consistentes en un almacenamiento
secundario mediante SnapVault. Normalmente, habra distintas politicas de retencion definidas para los
backups en el almacenamiento principal y los backups en el almacenamiento secundario. SNAP Creator
gestiona la retencion en el almacenamiento principal, asi como el almacenamiento secundario.

El backup de registro se ejecuta automaticamente mediante las herramientas de bases de datos SAP HANA.
El destino del backup de registros no debe estar en el mismo sistema de almacenamiento donde se encuentra
el volumen de registro de la base de datos. Se recomienda configurar el destino de backup de registros en el
mismo almacenamiento secundario en el que se replican los backups de base de datos con SnapVault. Con
esta configuracion, el almacenamiento secundario tiene requisitos de disponibilidad similares a los del
almacenamiento primario, lo que permite tener la seguridad de que los backups de registros siempre pueden
escribirse en el almacenamiento secundario.
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Los programas de backup y las politicas de retencion se deben definir de acuerdo con los requisitos del
cliente. La siguiente tabla muestra un ejemplo de configuracion de las diferentes programaciones y politicas
de retencion.

Ejecutado por Snap Almacenamiento Almacenamiento
Creator primario secundario
Backups de bases de Horario 1: Cada 4 horas  Retencion: 6 (=> 6 copias Retencion: 6 (=> 6 copias
datos snapshot cada hora) snapshot cada hora)
Programa 2: Una vez al Retencion: 3 (=> 3 copias Retencion: 28 (4 Backups de registros
dia Snapshot diarias) semanas) (=> 28 copias

snapshot diarias)

Programa de NA Retencion: 28 dias (4 Comprobacién de
herramientas de bases de semanas) integridad de bloques
datos SAP HANA: Cada

15 minutos

Con este ejemplo, se mantienen seis backups cada hora y tres backups diarios en el almacenamiento
primario. En el almacenamiento secundario, los backups de la base de datos se conservan durante cuatro
semanas. Para poder recuperar cualquiera de los backups de datos, debe configurar la misma retencion para
los backups de registros.

Informacién general sobre el plugin de SAP HANA

El complemento SAP HANA funciona junto con Snap Creator Framework para
proporcionar una solucién de backup para bases de datos SAP HANA que dependen del
back-end de almacenamiento de NetApp Los backups de Snapshot creados por Snap
Creator estan registrados en el catalogo de HANA y se pueden ver en HANA Studio.



SNAP Creator Framework admite dos tipos de bases de datos de SAP HANA: Contenedores individuales y
bases de datos de un solo inquilino (MDC).

SNAP Creator y el complemento de SAP HANA son compatibles con Data ONTAP en 7-Mode y Clustered
Data ONTAP con los nodos de base de datos de SAP HANA conectados a las controladoras de
almacenamiento mediante NFS o Fibre Channel. Las interfaces necesarias para la base de datos SAP HANA
estan disponibles para Service Pack Stack (SPS) 7 y versiones posteriores.

SNAP Creator Framework se comunica con los sistemas de almacenamiento para crear copias de Snapshot y
replicar los datos a un almacenamiento secundario mediante SnapVault. SNAP Creator también se utiliza para
restaurar los datos con SnapRestore en el almacenamiento principal o bien con SnapVault restore a partir del
almacenamiento secundario.

El complemento de Snap Creator para SAP HANA utiliza el cliente hdbsqgl de SAP HANA para ejecutar
comandos de SQL con el fin de proporcionar consistencia de la base de datos y gestionar el catalogo de
backup de SAP HANA. El complemento SAP HANA es compatible con dispositivos de hardware certificados
de SAP y programas de integracion personalizada del centro de datos (TDI).

El complemento de Snap Creator para SAP HANA utiliza el cliente hdbsql de SAP HANA para ejecutar
comandos SQL para las siguientes tareas:

* Proporcione consistencia de base de datos para preparar un backup de Snapshot basado en el
almacenamiento

« Administrar la retencion de copia de seguridad de archivos de registro a nivel de sistema de archivos

» Gestione el catalogo de backup de SAP HANA para backups de archivos de datos y archivos de registro

» Ejecute un backup basado en archivos para comprobar la integridad de los bloques

En la siguiente ilustracidon, se muestra una descripcion general de las rutas de comunicacion de Snap Creator
con el almacenamiento y la base de datos SAP HANA.

SEnap Creator Frameswork
with SAP HANA Plug-in
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Backup calilog management
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Slorage replication
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SNAP Creator realiza los siguientes pasos para realizar un backup de la base de datos:

1. Crea una copia snapshot de la base de datos SAP HANA para obtener una imagen uniforme en la capa de
persistencia.

Crea una copia snapshot de almacenamiento de los volumenes de datos.
Registra el backup de Snapshot de almacenamiento dentro del catalogo de backup SAP HANA.
Elimina la copia snapshot de SAP HANA.

ok~ w0 D

Ejecuta una actualizacién de SnapVault para el volumen de datos.



6. Elimina las copias Snapshot de almacenamiento en el almacenamiento primario y/o secundario en funcién
de las politicas de retencion definidas para backups en el almacenamiento principal y secundario.

7. Elimina las entradas del catalogo de backup SAP HANA si los backups ya no existen en el
almacenamiento principal y secundario.

8. Elimina todos los backups de registros que sean mas antiguos que el backup de datos mas antiguo del
sistema de archivos y dentro del catalogo de backup de SAP HANA.

Requisitos

El complemento SAP HANA permite crear backups y realizar una recuperacion de bases
de datos HANA en un momento especifico.

La compatibilidad con el complemento SAP HANA es la siguiente:

 Sistema operativo host: SUSE Linux Enterprise Server (SLES), 32 y 64 bits
e Clustered Data ONTAP o Data ONTAP en 7-Mode
* Al menos un nodo de base de datos SAP HANA conectado a través de NFS

+ SAP HANA con la pila de Service Pack (SPS) 7 o posterior

@ Para obtener la informacién mas reciente acerca de la compatibilidad o para ver matrices de
compatibilidad, consulte "Herramienta de matriz de interoperabilidad de NetApp".

Licencias requeridas

Las controladoras de almacenamiento primario deben tener instalada una licencia SnapRestore y SnapVault.
El almacenamiento secundario debe tener instalada una licencia de SnapVault.

No se requiere ninguna licencia para Snap Creator y el complemento SAP HANA para Snap Creator.
Requisitos de capacidad para copias de seguridad Snapshot

Hay que tener en cuenta una tasa de cambio de bloque mas alta en la capa de almacenamiento en
comparacién con la tasa de cambio con las bases de datos tradicionales. Debido al proceso de combinacion
de tablas del almacén de columnas, se escriben en el disco muchos mas datos que sélo los cambios de
bloque. Hasta que haya mas datos de clientes disponibles, la tasa de cambio actual se estima entre un 20 % y
un 50 % al dia.

Instalar y configurar los componentes de software
necesarios

Para la solucién de backup y restauracion de SAP HANA mediante Snap Creator
Framework y el plug-in SAP HANA, debe instalar los componentes de software Snap
Creator y el software de cliente hdbsql de SAP HANA.

No es necesario instalar el plugin por separado. Se instala con el agente.

1. Instale Snap Creator Server en un host que comparte la conectividad de red con el host en el que instala
el agente.

2. Instale el agente de Snap Creator en un host que comparte la conectividad de red con el host de Snap


http://mysupport.netapp.com/matrix

Creator Server.

> En un solo entorno de nodo SAP HANA, instale el agente en el host de la base de datos. Como
alternativa, instale el agente en otro host que tenga conectividad de red al host de la base de datos y
al host de Snap Creator Server.

o En un entorno SAP HANA multinodo, no debe instalar el agente en el host de bases de datos; el
agente debe estar instalado en un host independiente que tenga conectividad de red con el host de la
base de datos y el host de Snap Creator Server.

3. Instale el software cliente hdbsql de SAP HANA en el host en el que instalé el agente de Snap Creator.

Configure las claves de almacenamiento de usuario para los nodos SAP HANA que gestiona a través de
este host.

mgmtsrv0l:/sapcd/HANA SP5/DATA UNITS/HDB CLIENT LINUXINTEL # ./hdbinst
SAP HANA Database Client installation kit detected.

SAP HANA Database Installation Manager - Client Installation
1.00.46.371989

LR R i e b b 2R b b b b b b b 2 db b Sb b S b b 2 b b dh b b b b dh B 2 dh b S b b 2h b dh b db b 2 db b S Sb b dh S db b b db b 2 dh b b S b I b 4

* k%

Enter Installation Path [/usr/sap/hdbclient32]:

Checking installation...

Installing and configuring required software components | 13
Preparing package "Product Manifest"...

Preparing package "SQLDBC"...

Preparing package "ODBC"...

Preparing package "JDBC"...

Preparing package "Client Installer"...

Installing SAP HANA Database Client to /usr/sap/hdbclient32...
Installing package 'Product Manifest'

Installing package 'SQLDBC'

Installing package 'ODBC'

Installing package 'JDBC'

Installing package 'Client Installer'

Installation done

Log file written to '/var/tmp/hdb client 2013-07-

05 11.38.17/hdbinst client.log'

mgmtsrv0l:/sapcd/HANA SP5/DATA UNITS/HDB CLIENT LINUXINTEL #

Informacion relacionada

"Guia de instalacién de Snap Creator Framework"


https://library.netapp.com/ecm/ecm_download_file/ECMLP2854419

Supuestos de configuracion en esta guia

Aunque una instalacién tipica de Snap Creator supone que el servidor esta instalado en
un host y que el agente esta instalado en un host diferente, la configuracién utilizada en
esta guia se basa en un dispositivo multinodo de SAP HANA.

En esta configuracion, la base de datos SAP HANA se ejecuta en una configuracion de nodos de base de
datos de 3+1 y todos los componentes de software Snap Creator (servidor, agente y plugin) se instalan en el
mismo host.

Los sistemas de almacenamiento de NetApp que se utilizan en esta configuracion ejecutan Data ONTAP en 7-
Mode. En la capa de almacenamiento se utiliza un par de controladoras de alta disponibilidad. Los volumenes
de datos y de registro de los tres nodos de base de datos SAP HANA se distribuyen a las dos controladoras
de almacenamiento. Con la configuracion de ejemplo, se usa una controladora de almacenamiento de otro par
de controladoras de alta disponibilidad como almacenamiento secundario. Cada volumen de datos se replica
en un volumen de backup dedicado en el almacenamiento secundario. El tamafio de los volumenes de backup
depende de la cantidad de backups que se conservaran en el almacenamiento secundario.

Todas las operaciones de Snap Creator y SAP HANA Studio descritas aqui son las mismas con los sistemas
de almacenamiento que ejecutan Clustered Data ONTAP. Sin embargo, la configuracion inicial de SnapVault
en los sistemas de almacenamiento y todos los comandos de SnapVault que se deben ejecutar directamente
en el almacenamiento son diferentes con Clustered Data ONTAP. Las diferencias se resaltan y se describen

en esta guia.

La figura siguiente muestra los volimenes de datos en el almacenamiento principal y la ruta de replicacion
hacia el almacenamiento secundario:

SAP HANA 3+1 multi node setup Management host
running

E g E g Snap Creator server

hanata hanaib hana2b

data_00001

m— - 7] backup_data_00001
o @O s
MM —F— - l[7] bpackup_data_o0003

Snapshot SnapVaull Snapshot
Copies Copies

data_00002

data_00003

Todos los volumenes que deben realizarse backups deben crearse en la controladora de

@ almacenamiento secundario. En este ejemplo, los volumenes backup_data 00001,
backup_data_ 00002 y backup_data_ 00003 se crean en la controladora de almacenamiento
secundaria.



Configuracién utilizada con Clustered Data ONTAP

La siguiente figura muestra la configuraciéon que se ha usado con Clustered Data ONTAP. La configuracion se
basa en una configuracion SAP HANA de un solo nodo con las maquinas virtuales de almacenamiento (SVM)
y los nombres de volimenes que se muestran en la siguiente ilustracion.

SAP HANA, Management host
single node running
5 Snap Creator server
Primary Storage : Secondary Storage
SWM: hanaia SVM: hana2b

hana_data . [[D —!_-JF_D]—‘- - [[l:] backup_hana_data

Snapshot SnapVault Snapshot
Copies Coples

La forma en que prepara, inicia, reanuda y restaura operaciones de SnapVault es diferente en Clustered Data
ONTAP y Data ONTAP que funcionan en 7-Mode. Estas diferencias se indican en las secciones
correspondientes de esta guia.

Configuracion de backups de datos

Después de instalar los componentes de software necesarios, siga estos pasos para completar la
configuracion:

1. Configure un usuario de base de datos dedicado y el almacén de usuarios de SAP HANA.

2. Preparar la replicacion de SnapVault en todas las controladoras de almacenamiento.

3. Crear volumenes en la controladora de almacenamiento secundario.

4. Inicialice las relaciones de SnapVault para volumenes de base de datos.

5

. Configure Snap Creator.

Configuracién del usuario de copia de seguridad y hdbuserstore

Debe configurar un usuario con base de datos dedicada dentro de la base de datos de
HANA para ejecutar las operaciones de backup con Snap Creator. En un segundo paso,
debe configurar una clave de almacenamiento de usuarios de SAP HANA para este
usuario de backup. Esta clave del almacén de usuarios se usa en la configuracion del
complemento SAP HANA para Snap Creator.

El usuario de backup debe tener los siguientes privilegios:
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1. En el host de administracion, el host en el que se instalé Snap Creator, se configura una clave de almacén
de usuario para todos los hosts de bases de datos que pertenecen a la base de datos SAP HANA. La
clave userstore se configura con el usuario raiz del SO: Hdbuserstore set keyhost 3[Instance]15
userpassword

2. Configure una clave para los cuatro nodos de base de datos.
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mgmtsrv0l:/usr/sap/hdbclient32 # ./hdbuserstore set SCADMINOS
cishanar08:34215 SCADMIN Password
mgmtsrv0l:/usr/sap/hdbclient32 # ./hdbuserstore set SCADMINO9
cishanar09:34215 SCADMIN Password

mgmtsrv0l: /usr/sap/hdbclient32 # ./hdbuserstore set SCADMIN1O
cishanarl10:34215 SCADMIN password

mgmtsrv0l: /usr/sap/hdbclient32 # ./hdbuserstore set SCADMINI1
cishanarl1:34215 SCADMIN Password

mgmtsrv0l: /usr/sap/hdbclient32 # ./hdbuserstore LIST

DATA FILE : /root/.hdb/mgmtsrv0l/SSFS HDB.DAT

KEY SCADMINOS
ENV : cishanar08:34215
USER: SCADMIN
KEY SCADMINO9
ENV : cishanar09:34215
USER: SCADMIN
KEY SCADMINI1O0
ENV : cishanarl10:34215
USER: SCADMIN
KEY SCADMINI1
ENV : cishanarl1:34215
USER: SCADMIN
mgmtsrv0l:/usr/sap/hdbclient32

Configurar las relaciones de SnapVault

Una vez instaladas las relaciones de SnapVault, las controladoras de almacenamiento
primario deben tener una licencia valida de SnapRestore y SnapVault. El
almacenamiento secundario debe tener instalada una licencia de SnapVault valida.

1. Habilite SnapVault y NDMP en las controladoras de almacenamiento principal y secundario.

hanala> options snapvault.enable on
hanala> ndmp on

hanala>

hanalb> options snapvault.enable on
hanalb> ndmpd on

hanalb

hana2b> options snapvault.enable on
hana2b> ndmpd on

hana2b>

2. En todas las controladoras de almacenamiento principal, configure el acceso a la controladora de
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almacenamiento secundario.

hanala> options snapvault.access host=hana2b
hanala>
hanalb> options snapvault.access host=hanaZ2b
hanalb>

Se recomienda utilizar una red dedicada para el trafico de replicacion. En estos casos, es
necesario configurar el nombre de host de esta interfaz en la controladora de
almacenamiento secundario. En lugar de hana2b, el nombre de host podria ser hana2b-rep.

3. En la controladora de almacenamiento secundario, configure el acceso para todas las controladoras de
almacenamiento primario.

hana?b> options snapvault.access host=hanala,hanalb
hana2b>

Se recomienda utilizar una red dedicada para el trafico de replicacion. En estos casos, es

(D necesario configurar el nombre de host de esta interfaz en las controladoras de
almacenamiento primarias. En lugar de hana1b y hanala, el nombre de host podria ser
hanala-rep y hana1b-rep.

Iniciar las relaciones de SnapVault

Es necesario iniciar la relacion de SnapVault con Data ONTAP en 7-Mode y Clustered
Data ONTAP.

Iniciar las relaciones de SnapVault con Data ONTAP funcionando en 7-Mode

Puede iniciar una relacion de SnapVault con comandos ejecutados en el sistema de
almacenamiento secundario.

1. En los sistemas de almacenamiento que ejecutan Data ONTAP en 7-Mode, se deben iniciar las relaciones
de SnapVault ejecutando el siguiente comando:
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hana2b> snapvault start -S hanala:/vol/data 00001/mnt00001
/vol/backup data 00001/mnt00001

Snapvault configuration for the gtree has been set.

Transfer started.

Monitor progress with 'snapvault status' or the snapmirror log.
hanaz2b>

hana2b> snapvault start -S hanala:/vol/data 00003/mnt00003
/vol/backup data 00003/mnt00003

Snapvault configuration for the gtree has been set.

Transfer started.

Monitor progress with 'snapvault status' or the snapmirror log.
hanaz2b>

hana2b> snapvault start -S hanalb:/vol/data 00002/mnt00002
/vol/backup data 00002/mnt00002

Snapvault configuration for the gtree has been set.

Transfer started.

Monitor progress with 'snapvault status' or the snapmirror log.
hanaz2b>

Es recomendable utilizar una red dedicada para el trafico de replicacion. En ese caso,

@ configure el nombre de host de esta interfaz en las controladoras de almacenamiento
principales. En lugar de hana1b y hana1a, el nombre del host podria ser hana1a-rep y
hana1b-rep.

Inicio de las relaciones de SnapVault con Clustered Data ONTAP

Debe definir una politica de SnapMirror antes de iniciar una relacion de SnapVault.

1. En el caso de los sistemas de almacenamiento que ejecutan Clustered Data ONTAP, puede iniciar las
relaciones de SnapVault ejecutando el siguiente comando.



hana::> snapmirror policy create -vserver hana2Z2b -policy SV _HANA
hana::> snapmirror policy add-rule -vserver hana2b -policy SV HANA
—-snapmirror-label daily -keep 20

hana::> snapmirror policy add-rule -vserver hana2b -policy SV_HANA
-snapmirror-label hourly -keep 10

hana::> snapmirror policy show -vserver hana2b -policy SV _HANA

Vserver: hana2b
SnapMirror Policy Name: SV _HANA
Policy Owner: vserver-admin
Tries Limit: 8
Transfer Priority: normal
Ignore accesstime Enabled: false
Transfer Restartability: always
Comment: -
Total Number of Rules: 2
Total Keep: 8
Rules: Snapmirror-label Keep Preserve Warn
daily 20 false
hourly 10 false 0

La directiva debe contener reglas para todas las clases de retencién (etiquetas) que se utilicen en la

configuracion de Snap Creator. Los comandos anteriores muestran como crear una politica de SnapMirror
dedicada SV_HANA

2. Para crear e iniciar la relacion de SnapVault en la consola de clusteres del cluster de backup, ejecute los
siguientes comandos.

hana::> snapmirror create -source-path hanala:hana data -destination
-path

hana2b:backup hana data -type XDP —-policy SV_HANA

Operation succeeded: snapmirror create the relationship with destination
hana2b:backup hana data.

hana::> snapmirror initialize -destination-path hanaZb:backup hana data
-type XDP

Configurar el backup de la base de datos SAP HANA y Snap Creator Framework
Debe configurar Snap Creator Framework y el backup de la base de datos SAP HANA.

1. Conectarse a la interfaz grafica de usuario (GUI) de Snap Creator: https://host:8443/uli/.
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https://host:8443/ui/

2. Inicie sesién con el nombre de usuario y la contrasena configurados durante la instalacion. Haga clic en
Iniciar sesién.

Por ejemplo, "ANA™ es el SID de la base de datos.

4. Introduzca el nombre de la configuracién y haga clic en Siguiente.
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P Configuration b1

Configuration

Enter Configuration name and select required options.

Config. Mame: ANa,_database_baciup|

W Password Encryption

5. Seleccione Application Plug-in como tipo de plug-in y haga clic en Siguiente.

# Configuration

Plug-in Type

Please select plug-in type.

@ Application plug-in
) Virtualzation plug-in
©) Community plug-in

) None

6. Seleccione SAP HANA como complemento de aplicacion y haga clic en Siguiente.
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# Configuration

Application Plug-ins

Please select the Application plug-in to be configured.

@ SAP HANA
Sybase ASE
SnapManager for Microsoft SQL
DB2
MaxDB
SnapManager for Microsoft Exchange
IBM Domino
MySQL

Oracle

7. Introduzca los siguientes detalles de configuracion:

a.

Seleccione Si en el menu desplegable para utilizar la configuracion con una base de datos multi-
tenant. Para una base de datos de contenedor Unico, seleccione no.

. Si contenedor de base de datos multitenant esta establecido en no, debe proporcionar el SID de la

base de datos.

. Si contenedor de base de datos multitenant esta establecido en Si, debe agregar las claves

hdbuserstore para cada nodo SAP HANA.

. Agregue el nombre de la base de datos de arrendatarios.

. AfAada los nodos HANA en los que se debe ejecutar la sentencia hdbsql.
. Introduzca el numero de instancia del nodo HANA.

. Proporcione la ruta al archivo ejecutable hdbsql.

. Agregue el usuario OSDB.

. Seleccione Si en la lista desplegable para activar el Liberador de espacio DE REGISTRO.

NOTA:

* Parametro HANA SID esta disponible solo si el valor para parametro
HANA MULTITENANT DATABASE se establece en N

= Para contenedores de bases de datos multitenant (MDC) con un tipo de recurso "SingTenant", las
copias Snapshot de SAP HANA funcionan con la autenticacion basada en UserStore Key. Si la
HANA MULTITENANT DATABASE el parametro se establece en Y, a continuacion, la
HANA USERSTORE_ KEYS el parametro debe estar configurado con el valor apropiado.

= Al igual que con los contenedores de bases de datos que no son multi-tenant, se admite la funcion
de backup basado en archivos y comprobacion de integridad
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j- Haga clic en Siguiente.

Mulitenant Database Container (MDC) - Single Tenant Mo w
b2 |3 Hax

hdbusersiore Keys

Tenant Database MName:

Hodes: 1023522066

Uzernamse: SYSTEM

Password,; NP,
IBSTANC & Numer: &5

Path to hdbsgk fusrisapHEEHDBES exemdbsgl

QS0B User

Enable LOG Cleanup: Yag w

8. Active la operacion de backup basado en archivos:
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a. Establezca la ubicacion de la copia de seguridad de archivos.
b. Especifique el prefijo de backup de archivos.
c. Seleccione la casilla de verificacion Activar copia de seguridad de archivo.

d. Haga clic en Siguiente.



# Configuration

File-Based Backup Configuration Detaile

Provide File-Based Backup Details

Fiie-Bac hup Location
Fie B hup prefis

Enabile Fie-Bashup

Back Mext

9. Activar la operaciéon Database Integrity Check:

a. Establezca la ubicacién temporal de copia de seguridad de archivos.
b. Seleccione la casilla de verificacion Activar integridad de base de datos.

c. Haga clic en Siguiente.

Cancel
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| # Configuration

integrity Check Configuration Detnils

Provide Integrity Check Details

Temporary Fie-Backuep Loc ation;

Enabls DB Integrity Check

10. Introduzca los detalles del parametro de configuracion del agente y haga clic en Siguiente.

Agent Configuration

Enter agent configuration details

PONS: localhost]
Port 9090
Teneout (secs) 300

Test sgend connection

11. Introduzca la configuracion de la conexidn de almacenamiento y haga clic en Siguiente.
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Storage Connection Setlings

Please Provide Stiorage Connection Settings

Use OnCommand Proxy. [

Transport HTTPS] v

Cortrofar NV earver Port 443

12. Introduzca las credenciales de inicio de sesion de almacenamiento y haga clic en Siguiente.

Controller Veerver Credentials

Add one or more Controller VWserver credentials to the configuration.

=) Controller /¥server Login Credentials
Qada | T e Soemte

Controlar vV seryer [P or Name Uizer namafassword Viokumes

i) New Controller/Vserver
Cortrolervserver IP or hanata
Marr:
Cordrofer/vserer Liser root
Controlisr A\ saryer ERsESEREED
Password
B Ned

13. Seleccione los volumenes de datos almacenados en este controlador de almacenamiento y haga clic en

Guardar.
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U Conteoler/Voorvervolmes.. N
1= cata_DOOOL
SLESASAP cata_ 00003
SLES4SAR K3074
crhanar(s_3080
chanar(s 30807
cehanard3 PTF
chhanw(8 SLES4SAP
crhans(9
crhanarDd 3080
cuhanx(09_PTF
cehanarD9_SLESASAP
cahanar 10
chanar 1013020
cishanar 10_PTF o
ciihanar 10_SLES4SAp -
cehana 1]
chana11_3080
cxhanw 1l _PTF
cehana 11_SLESASaP
log_00002
kg 00004
oEmaster
opmnaster 30807
cemaiter PTE_S745
oomaster PTF_S819
saped
titpboot
vodd

5w

14. Haga clic en Agregar para agregar otro controlador de almacenamiento.

Controller Wserver Cradentials

Add one or more Controller/Vserver credentials (o the configuration.

E Controller /¥server Login Credentials

Daga | [ em &l Delete
Controller fVaerver IP or Nams Liser namePassvword Wolumes

data_000N
hanate roopfee data_00003

15. Introduzca las credenciales de inicio de sesion de almacenamiento y haga clic en Siguiente.
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Controller Wserver Credentials

Add one or more Controller/Veerver credentials to the configuration.

ﬁMﬂ | “j Ecit Boeets

Controlerivserver IF or Nams Liger name/Password Violumes

Cortrofler/v'server IP or haraib
e

Cortroler vV zerver Liter; root

Cortrolles/Vsarver sssmEREREw
Password

16. Seleccione los volumenes de datos almacenados en el segundo controlador de almacenamiento que cred
y haga clic en Guardar.

D I e e

data 00003 data 00002
log_00001
log_00003
| g

vl

-3

.

T
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17. La ventana Controller/Vserver Credentials muestra las controladoras de almacenamiento y los volumenes
que anadié. Haga clic en Siguiente.

Controller Wserver Credentials

Add one or more Controller Weserver credentials to the configuration.

= Controller/¥server Login Credentials
QDada | [iea & Deinta

Corlroler A server [P or Nams Usar namePassword Wiokamas

data_00001
henata FopbAess data_00003
hanallb rootre. data_ 00002

18. Introduzca la politica de Snapshot y la configuracion de retencion.

La retencion de tres copias Snapshot diarias y ocho horas es solo un ejemplo y se puede configurar de
manera diferente en funcion de los requisitos del cliente.

Seleccione Timestamp como convencién de nomenclatura. El uso de la convencién de
@ nomenclatura Recent no es compatible con el plugin SAP HANA, ya que la Marca de hora
de la copia Snapshot también se usa para las entradas del catalogo de backup SAP HANA.
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o, Conliguration o

Snapshot Detalls

Provide Snapshot copy related information.

Snapshol copy MName: Backup-ANA

Snapshol Copy Labet

Policy Type @ ke Polcy O Use Pobcy Object
Snapshot copy Policies -
Enable Pobcy Pasicy Mame Retertion
~ Prrty “12
= daiy -3
I weekly 0
r Frsanthdy 0
Prevent Snapshol copry Deletion Mo e
Policy Relention Age
Haming Convention " Recent & Timestamp

19. No es necesario realizar cambios. Haga clic en Siguiente.

Snapshot Details Continued

Prowvide Snapshot copy related information.

Consistency Group: r

Congistency Timeout MEDILM »
SraapDrive Discovery: o w
Consistency Group WAFL Sync: No v
Snapshot copy Delste by age only. N ~
Snapshot copy Dependency ignore: No L
Reztore Auto Detect Mo -
Igreore Applcation Ermors: No ¥
Snapshot Copy Disable: Mo v

20. Seleccione SnapVault y configure las directivas de retencién de SnapVault y el tiempo de espera de
SnapVault.



7 Configuration »

Data Prolection

Configure Snaphirror, SnapVault or both

Data Transter [T SnapMnor W SnapWVauit
SnapVault Policies A
Enable Policy Pobcy Name Retention
~ hourty 10
~ dlady '2‘3'
r weekly o
r manthly 0
SrapVaeul Retenton Age:
Snapaull wad time: 10

21. Haga clic en Agregar.

Data Protection Yolumes

Add SnapMirror and SnapYaull Volumes,

[J pata Protection Yolumes

Qasa | [ em @ Delate
Cortroler/Vaerver IP of Nam | Snaphlirror Volumes Snap'Valull Volumss
&

22. Seleccione un controlador de almacenamiento de origen de la lista y haga clic en Siguiente.
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Data Protection Volumes

Add SnapMirror and SnapVaull Volumes.

(J pata Protection Yolumes
Qada | [ Ea & Detete

Controfer/vserver IP or Nam | Snaphirmor Volumes SnapVaul Volumes
-]

Controder 'S l‘mn!al -
P or Name

23. Seleccione todos los volumenes almacenados en el controlador de almacenamiento de origen y haga clic

en Guardar.

[ pata Protection Valeme Sclection *

Valuimies Snapktarom
data_00001
clata_DOO03

s
i
SnapWaull
data_00001
data_00003
i

24. Haga clic en Agregar, seleccione el segundo controlador de almacenamiento de origen de la lista 'y, a
continuacion, haga clic en Siguiente.
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Fa Configuration

Data Protection Volumes

Add SnapMirror and SnapVault Volumes,

(] pata Protection Volumes

Qaga | e & Dalete
Confrolerfvearver IP or Mam | Snspiinror Volumes Snapvalil Volumas
e
data_ 00001
m’TB Ak TR

E Select a Controller/Vserver

Cortrollar i/ sarver | hanatbi
F or Namsa:

B MNed

25. Seleccione todos los volumenes que se almacenan en el segundo controlador de almacenamiento de
origen y haga clic en Guardar.

[ Data Protection Vohsme Selection

Vaolurmies Snaphirror
data_DO002
e
-
SnapVaull
data_00002
=

26. La ventana Data Protection Volumes muestra todos los volumenes que deben protegerse en la
configuracion que ha creado. Haga clic en Siguiente.
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, Configuraticon

Data Protection Yolumes

Add SnapMirror and SnapVaull Volumes.

{J Data Protection Volumes

& Add | [ FEat & ociete
Controller/Vserver P or Mam  Snaphieror Volumes SnapVaul Volumes
[
data_00001
el dﬂa_ 3
haraib data_00002

27. Introduzca las credenciales de los controladores de almacenamiento de destino y haga clic en Siguiente.
En este ejemplo, se utilizan las credenciales de usuario «'root'» para acceder al sistema de
almacenamiento. Normalmente, se configura un usuario de backup dedicado en el sistema de
almacenamiento y, a continuacion, se utiliza con Snap Creator.

P Configuraticn

[Data protection relstionships

SnapMirror and SnapVault relationships

Verified all Snaphirror relationships
Verifed ol SnapVaull relationshins

= hanaZb

Controlier Vserver User. | root

Controllar N sarver -111#-11--1
Password

28. Haga clic en Siguiente.



DFMOnCommand Settings

Enter OnComemand credentials and other details and settings.

T Operations Manager console Alert

IF Netipp Management Console data protection capabt

Host

Lizar

Password

Tranzport w
Port

29. Haga clic en Finalizar para completar la configuracion.

# Configuration *

Summary

Configuration MName. ANA_databaces backup
Mumber of Controlers'servers added 2
Cortrolles WVeasnser Name: hanala
Cordroler /v server User; rool

Cordrollér 'esrver Password '
ControllerVserver Name: hanaib
Condrollar V' earver User; rool
Controllarveerver Password "

Data profection Destinmtion Controllers/Veervers added
Cordrolles M server Name: hanalb
Controller/v'server User: rool
Cordroller V' sarver Password "

Global Controler 'V oerver credentials: No
Password Profection: Yes

|»

W odume:s:
hanaladata 00001 deda_00003,
hona1b:data_00D02,

Snapshol Copy Name: Backup- ANA
Snapshol Copy Policy Name Convention: Timestamg

lgnore Applcation Error. No
Snap\Vaull Updale: Yes
Snapault Wakt Time 10
SnapVaull Volumes:
CortrollerVserver. hanala
Wil

cota_00001

data 00003
Controlier/vserver, hanalb

Volumes v
i : LI—I

30. Haga clic en la ficha Configuracion de SnapVaulit.
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31. Seleccione Si en la lista desplegable de la opcion Restaurar espera de SnapVault y haga clic en
Guardar.

# Monogemert » gk lsersandRiles = |0 Dsla = @ Polcy = | Repariz - 4 Heb -

Configurations = Bachgs = Job Mordor Logs

| Profiles and Configurations @ | Configuration Content : HANA_prodile_ANA > ANA_datsbase backup
2 R
W Add Friofe o RETeEh | B actione = | & Retoaa | gl Sove
4 [IHANA profis ANA = 7
General | Conrechion | Violumes | Snapthol seltings | Snaphlrror seftings Ll B
& ANA_dstabage DR
o ANA_dstabaze_backup
4 ANA_non_daisbase _fles DR SnapVault Policies
Enabsla Py Polcy Mt Rt
o oy 10
o haaly 5
ik ty (i}
wmorthiy i
Prevvenl Snapshol coply Deletion ] o

SnapVaull Reterbon Age

Snap'yaull wisl Dime 10

Mac Tranzter

Srinpy el Sneanaial Copry” 154 w
SnapVaul Restcen Wk Vs [+

Es recomendable utilizar una red dedicada para el trafico de replicacion. Si decide hacerlo, debe incluir
esta interfaz en el archivo de configuracion de Snap Creator como una interfaz secundaria.

También puede configurar interfaces de gestion dedicadas para que Snap Creator pueda acceder al
sistema de almacenamiento de origen o de destino mediante una interfaz de red que no esta vinculada al
nombre de host de la controladora de almacenamiento.

mgmtsrv0l:/opt/NetApp/Snap Creator Framework 411/scServer4.l.lc/engine/c
onfigs/HANA profile ANA
# vi ANA database backup.conf

fhfftttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttss
FHREFFAAAHRRRFAAAAFRSRRAAS

# Connection Options #
fhfftttttttttttttttttttttttttttttttttttttttttttttttttttttttttttttftss
FREFFAAAARRRFAAAAFFFRA A

PORT=443

SECONDARY INTERFACES=hanala:hanala-rep/hana2b;hanalb:hanalb-rep/hana2b
MANAGEMENT INTERFACES=hanaZb:hanaZb-mgmt
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Configurar SAP HANA para entornos SAN

Tras configurar los backups de datos, tendra que afiadir un nuevo comando al archivo de
configuracion de Snap Creator en entornos donde un sistema SAP HANA esta
conectado mediante la red de area de almacenamiento (SAN) de Fibre Channel a la
controladora de almacenamiento.

Cuando Snap Creator activa un punto de guardado de backup sincronizado global dentro de SAP HANA, el
ultimo paso se produce cuando SAP HANA escribe el archivo
/hana/data/SID/mnt00001/hdb00001/snapshot_databackup 0 1. Este archivo forma parte del volumen de
datos del almacenamiento y, por lo tanto, forma parte de la copia snapshot de almacenamiento. Este archivo
es obligatorio cuando se realiza una recuperacion por si se restaura el backup. Debido al almacenamiento en
caché de metadatos con el sistema de archivos "X" (XFS) en el host Linux, el archivo no se puede ver
inmediatamente en la capa de almacenamiento. La configuracion XFS estandar para el almacenamiento en
caché de metadatos es de 30 segundos.

Dentro de Snap Creator, necesita agregar un comando de inactividad posterior a la aplicacion, que espera
hasta que la caché de metadatos XFS se vacia en la capa de disco.

Puede comprobar la configuracion del almacenamiento en caché de metadatos mediante el siguiente
comando:

stlrx300s8-2:/ # sysctl -A | grep xfssyncd centisecs
fs.xfs.xfssyncd centisecs = 3000

1. En el archivo de configuracion (via_acceso_instalacion/scServerversion_number/motor/configuraciones),
agregue el comando /bin/sleep a la seccion comandos Post como se muestra en el ejemplo siguiente:

FHAFH AR H AR A

# Post Commands itz dazdasatdaaa AR ERREEEEEEEEEEE
POST NTAP DATA TRANSFER CMDO1=

POST APP QUIESCE CMDOl=/bin/sleep 60

POST CLONE_CREATE CMD01=

Deberia permitir un tiempo de espera que sea el doble del valor del parametro
fs.xfs.xfssyncd_cisecs. Por ejemplo, con el valor predeterminado de 30 segundos, el
comando sleep deberia configurarse con 60 segundos.

Configuracién de backups de registros

Los backups de registros deben almacenarse en un sistema de almacenamiento
diferente al del almacenamiento primario. El sistema de almacenamiento que se utiliza
para el backup de datos también puede usarse para el backup de registros.

En el almacenamiento secundario, se debe configurar un volumen para contener los backups de registros.
Asegurese de que estén desactivadas las copias snapshot automaticas en este volumen.
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1. Monte el volumen en cada nodo de la base de datos, ya sea ejecutando el comando de montaje o
editando el archivo de tabla de sistema de archivos (fstab).

hana2b:/vol/backup log ANA /mnt/backup log ANA nfs
rw,bg,vers=3,hard, timeo=600, rsize=65536,wsize=65536,actimeo=0,noatime
0O O

En SAP HANA Studio, el destino del backup de registros se configura como se muestra en la siguiente
figura.

b E6F Reeges Pl feews  Hew

My i A Lar nlin st L D LA Wenagreres

v E = O T, [T B "Bachup AMA ISy TER ANA 0 -
a A & Brckup ARA [SYSTEM) AMA + L Uiy T 0 Ak
rppriem Canfipuraton Baciap Catalg
ey Wrd Dubs Wanssp ooy Lng Barbep Lafegn +
Jurmewe weapea—" |

Thes s -4t 1 wted smieay pve W-evily 5 Dyt deriastes ¥y 1pedy 4
e SRR P R R, AREa S EATE DR e TR IS LTS

Fo prpressd sl LV, e 00 ameed B e spacf; e it Lacnag deitrstum
Lt et bag A

ST Y A AT T g

Dairay wanar | TH L R

Mantenimiento de backups de registros

El mantenimiento de backups de registros en SAP HANA se basa en una funcién de
HANA Studio o en una declaraciéon SQL que permite eliminar todos los backups
anteriores a un backup seleccionado.

SNAP Creator gestiona el mantenimiento de los backups de datos (copias Snapshot) eliminando las copias
Snapshot en el almacenamiento principal o secundario y eliminando las entradas correspondientes en el
catalogo HANA, segun una politica de retencion definida.

Los backups de registros mas antiguos del backup de datos mas reciente se eliminan porque no son
necesarios.

SNAP Creator gestiona el mantenimiento de los backups de archivos de registro a nivel de sistema de
archivos y dentro del catalogo de backup SAP HANA. Como parte de cada backup de Snapshot con Snap
Creator, se ejecutan los siguientes pasos:

* Lea el catalogo de backup y obtenga el ID de backup de los datos mas antiguos realizados correctamente
o el backup de Snapshot.

 Elimine todos los backups que sean mas antiguos que el backup mas antiguo.
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SNAP Creator solo gestiona el mantenimiento de los backups basados en copias de Snapshot.
Si se crean otros backups basados en archivos, debe asegurarse de que los backups basados

@ en archivos se hayan eliminado del catalogo de backup y del sistema de archivos. Si un backup
de datos de este tipo no se elimina manualmente del catalogo de backups, es posible
convertirse en el backup de datos mas antiguo y se producira un error en la operacién de
mantenimiento del backup de registros.

Modificar el mantenimiento de backups de registros

Es posible modificar los parametros que se configuran para el mantenimiento de backups
de registros si se desea deshabilitar la operacidon de limpieza de registros.

1. Seleccione el perfil SAP HANA que desea modificar.
2. Seleccione la configuracion que desea modificar y haga clic en Configuracion de SAP HANA.
3. Edite el parametro Enable LOG cleanup y haga clic en Save.

O sowerm = ! ¥ Mokl | g Seew

gty Chach TaSrgi | dosed i ialren v

Ejecucion de backups de base de datos

Puede hacer un backup de su base de datos SAP HANA mediante la GUI de Snap
Creator o la linea de comandos. Para programar backups, puede utilizar el programador
dentro de la GUI o puede utilizar la linea de comandos en combinacién con un
programador externo como cron.

Informacién general sobre backups de bases de datos

Cuando Snap Creator realiza un backup de la base de datos, se ejecutan los siguientes
pasos.

1. Cree un punto de guardado de backup sincronizado global (copia de Snapshot de SAP HANA) para
obtener una imagen uniforme en la capa de persistencia.

2. Cree copias snapshot de almacenamiento para todos los volimenes de datos.

En el ejemplo, hay tres volimenes de datos que se distribuyen a las dos controladoras de
almacenamiento, hanala y hana1b.

3. Registre el backup de Snapshot del almacenamiento en el catalogo de backup SAP HANA.
4. Elimine la copia Snapshot de SAP HANA.
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5. Inicie la actualizacion de SnapVault para todos los volumenes de datos.

6. Compruebe el estado de SnapVault y espere hasta que haya finalizado o configurado un tiempo de

espera.

7. Elimine las copias de Snapshot de almacenamiento y elimine los backups en el catalogo de backup de
SAP HANA en funcion de la politica de retencion definida para los backups en el almacenamiento principal

y secundario.

8. Eliminar todos los backups de registros, que son mas antiguos que el backup de datos mas antiguo del

sistema de archivos y dentro del catalogo de backup SAP HANA.

Realizar backups de la base de datos con la interfaz grafica de usuario de Snap

Creator

Puede realizar backups de una base de datos con la interfaz grafica de usuario de Snap

Creator.

1. Seleccione HANA_database_backup Configuration y, a continuacion, seleccione Actions > Backup.
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2. Seleccione la politica de copia de seguridad y haga clic en Aceptar.
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Se inicia la copia de seguridad. SNAP Creator activa la «actualizacion de SnapVault» y Snap Creator
espera hasta que los datos se replican en el almacenamiento secundario. El tiempo de espera se ha
configurado durante la configuracién y se puede adaptar en la ficha SnapVault settings (Configuracion de).
SNAP Creator activa las actualizaciones de SnapVault en paralelo para cada volumen en la misma
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controladora de almacenamiento, pero en orden para cada controladora de almacenamiento.
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Realizar backups de la base de datos con la linea de comandos de Snap Creator

También puede realizar una copia de seguridad de la base de datos mediante la linea de
comandos de Snap Creator.

1. Para realizar una copia de seguridad de la base de datos, ejecute el siguiente comando.



mgmtsrv0l:~ #

/opt/NetApp/Snap Creator Framework 411/scServerd4.l.l/snapcreator
--server

localhost --port 8443 --user scadmin --passwd scadmin --profile
HANA profile ANA --config

ANA database backup --action backup --policy daily —--verbose

[Wed Mar 5 14:17:08 2014] INFO: Validating policy: daily finished
successfully

#######4## Detecting Data ONTAP mode for hanala #########4#

#H4####4### Detecting Data ONTAP mode for hanalb ##########

[Wed Mar 5 14:17:13 2014] INFO: STORAGE-03031: Getting system version
details of [hanaZ2b]

[Wed Mar 5 14:17:13 2014] INFO: STORAGE-03032: Getting system version
details of [hana2b] finished successfully.

[Wed Mar 5 14:17:13 2014] INFO: STORAGE-03031: Getting system version
details of [hanala]

[Wed Mar 5 14:17:13 2014] INFO: STORAGE-03032: Getting system version
details of [hanala] finished successfully.

[Wed Mar 5 14:17:13 2014] INFO: STORAGE-03031: Getting system version
details of [hanalb]

[Wed Mar 5 14:17:13 2014] INFO: STORAGE-03032: Getting system version
details of [hanalb] finished successfully.

Truncated

Revision de backups disponibles en SAP HANA Studio
Puede ver la lista de backups de snapshot del almacenamiento en SAP HANA Studio.
En la copia de seguridad resaltada de la siguiente figura, se muestra una copia Snapshot llamada "'Backup-

ANA_Hourly 20140320103943™. Este backup incluye copias Snapshot para los tres volimenes de datos del
sistema SAP HANA. La copia de seguridad también esta disponible en el almacenamiento secundario.
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Snap Creator utiliza el nombre de la copia de Snapshot como ID de backup cuando Snap Creator registra la
copia de Snapshot del almacenamiento en el catalogo de backup de SAP HANA. En SAP HANA Studio, el
backup de snapshot de almacenamiento se ve en el catalogo de backup. El identificador de backup externo
(EBID) tiene el mismo valor que el nombre de la copia Snapshot, como se muestra en la siguiente figura.
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Con cada backup ejecutado, Snap Creator elimina los backups de Snapshot en el almacenamiento primario y
secundario en funcién de las politicas de retencién definidas para las diferentes programaciones (por hora, por
dia, etc.).

SNAP Creator también elimina los backups del catalogo de backup de SAP HANA si no existe el backup en el
almacenamiento principal o secundario. El catalogo de backup de SAP HANA siempre muestra la lista
completa de backups disponibles en el almacenamiento principal y/o secundario.



Comprobaciones de backup e integridad de bases de datos
basadas en archivos de SAP HANA

SAP recomienda combinar backups de SnapVault basados en almacenamiento con un
backup basado en archivos semanal para ejecutar una comprobacion de la integridad de
los bloques. La comprobacion de integridad de los bloques se puede ejecutar desde la
interfaz grafica de usuario (GUI) de Snap Creator o desde la interfaz de linea de
comandos (CLI).

La operacion Backup de datos basada en archivos se utiliza cuando se conservan las copias de backup de los
archivos. La operacion Database Integrity checks se utiliza cuando es necesario descartar copias de
seguridad.

Puede configurar una o ambas operaciones. Durante el backup bajo demanda, es posible seleccionar una de
las operaciones.

Modificacion de la configuracion de copia de seguridad basada en archivos

Puede modificar los parametros que estan configurados para copia de seguridad basada
en archivos. La siguiente operacion de backup basado en archivos, programada o bajo
demanda, refleja la informacién actualizada.

1. Haga clic en el perfil de SAP HANA.

2. Seleccione la configuracion que desea modificar y haga clic en Configuraciéon de copia de seguridad
basada en archivos HANA.
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3. Edite la informacién y haga clic en Guardar.

Modificacion de la configuracion de comprobaciones de integridad de base de
datos

Puede modificar los parametros configurados para comprobaciones de integridad de
base de datos. La operacion de comprobacion de integridad programada o a peticion
posterior refleja la informacion actualizada.

1. Haga clic en el perfil de SAP HANA.

2. Seleccione la configuracion que desea modificar y haga clic en HANA Integrity Check Settings.
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3. Edite la informacién y haga clic en Guardar.

Programacién de backups basados en archivos

En el caso de las configuraciones de SAP HANA, puede programar operaciones
adicionales, como el backup basado en archivos y las comprobaciones de integridad de
base de datos. Es posible programar una operacion de backup basado en archivos para
que se produzca en intervalos especificos.

1. En el menu principal de la GUI de Snap Creator, seleccione Administraciéon > programaciones y haga
clic en Crear.

2. En la ventana Nuevo trabajo, introduzca los detalles del trabajo.

De forma predeterminada, la politica de backup basada en archivos se establece en «'none».
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11 New Job X |

Job Name: SAPFBBackup

Start Date 2016-01-22 (3

Active: v

Profile SAP_HANA Y

Configuration. |SCN_HANA v

Action: fileBasedBackup X

Policy: v |

Frequency: sl v
A

Programar comprobaciones de integridad de la base de datos

En el caso de las configuraciones de SAP HANA, puede programar operaciones
adicionales, como el backup basado en archivos y las comprobaciones de integridad de
base de datos. Es posible programar la operacion de comprobacion de integridad de la
base de datos para que se produzca en intervalos especificos.

1. En el menu principal de la GUI de Snap Creator, seleccione Administracion > programaciones y haga
clic en Crear.

2. En la ventana Nuevo trabajo, introduzca los detalles del trabajo.

La politica de comprobacion de integridad se establece en «'none» de forma predeterminada.
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11&) New Job X/

Job Name: SAPFBBackup

Start Date: 2016-01-22 3
Active: v

Profile: SAP_HANA D
Configuration: | SCN_HANA v
Action: integrityCheck ¥
Policy: .none .:v
Frequency: b

d

Realizar backups basados en archivos desde la interfaz grafica de usuario de Snap
Creator

Puede realizar backups basados en archivos desde la interfaz grafica de usuario (GUI)
de Snap Creator.

Debe haber habilitado el parametro File-Based Backup en la pestafia HANA File-Based Backup Settings.

1. Seleccione la configuraciéon HANA_database_backup.

2. Seleccione acciones > copia de seguridad basada en archivos.
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3. Establezca la opcidn Directiva en Ninguno y haga clic en Aceptar.
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Realizacion de backups basados en archivos desde la linea de comandos de Snap
Creator

Puede realizar un backup basado en archivos mediante la linea de comandos de Snap
Creator.

1. Para realizar una copia de seguridad basada en archivos, ejecute el siguiente comando:

./snapcreator --server localhost —--port 8443 --user sc --passwd sc
-—profile hana testing --config HANA Test --action fileBasedBackup
--policy none --verbose

Realizar comprobaciones de integridad de la base de datos desde la interfaz
grafica de usuario de Snap Creator

Puede realizar comprobaciones de integridad de la base de datos desde la interfaz
grafica de usuario (GUI) de Snap Creator.

Debe haber habilitado el parametro DB Integrity Check en la pestafia HANA Integrity Check Settings.
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1. Seleccione la configuracion HANA_database_Integrity_check.

2. Seleccione acciones > Comprobacion de integridad.
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3. Establezca la opcion Directiva en Ninguno y haga clic en Aceptar.
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Realizar comprobaciones de integridad de la base de datos desde la linea de
comandos de Snap Creator

Puede realizar comprobaciones de integridad de la base de datos mediante la linea de
comandos de Snap Creator.

1. Para realizar comprobaciones de integridad de la base de datos, ejecute el siguiente comando:

./snapcreator --server localhost —--port 8443 --user sc --passwd sc
-—-profile hana testing --config HANA Test --action integrityCheck
--policy none --verbose

Restaurar y recuperar bases de datos SAP HANA

SAP HANA Studio y Snap Creator se usan para restaurar y recuperar bases de datos
SAP HANA.

44



1. Dentro de SAP HANA Studio:

a.
b.

c
d.
e

f.

Seleccione Recover para el sistema SAP HANA.
El sistema SAP HANA esta apagado.

. Seleccione el tipo de recuperacion.

Proporcione ubicaciones de backup de registros.

. Se muestra la lista de backups de datos

Seleccione copia de seguridad para ver el ID de copia de seguridad externa.

2. Para un sistema de almacenamiento que funcione unicamente con Clustered Data ONTAP:

a.

b.

C.

Solo es obligatorio si se ha utilizado para la restauracion cualquier otra copia de seguridad que no sea
la mas reciente.

Solo se requiere «'SnapRestore de volumen» del almacenamiento primario.

Desactivar las relaciones de SnapVault

3. En Snap Creator:

a.

Seleccione «'Restore'» para el sistema SAP HANA.

b. Seleccione restore from primary or secondary Storage, dependiendo de la disponibilidad del backup en

f.
g.

el almacenamiento principal.

Seleccione la controladora de almacenamiento, el nombre del volumen y el nombre de la copia de
Snapshot. El nombre de la copia Snapshot se correlaciona con el ID de backup anteriormente.

Para los sistemas SAP HANA de varios nodos, es necesario restaurar varios volimenes:
i. Elija Agregar mas elementos de restauracion.

i. Seleccione la controladora de almacenamiento, el nombre del volumen y el nombre de la copia de
Snapshot.

iii. Repita este proceso para todos los volumenes requeridos.

Para los sistemas de bases de datos de un solo inquilino de contenedores de bases de datos
multitenant (MDC), se restauran las bases de datos del SISTEMA y DE TENANT.

Se inici6 el proceso de restauracion

La restauracion finalizé para todos los volumenes.

4. En los nodos de la base de datos, desmonte y monte todos los volumenes de datos para limpiar los
"identificadores de NFS obsoletos".

5. Dentro de SAP HANA Studio:

a.
b.
C.
d.

e.

Seleccione Actualizar en la lista de copias de seguridad.
Seleccione Available backup for recovery (elemento verde).
Inicie el proceso de recuperacion.

Para sistemas de bases de datos de un solo inquilino de contenedores de base de datos multitenant
(MDC), inicie el proceso de recuperacion primero para la base de datos DEL SISTEMA y luego para la
base de datos DE TENANT.

Se ha iniciado el sistema SAP HANA.

6. (Opcional) reanude relaciones de SnapVault para todos los volumenes restaurados.
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®

En los sistemas de almacenamiento, este paso solo es necesario si para la restauracion se
ha usado un backup diferente al mas reciente.

Restaurar y recuperar bases de datos a partir del almacenamiento primario

Es posible restaurar y recuperar la base de datos desde el almacenamiento primario.

®

1. En SAP HANA Studio, seleccione Recover para el sistema SAP HANA.

No puede restaurar copias de backup basadas en archivos desde Snap Creator.

El sistema SAP HANA se apaga.
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2. Seleccione el tipo de recuperacion y haga clic en Siguiente.
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Specify Recovery Type
Select a recoven type

- I_Rhtmu the database to its most recent mﬂ

) Recover the database to the following point in ime -

) Recover Database to a Speciic Data Ha:kupq'

Advanced >> |

@ Next > Cancel

* 3"

3. Proporcione las ubicaciones de copia de seguridad de registros y haga clic en Siguiente.
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Recovery of System ANA (an cizshanar0s) b
Locate Log Backups

Specity location(s) of log backup fles to be used to recover the database

(D Even if no log backups were created. a location is still needed to read data that will be used for recoveny
Recovery of Log Backups

if the log backups were wiitten to the file system and subsequently moved. you need to speciy their curment

location If you do not specify an alternative location for the log backups, the systemn uses the location where
the log backups were first saved. The directory specified will be searched recursively

Locations | ]

| Remove All

Rémove

@

| < Back Next > Cancel

La lista de backups disponibles que se muestra se basa en el contenido del catalogo de backup.

4. Seleccione la copia de seguridad que desee y registre el ID de copia de seguridad externa.
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5. Desactivar la relacion de SnapVault.
CD Este paso solo es necesario con Clustered Data ONTAP.

Si necesita restaurar una copia snapshot con una version anterior a la copia de Snapshot que actualmente
se utiliza como copia snapshot basica para SnapVault, primero debe desactivar la relacion de SnapVault
en Clustered Data ONTAP. Para ello, ejecute los siguientes comandos en la consola del cluster de backup:

hana::> snapmirror quiesce -destination-path hana2b:backup hana data
Operation succeeded: snapmirror quiesce for destination
hana2b:backup hana data.

hana::> snapmirror delete -destination-path hana2b:backup hana data
Operation succeeded: snapmirror delete the relationship with destination

hana2b:backup hana data.

hana::> snapmirror release -destination-path hana2b:backup hana data
[Job 6551] Job succeeded: SnapMirror Release Succeeded

6. En la GUI de Snap Creator, seleccione el sistema SAP HANA 'y, a continuacién, seleccione acciones >
Restaurar.

49



2 Management - ﬁ-l.!sasmdﬂohsv

Bachups © Configurations ©

|| profiles and Configurations “
&3 Add Profile
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" Configuration Content : HANA_profile_ANA > ANA_database_backup
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#8 Discover
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=5 Mount
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Volurnes | Snapshol seftings | SnapMeror saffings | Snap'

Aparece la pantalla Bienvenido al Asistente para la restauracion de Snap Creator Framework.

7. Haga clic en Siguiente.
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Seleccione Principal y haga clic en Siguiente.
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9. Seleccione restore from primary Storage.

10. Seleccione la controladora de almacenamiento, el nombre del volumen y el nombre de Snapshot.

El nombre de Snapshot se correlaciona con el ID de backup que se ha seleccionado dentro de SAP HANA
Studio.
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11. Haga clic en Finalizar.
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12. Haga clic en Si para agregar mas elementos de restauracion.
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13. Seleccione la controladora de almacenamiento, el nombre del volumen adicional y el nombre de Snapshot.

El nombre de Snapshot se correlaciona con el ID de backup que se ha seleccionado dentro de SAP HANA
Studio.
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14. Repita los pasos 10 a 13 hasta que se afiadan todos los volimenes requeridos; en nuestro ejemplo,

data_00001, data_00002 y data_00003 deben seleccionarse para el proceso de restauracion.

15. Cuando todos los volumenes estén seleccionados, haga clic en Aceptar para iniciar el proceso de
restauracion.
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Se inicia el proceso de restauracion.

A Management v g UsersandRoles »  (Dstav @ Poikcyr [T Repots v ) Hep - & Weicome, sct - “
—~ NetApp
Configurations *
7] profiles and C «| Do ontent : HANA_profile_ANA > ANA_database_backup
2 Ret =
TP & Retresh | 03 actons + | & Rebed | (gl Seve X Cose
&[] MANA_profie_ANA
oa Connection | Volmes | Snapshot setings | SnapMaror settngs | SnapVautsettings | Clone settings | OnCommandDFM | Archive Log Management | SAPMANA | Agent| Eventsetings | Commands

4 ANA_gstsbase | - — = - e e — s — - - 3 4 =

L~ ANA_dstsbase_backup Password Encryption

3 ANA_non_database_fies DR Use Globel conflp

Log Fies »
Enabie Log Trace No v
8

- 3
HANA_profile_A/

Logs
3 Agent validation completed successfully for agent localhost:30%0 ‘
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7 989888088 Restore ExtendediepositoryRecord Id set: 113 sesseesess
& sRRssRNRER Pre tore commands S¥sssssses
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#2288 Application re Restore $88ssssses
1 s ze handling for plugin: hana
12 (e

13 Pre Restore handling for plugin: hana finished success(
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: 4

=

MM Application Pre Restore finished successfully SHEIIIIINE

Espere hasta que finalice el proceso de restauracion.

16. En cada nodo de base de datos, vuelva a montar todos los volumenes de datos para limpiar las asas NFS
obsoletas.

En el ejemplo, los tres volumenes deben volver a montarse en cada nodo de la base de datos.

mount -o remount /hana/data/ANA/mnt00001
mount -o remount /hana/data/ANA/mnt00002
mount -o remount /hana/data/ANA/mnt00003

17. Vaya a SAP HANA Studio y haga clic en Actualizar para actualizar la lista de copias de seguridad
disponibles.
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El backup que se ha restaurado con Snap Creator se muestra con un icono verde en la lista de backups.

18. Seleccione la copia de seguridad y haga clic en Siguiente.
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19. Seleccione otros ajustes segun sea necesario y haga clic en Siguiente.
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20. Haga clic en Finalizar.




Becowery 87 SyFlem ANE 1on cophamard)

Raview Regovery Setlings
Firvianw tha recovary Seftings and chosse Finih' 19 st tha recorty vou £an medty the a0oveny setings by choosing Back®

Systam Infermatien

SystEm APLA
Hagt cihanyg
eraian 100 70 220119
Racevery Definthon

R owny Typa “Snapthot (Fow o= Tems R owery (Lot Mow)
Baceup O fErx e g a bl
Baciup S1ant Tims 2014032002 35 47 (Pac A Standaed Temay
Log Backup Lecabon ArtrraptAHAHOE bt kupfiag
rtpice Leg Area L

Chaef Ayadabeiey of Log Baciups W

Canfigurstisn File Handling
i ATTENTON

I i Wil D3 EC Ol CUSames- Spa0md Confgurstion Changes. you may nead 1o maks M CRaNgeE MOualy in Me e fyitem

o your e parforming a mcivery to @ difiseent wystem

Hote Mhat the target Tyitem and the $0Us0e Tyitem mutt hine thi B0Me CoAAGUIBEN I DAFDICUIEE. Me PombBad of QEtEB0NE TaMCEE With (s Swn Bty
ikt B e T3me & o syitams

Wdgew Infarmation AP HANA Administrabon Guids

@® T _cancw | [ poam

Se inicia el proceso de recuperacion.
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21. Una vez finalizada la recuperacion, reanude las relaciones de SnapVault si es necesario.
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Restaurar y recuperar bases de datos a partir de almacenamiento secundario
Puede restaurar y recuperar la base de datos desde el almacenamiento secundario.

1. En SAP HANA Studio, seleccione Recover para el sistema SAP HANA.
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2. Seleccione el tipo de recuperacion y haga clic en Siguiente.
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Recovery of System ANA (en cishanardl)

Specity Recovery Type
Select a recovery type

@ [Recover the database to fts most recent state’”

() Recover the database to the following point in time *

' Recover Database 1o a Specific Data Blchlp“

| Advanced >>

© [_men> ][ conce

3. Proporcione ubicaciones de copia de seguridad de registros y haga clic en Siguiente.
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Recovery of System ANA (on cishanar08)

Locate Log Backups

Specity location{s) of log backup files to be used to recover the database

(D) Even ifno log backups were created. a location is still needed to read data that will be used for recovery
Recovery of Log Backups

If the log backups ware written to the file system and subsequently moved. you need to speciy their current

locatien. if you do not speciy an altmative location for the fog backups. the system uses the location whire
the log backups were first saved The directory specified will be searched recursively

Locations [

fust/sap/ANAHDBA Backupilag

Remove All

@

< Back _' Cancel

La lista de backups disponibles se muestra en funcion del contenido del catalogo de backups.

4. Seleccione el backup y escriba el ID de backup externo requerido.
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5. Vaya a la GUI de Snap Creator.

6. Seleccione el sistema SAP HANA 'y, a continuacion, haga clic en acciones > Restaurar.
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Aparece la pantalla de bienvenida.
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7. Haga clic en Siguiente.
8. Seleccione secundario y haga clic en Siguiente.
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9. Especifique la informacion obligatoria. EI nombre de Snapshot se correlaciona con el ID de backup que se
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ha seleccionado en SAP HANA Studio.
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10. Seleccione Finalizar.
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11. Haga clic en Si para agregar mas elementos a restaurar.
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12. Proporcione la informacion requerida para todos los volumenes que deben restaurarse. En el setup
data_00001, data_00002 y data_00003 deben seleccionarse para el proceso de restauracion.
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13. Cuando todos los volumenes estén seleccionados, seleccione Aceptar para iniciar el proceso de
restauracion.



Espere hasta que finalice el proceso de restauracion.

14. En cada nodo de base de datos, vuelva a montar todos los volumenes de datos para limpiar «los «mas
comunes de NFS».

En el ejemplo, los tres volumenes deben volver a montarse en cada nodo de la base de datos.

mount -o remount /hana/data/ANA/mnt00001
mount -o remount /hana/data/ANA/mnt00002
mount -o remount /hana/data/ANA/mnt00003

15. Vaya a SAP HANA Studio y haga clic en Actualizar para actualizar la lista de copias de seguridad.
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16. El backup que se ha restaurado con Snap Creator se muestra con un icono verde en la lista de backups.
Seleccione la copia de seguridad y haga clic en Siguiente.

17. Seleccione otros ajustes segun sea necesario y haga clic en Siguiente.

66



Hecavwely ol Symiam ANA (ph coanamanil

| Other Setings
Ergure that the snagthot in swaifable o the SAP HANA gystem

Check Availatisty of Log Backups

Yo £an have the syshem check whsthad ol reguired log bachops s e B g of thee iecovery process IFiog backups iee miasing. thiy will b
frted dnd e recovery PEOCESS will Slop befois By dota i3 changed If you Shooss not 1o parkem they chack new, il wall uti Be pasformad but 1ater i the process
Then ey’ Teault o 8 wgnéboant koun o tiree If L Complate reC ovary MuSt be tepasted dus b mising log backups

Chack the avaltabitty of log backups sterwd i the relevant locaten(t)

W Fila Systam

] Thard-Paty Backup Tool (Backing

inihaleze Log Anes
I you da not wart Lo recover 16 entmes pesidmg i the 1og sea Select us sphon Afts the isCoweny the bog et will be deleted Bom the g ared
O hnu:rug.iun‘

Instal Mew Licanse Kay

P yeu pecowet thie database fhom 3 difeerd system. e ol RCerse by Wil RO langed Be valid
ey can

« Select & rw NCROSE by TH NEEES now

= Inuted B P DCeREa hry MANUME SRl e SA2aDASe Nat Daen recovered

T il Mew License Key
|

@ T | Concu

18. Haga clic en Finalizar.
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Se inicia el proceso de recuperacion.

Recovery of Sisterm ANA [on ciahnnardd)

Recovery Progrem Information
(@ Prapare Racoviny - Stopping System

Host: cishanar1o
* Recovery of host ‘Cishanarld’ pending
Nams Server £ Process running but state unknown

Hest: cishanarll
¥ Rec vy of hast ‘crghanar] |'pahdlﬂg
Hame Server £ Process mEnning but state unknown

Hest: cishanards
¥ Recovery of host ‘cishanar(d’ pendng

Daemon Process natiaking
Hama Server B Running
index Sare Inmaiging
Stastics Senver IntiabTing
XSEngine nitakaing
Preprocessor B Running

19. Una vez finalizado el proceso de recuperacion, reanude las relaciones de SnapVault si es necesario.

-1 Recovery of Systern ANA jon cimbanandd) o
Recovary Execution Summary

| System AMA receversd,

12 volurme s were resoveied

Recoweted to Time Apt T_ 2014 10023 5T P GMT-07 00
Facomited o Log Posdson 3108000

Reanudar una relacion de SnapVault después de una restauracién

Todas las restauraciones que no se realicen utilizando el backup de Snapshot mas
reciente eliminaran la relacion de SnapVault en los sistemas de almacenamiento
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principales.

Una vez finalizado el proceso de restauracion y recuperacion, es necesario reanudar la relacion de SnapVault
para que los backups se puedan ejecutar de nuevo con Snap Creator. De lo contrario, Snap Creator emitira un
mensaje de error, porque ya no puede encontrar la relaciéon de SnapVault en los sistemas de almacenamiento
principales.

La transferencia de datos necesaria se basara en una transferencia delta, si sigue habiendo una copia
Snapshot comun entre el volumen de origen y el volumen de destino.

Reanudacioén de una relacion de SnapVault con Data ONTAP en 7-Mode

Si restaura con un backup distinto del mas reciente, debe reanudar la relacion de
SnapVault para que Snap Creator pueda continuar ejecutando backups.

1. Reanude la relacion de SnapVault con Data ONTAP funcionando en 7-Mode introduciendo el comando
siguiente. SnapVault start -r -S source_Controller:source_volumebackup_Controller:backup_volume

Realice este paso en todos los volumenes que pertenecen a la base de datos SAP HANA.
hana2b> snapvault start -r -S hanala:/vol/data 00001/mnt00001

hana2b:/vol/backup data 00001/mnt00001
The resync base snapshot will be: Backup-ANA-SV daily 20140406200000

Resync may alter
Are you sure you
7 14:08
SnapVault resync
/vol/backup data
successful.

Mon Apr

the data in this dgtree.
want to resync the gtree? y
:21 CEST
of
00001/mnt00001 to hanala:/vol/data 00001/mnt00001 was

[hana2b:replication.dst.resync.success:notice]:

Transfer started.

Monitor progress

with 'snapvault status' or the snapmirror log.

hana2b> snapvault start -r -S hanalb:/vol/data 00002/mnt00002
hana2b:/vol/backup data 00002/mnt00002
The resync base snapshot will be: Backup-ANA-SV daily 20140406200000

Resync may alter
Are you sure you
7 14:09
SnapVault resync
/vol/backup data
successful.

Mon Apr

the data in this gtree.
want to resync the gtree? y
:49 CEST
of
00002/mnt00002 to hanalb:/vol/data 00002/mnt00002 was

[hana2b:replication.dst.resync.success:notice]:

Transfer started.

Monitor progress

with 'snapvault status' or the snapmirror log.
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hana2b> snapvault start -r -S hanala:/vol/data 00003/mnt00003
hana2b:/vol/backup data 00003/mnt00003

The resync base snapshot will be: Backup-ANA-SV daily 20140406200000
Resync may alter the data in this gtree.

Are you sure you want to resync the gtree? y

Mon Apr 7 14:10:25 CEST [hanalb:replication.dst.resync.success:notice]:
SnapVault resync of

/vol/backup data 00003/mnt00003 to hanala:/vol/data 00003/mnt00003 was
successful.

Transfer started.

Monitor progress with 'snapvault status' or the snapmirror log.

Cuando finalice la transferencia de datos, puede volver a programar los backups con Snap Creator.

Reanudar una relacion de SnapVault con Clustered Data ONTAP

Si restaura con un backup distinto del mas reciente, debe reanudar la relacion de
SnapVault para que Snap Creator pueda continuar ejecutando backups.

1. Vuelva a crear y resincronizar la relacion de SnapVault.

hana::> snapmirror create -source-path hanala:hana data -destination
-path

hanaZ2b:backup hana data -type XDP

Operation succeeded: snapmirror create the relationship with destination
hana2b:backup hana data.

hana::> snapmirror resync -destination-path hana2b:backup hana data
-type XDP

Warning: All data newer than Snapshot copy sc-backup-

daily 20140430121000 on volume

hana2b:backup hana data will be deleted.

Do you want to continue? {yln}: vy

[Job 6554] Job is queued: initiate snapmirror resync to destination
"hana2b:backup hana data".

[Job 6554] Job succeeded: SnapMirror Resync Transfer Queued

2. De hecho, para reiniciar la transferencia SnapVault, se requiere una copia snapshot manual.
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hana::> snapshot create -vserver hanala -volume hana data -snapshot

SV_resync

hana::> snapshot modify -vserver hanala -volume hana data -snapshot
Sv_resync -snapmirror-label daily

hana::> snapmirror update -destination-path hana2b:backup hana data
Operation is queued: snapmirror update of destination
hanaZ2b:backup hana data.

3. Compruebe que la relacion de SnapVault aparece en la lista de destinos.

hana::> snapmirror list-destinations -source-path hanala:hana data

Progress
Source Destination Transfer Last
Relationship
Path Type Path Status Progress Updated Id
hanala:hana data
XDP hana2b:backup hana data
Transferring
38.46KB 04/30 18:15:54

9137£fb83-
cba9-11e3-85d7-123478563412

Restauracion de bases de datos después de un fallo en el almacenamiento
primario

Tras un fallo en el almacenamiento primario o cuando todas las copias snapshot se
eliminan de los volumenes en el almacenamiento principal, Snap Creator no podra
encargarse de la restauracién, ya que ya no habra una relacion de SnapVault en los
sistemas de almacenamiento primarios.

Restauracion de bases de datos después de un fallo de almacenamiento primario con Data ONTAP en

7-Mode

Puede restaurar una base de datos SAP HANA después de que se produzca un error en

un sistema de almacenamiento primario que ejecuta Data ONTAP en 7-Mode.

1. En este caso, la restauracion debe ejecutarse directamente en el sistema de almacenamiento secundario

mediante el siguiente comando: SnapVault restore --s snapshot_name -S
backup_Controller:backup_volumessource Controller:source_volume

Realice este paso en todos los volumenes que pertenecen a la base de datos SAP HANA.
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hanala> snapvault restore -s Backup-ANA-SV hourly 20140410103943 -S
hana2b:/vol/backup data 00001/mnt00001 hanala:/vol/data 00001/mnt00001
Restore will overwrite existing data in /vol/data 00001/mnt00001.

Are you sure you want to continue? y

Thu Apr 10 11:55:55 CEST [hanala:vdisk.gtreePreserveComplete:info]:
Qtree preserve is complete for /vol/data 00001/mnt00001.

Transfer started.

Monitor progress with 'snapvault status' or the snapmirror log.

hanala> snapvault restore -s Backup-ANA-SV hourly 20140410103943 -S
hana2b:/vol/backup data 00003/mnt00003 hanala:/vol/data 00003/mnt00003
Restore will overwrite existing data in /vol/data 00003/mnt00003.

Are you sure you want to continue? y

Thu Apr 10 11:58:18 CEST [hanala:vdisk.gtreePreserveComplete:info]:
Qtree preserve is complete for /vol/data 00003/mnt00003.

Transfer started.

Monitor progress with 'snapvault status' or the snapmirror log.

hanalb> snapvault restore -s Backup-ANA-SV hourly 20140410103943 -S
hana2b:/vol/backup data 00002/mnt00002 hanalb:/vol/data 00002/mnt00002
Restore will overwrite existing data in /vol/data 00002/mnt00002.

Are you sure you want to continue? y

Thu Apr 10 12:01:29 CEST [hanalb:vdisk.gtreePreserveComplete:info]:
Qtree preserve is complete for /vol/data 00002/mnt00002.

Transfer started.

Monitor progress with 'snapvault status' or the snapmirror log.

Una vez finalizado el proceso de restauracion, se usa SAP HANA para realizar la recuperacion.

Restauracion de bases de datos después de un fallo de almacenamiento principal con Clustered Data
ONTAP

Puede restaurar una base de datos SAP HANA después de que se produzca un error en
un sistema de almacenamiento principal que ejecuta Clustered Data ONTAP.

Si el volumen primario se pierde por completo, es necesario crear un nuevo volumen primario y, a
continuacion, restaurar desde el volumen de backup.

1. Cree un volumen primario con proteccion de datos de tipo.
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hana::> volume create -vserver hanala -volume hana data -aggregate

aggr _sas 101 -size 300G -state online -type DP -policy default -autosize
-mode grow_ shrink -space-guarantee none

-snapshot-policy none -foreground true

[Job 6744] Job is queued: Create hana data.

[Job 6744] Job succeeded: Successful

2. Restaure todos los datos del volumen de backup.

hana::> snapmirror restore -destination-path hanala:hana data -source
-path hana2b:backup hana data -source-snapshot sc-backup-

daily 20140505121000

[Job 6746] Job is queued: snapmirror restore from source
"hana2b:backup hana data" for the

snapshot sc-backup-daily 20140505121000.

hana::> job show -id 6746

Owning
Job ID Name Vserver Node State
6746 SnapMirror restore hana hanaOl Running

Description: snapmirror restore from source
"hana2b:backup hana data" for the snapshot sc-backup-
daily 20140505121000

Una vez finalizado el proceso de restauracion, se usa SAP HANA para realizar la recuperacion.

Parametros del plugin de SAP HANA

En la siguiente tabla, se enumeran los parametros del plugin de SAP HANA, se proporciona la configuracion
de los parametros y se describen los parametros.

Parametro Ajuste Descripcion
HANA SID Ejemplo: ABC SID de base de datos DE HANA.
HANA_NODES Ejemplo: 1, 2, nodo 3 Lista separada por comas de

nodos HANA en los que se pueden
ejecutar las sentencias hdbsq|.

HANA_USER_NAME Ejemplo: BackupUser Nombre de usuario de la base de
datos DE HANA. El privilegio
minimo requerido para este usuario
es el privilegio DE
ADMINISTRADOR de BACKUP.
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Parametro

HANA_PASSWORD

INSTANCIA_HANA

HANA_HDBSQL_CMD

HANA_OSDB_USER

HANA_USERSTORE_KEYS

HANA_FILE_BACKUP_ENABLE

HANA_FILE_BACKUP_PATH

HANA_FILE_BACKUP_PREFIX
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Ajuste
Ejemplo: Hfasfh87r83r

Ejemplo: 42

Ejemplo: /Usr/sa p/hdbclient/
hdbsql

Ejemplo: user1

Ejemplo: 1:key1, nodo 2:key2,
nodo 3:ke y3

«'y'» 0 «'N'»

Ejemplo:/hana/data/SCN/mnt00001

Ejemplo:
SnapCreator_<HANA_FILE_BACK
UP_PREFIX>__<CURRENT_TIME
STAMP>

Descripcion

Contrasefia de la base de datos
DE HANA.

Numero de instancia del nodo
HANA.

Ruta al comando hdbsgl de HANA.
Si no se establece este parametro,
se utiliza hdbsql en la ruta de
busqueda. El valor predeterminado
es hdbsql.

El usuario del sistema operativo
para ejecutar hdbsql (normalmente
sidadm) debe tener el binario
hdbsql en la ruta de busqueda y el
permiso para ejecutarlo.

Lista separada por comas de
claves de almacén de usuarios de
HANA y pares de nodos mediante
los cuales se pueden ejecutar las
sentencias hdbsq|.

Determina si Snap Creator debe
permitir un backup basado en
archivos para el plugin de SAP
HANA. Esta configuracion resulta
util cuando desea realizar la
operacion de backup basado en
archivos SAP HANA.

(Opcional) Ruta al directorio en el
que se puede almacenar la copia
de seguridad del archivo de base
de datos. Si no esta configurado
este parametro, utilice el valor
predeterminado.

(Opcional) afiade un prefijo al
nombre del archivo de copia de
seguridad. Predeterminado:
SnapCreator  <CURRENT _TIME
STAMP>



Parametro

HANA_INTEGRITY_CHECK_ENA
BLE

HANA_TEMP_FILE_BACKUP_PA
TH

HANA_LOG_CLEANUP_ENABLE

Ajuste

«'y'» 0 «'N'»

Ejemplo:/temp

«'y'» 0 «'N'»

Resolucion de problemas

Descripcion

Determina si Snap Creator debe
habilitar Integrity Check para el
complemento SAP HANA. Esta
configuracion es habitual cuando
desea realizar la operacién SAP
HANA Integrity Check.

(Opcional) Ruta de acceso donde
se puede almacenar el archivo
temporal de la base de datos de
Integrity Check. Si no esta seguro,
utilice el valor predeterminado.

Activa la limpieza del catalogo de
registros.

La seccion de solucion de problemas proporciona informacion sobre los cédigos de error,
los mensajes de error e incluye la descripcidon o resolucion para resolver el problema.

En la siguiente tabla aparecen los mensajes de error del plugin de SAP HANA.

Codigo de error

hdb-00001

hdb-00002

Mensaje de error

No se puede encontrar un nodo
HANA accesible para ejecutar
comandos hdbsql con los
parametros de configuracion
proporcionados. Verifique y
actualice la configuracion de HANA
en la configuracion y vuelva a
intentarlo.

Error al crear la instantanea de la
base de datos para [$sid].

Descripcion/resolucion

Compruebe que los nodos HANA
se estén ejecutando y sea posible
acceder a ellos, y que el numero
de instancia proporcionado sea
correcto.

Compruebe si ya se ha creado una
snapshot de base de datos HANA
en la base de datos. Siya se ha
creado, elimine la snapshot de la
base de datos de HANA o ejecute
la operacion de reanudacion. Si no
lo ha creado todavia, compruebe
los registros para ver otros
mensajes de error y detalles.
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Codigo de error

hdb-00003

hdb-00004

hdb-00005

hdb-00006

hdb-00007

hdb-00008
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Mensaje de error

Error al eliminar la instantanea de
la base de datos para [$sid].

Error en la conexién al nodo
[$hana_node] con la instancia
[$Instance] porque se rechazo la
conexion.

La base de datos [$sid] ya tiene
una instantanea.

No se puede resolver el nombre de
host [$hana_node].

Nombre de usuario o contrasefia
no validos. Compruebe las
credenciales e inténtelo de nuevo.

Error al ejecutar el comando
[$hdbsql_cmd] en [$hana_node].

Descripcion/resolucion

Compruebe si ya se ha eliminado
una snapshot de base de datos de
HANA. Si la respuesta es si, se
puede ignorar este error. Si la
respuesta es no, compruebe los
parametros del plugin de SAP
HANA y compruebe que los nodos
sean accesibles y el numero de
instancia proporcionado sea
correcto.

No es posible acceder al nodo
HANA con la instancia que se
muestra en el mensaje. Esto puede
ser s6lo una advertencia, ya que el
plugin intentara ejecutar comandos
hdbsql en otros nodos. Compruebe
los registros para ver si la
operacion se ha realizado
correctamente.

La snapshot DE la base de datos
DE HANA ya existe en la base de
datos. Elimine la snapshot de la
base de datos HANA o ejecute una
operacion de reanudacion para
resolver este problema.

No se puede resolver el nombre de
host del nodo HANA. Compruebe
las entradas del servidor DNS o
host etc.

El nombre de usuario y la
contrasefia proporcionados para la
base de datos HANA son
incorrectos. Corrija las entradas del
archivo de configuracion e inténtelo
de nuevo.

El plugin no pudo ejecutar el
comando hdbsqgl en todos los
nodos HANA que se proporcionan
con la configuracion. Verifique los
nodos HANA 'y los parametros de
instancia, y asegurese de que al
menos un nodo HANA esté en
funcionamiento y sea posible
acceder a él.



Codigo de error

hdb-00009

hdb-00010

hdb-00011

hdb-00012

hdb-00013

hdb-00014

Mensaje de error

No se puede encontrar HANA

[$info].

Error al recopilar informacion del
sistema operativo.

Error al recopilar informacion del
sistema operativo.

Error al recopilar informacion de
SnapDrive.

El parametro HANA_NODES no
esta configurado. Compruebe los
ajustes de HANA en el archivo de
configuracion.

No se puede encontrar un nodo
HANA accesible para ejecutar los
comandos hdbsgqlcon los
parametros de configuracion
proporcionados. Verifique y
actualice la configuracion de HANA
en la configuracion y vuelva a
intentarlo.

Descripcion/resolucion

La operacion SCDUMP del plugin
de SAP HANA no pudo recuperar
una informacion concreta de las
bases de datos de HANA. Verifique
los nodos HANA 'y los parametros
de instancia, y asegurese de que al
menos un nodo HANA esté en
funcionamiento y sea posible
acceder a él.

Se produjo un error al recopilar la
informacion del sistema operativo
en el entorno Windows; el plugin
de SAP HANA no se admite en
Windows. En su lugar, utilice un
sistema operativo SLES.

SNAP Creator no pudo recopilar
informacioén del SO para la
operacion SCDUMP. Compruebe el
archivo de configuracién del agente
y corrija los ajustes.

El complemento SAP HANA solo
es compatible con entornos NFS.
Su configuracion de la base de
datos HANA tiene SnapDrive
habilitado; establezca
SNAPDRIVE=Nen el archivo de
configuracion.

El parametro HANA Nodes
(HANA_NODES) es necesario para
el plugin SAP HANA. Configure el
parametro y vuelva a intentarlo.

Compruebe que los nodos HANA
se estén ejecutando y sea posible
acceder a ellos, y que el numero
de instancia proporcionado sea
correcto.
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Codigo de error

hdb-00015

hdb-00016

hdb-00017

Mensaje de error

El parametro HANA_INSTANCE no
esta configurado. Compruebe los
ajustes de HANA en el archivo de
configuracion.

No esta configurado el parametro
HANA_PASSWORD. Compruebe
los ajustes de HANA en el archivo
de configuracion.

La ruta a hdbsql, el valor del
parametro HANA_HDBSQL_CMD
no es valido.

A continuacioén, ;donde ir

Descripcion/resolucion

Se requiere el parametro
INSTANCE (HANA_INSTANCE)
para el plugin de SAP HANA.
Configure el parametro y vuelva a
intentarlo.

Se requiere el parametro HANA
password (HANA_PASSWORD)
para el plugin de SAP HANA.
Configure el parametro y vuelva a
intentarlo.

Ha ocurrido una de las siguientes
situaciones:

* No ha proporcionado la ruta
hdbsq]l

* La ruta hdbsql proporcionada
es incorrecta.

Asegurese de tener instalado el
cliente hdbsqgl de HANA en el host
de administracion en el que esta
instalado Snap Creator Agent, y
proporcione la ruta correcta del
binario hdbsql en los parametros
HANA; a continuacion, vuelva a
intentarlo.

Puede encontrar mas informacién sobre Snap Creator, incluida informacion especifica de
la version, en el sitio de soporte de NetApp.

* "Guia de instalaciéon de Snap Creator Framework 4.3.3"
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Describe cémo instalar Snap Creator Server y Agent. La instalacion del agente incluye el plugin de SAP

Hana.

"Guia de administracién de Snap Creator Framework 4.3.3"

Describe cémo administrar Snap Creator Framework una vez completada la instalacion.

"Notas de la version de Snap Creator Framework 4.3.3"

Describe las nuevas funciones, las precauciones importantes, los problemas conocidos y las limitaciones
del producto Snap Creator Framework 4.1.1.

"Debates sobre Snap Creator Framework"


https://docs.netapp.com/us-en/snap-creator-framework/installation/index.html
https://docs.netapp.com/us-en/snap-creator-framework/administration/index.html
https://docs.netapp.com/us-en/snap-creator-framework/releasenotes.html
http://community.netapp.com/t5/Snap-Creator-Framework-Discussions/bd-p/snap-creator-framework-discussions

Conéctese con colegas, realice preguntas, intercambie ideas, encuentre recursos y comparta practicas
recomendadas de Snap Creator.

* "Video de NetApp: SnapCreatorTV"

Vea videos que demuestran las tecnologias clave de Snap Creator.
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http://www.youtube.com/SnapCreatorTV
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2.101) y son propiedad de NetApp, Inc. Todos los datos técnicos y el software informatico de NetApp que se
proporcionan en este Acuerdo tienen una naturaleza comercial y se han desarrollado exclusivamente con
fondos privados. El Gobierno de EE. UU. tiene una licencia limitada, irrevocable, no exclusiva, no transferible,
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no se pueden utilizar, desvelar, reproducir, modificar, interpretar o mostrar sin la previa aprobacién por escrito
de NetApp, Inc. Los derechos de licencia del Gobierno de los Estados Unidos de América y su Departamento
de Defensa se limitan a los derechos identificados en la clausula 252.227-7015(b) de la seccién DFARS (FEB
de 2014).

Informacién de la marca comercial
NETAPP, el logotipo de NETAPP y las marcas que constan en http://www.netapp.com/TM son marcas

comerciales de NetApp, Inc. El resto de nombres de empresa y de producto pueden ser marcas comerciales
de sus respectivos propietarios.
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