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Proteger bases de datos de Oracle

Informacién general del plugin de SnapCenter para base de
datos de Oracle

Qué puede hacer con el plugin para base de datos de Oracle

El plugin de SnapCenter para bases de datos de Oracle es un compenente de NetApp
SnapCenter Software que se instala en los hosts de Oracle que permite la gestion de
proteccion de datos para aplicaciones de bases de datos de Oracle.

El plugin para bases de datos de Oracle automatiza las operaciones de backup, catalogacién y
descatalogacion con Oracle Recovery Manager (RMAN), verificacion, montaje, desmontaje, restauracion,
Recuperacion y clonado de bases de datos de Oracle en el entorno de SnapCenter. El plugin para bases de
datos de Oracle instala el plugin de SnapCenter para UNIX para realizar todas las operaciones de proteccion
de datos.

Es posible utilizar el plugin para bases de datos de Oracle para gestionar backups de bases de datos de
Oracle que ejecutan aplicaciones SAP. Sin embargo, no se admite la integracién con BR*Tools de SAP.

* Realizar backup de archivos de datos, archivos de control y archivos de registro de archivo.
El backup solo puede usarse en el nivel de la base de datos del contenedor (CDB).

* Restaurar y recuperar bases de datos, bases de datos de contenedor y bases de datos conectables
(PDB).

No se admite la recuperacion incompleta de bases de datos conectables.
* Crear clones de bases de datos de produccion hasta un momento especifico.
La clonado solo puede usarse en el nivel de la base de datos de contenedor.

« Verificar backups de inmediato.

* Montaje y desmontaje de datos y backups de registro para la operacion de recuperacion.
* Programar operaciones de backup y verificacion.

» Supervisar todas las operaciones.

* Ver informes para operaciones de backup, restauracion y clonado.

Funciones del plugin para base de datos de Oracle

El plugin para bases de datos de Oracle se integra con la base de datos de Oracle en el
host Linux o AlX 'y con las tecnologias de NetApp en el sistema de almacenamiento.

* Interfaz gréafica de usuario unificada

La interfaz de SnapCenter ofrece estandarizacion y consistencia entre plugins y entornos. La interfaz de
SnapCenter permite completar operaciones de backup, restauracion, recuperacion y clonado consistentes
entre plugins, utilizar informes centralizados, utilizar visualizaciones de consola rapidas, configurar el
RBAC y supervisar trabajos en todos los plugins.



* Administraciéon central automatizada

Es posible programar operaciones de backup y clonado, configurar retencion de backup basado en
politicas y realizar operaciones de restauracion. También es posible supervisar de manera proactiva el
entorno configurando SnapCenter para que envie alertas por correo electronico.

» Tecnologia de copia de Snapshot de NetApp no disruptiva

SnapCenter utiliza la tecnologia de copia de Snapshot de NetApp con el plugin para bases de datos de
Oracle y el plugin para UNIX con el fin de realizar backups de bases de datos. Las copias de Snapshot
consumen un espacio de almacenamiento minimo.

El plugin para bases de datos de Oracle también ofrece los siguientes beneficios:

« Compatibilidad con backup, restauracion, clonado, montaje, desmontaje y flujos de trabajo de verificacion
» Deteccidn automatica de las bases de datos de Oracle configuradas en el host

» Compatibilidad para catalogar y descatalogar con Oracle RMAN

» Seguridad compatible con RBAC y delegacion de roles centralizada

También es posible configurar las credenciales para que los usuarios de SnapCenter autorizados tengan
permisos en el nivel de las aplicaciones.

» Creacion de copias de bases de datos de produccion con gestion eficiente del espacio y en un momento
especifico con fines de prueba o de extraccion de datos con la tecnologia FlexClone de NetApp

Se requiere una licencia de FlexClone en el sistema de almacenamiento donde desea crear el clon.

» Compatibilidad con la funcion del grupo de consistencia (CG) de ONTAP como parte de la creacion de
backups en entornos DE SAN y ASM

* Verificacion de backups no disruptiva y automatizada

« Capacidad para ejecutar varios backups de forma simultanea entre varios hosts de bases de datos
En una sola operacion se consolidan copias de Snapshot cuando las bases de datos en un solo host
comparten el mismo volumen.

» Compatibilidad con infraestructuras fisicas y virtualizadas

» Compatibilidad con NFS, iSCSI, Fibre Channel (FC), RDM, VMDK sobre NFS y VMFS, y ASM sobre NFS,
SAN, RDM y VMDK

» Compatibilidad con la funcion de asignacion de LUN selectiva (SLM) de ONTAP
Habilitada de forma predeterminada, la funcién SLM detecta periddicamente los LUN que no poseen rutas
optimizadas y los corrige. Puede configurar SLM mediante la modificacion de los parametros del archivo
scu.properties ubicado en /var/opt/snapcenter/scu/etc.
o Para deshabilitar esto, debe configurarse el valor de ENABLE_LUNPATH_MONITORING como false.

> Es posible especificar la frecuencia en la cual se corrigen automaticamente las rutas de LUN mediante
la asignacion del valor (en horas) como LUNPATH_MONITORING_INTERVAL. Para obtener mas
informacién sobre SLM, consulte "Guia de administracion de SAN de ONTAP 9",


http://docs.netapp.com/ontap-9/topic/com.netapp.doc.dot-cm-sanag/home.html

Tipos de almacenamiento compatibles con el plugin para bases de datos de Oracle

SnapCenter admite una amplia variedad de tipos de almacenamiento en maquinas
fisicas y virtuales. Debe comprobar la compatibilidad de su tipo de almacenamiento
antes de instalar el paquete de plugins de SnapCenter para Linux o el paquete de

plugins de SnapCenter para AlX.

SnapCenter no es compatible con el aprovisionamiento de almacenamiento para Linux y AlX.

Tipos de almacenamiento compatibles con Linux

En la siguiente tabla, se enumeran los tipos de almacenamiento admitidos en Linux.

Maquina

Servidor fisico

VMware ESXi

Tipos de almacenamiento compatibles con AIX

Tipo de almacenamiento

LUN conectados a FC
LUN conectados a iSCSI

Volumenes conectados en NFS

Los LUN de RDM conectados por un
HBAScanning de adaptadores de bus de host
(HBA) FC 0 iSCSI pueden tardar mucho en
completarse debido a que SnapCenter analiza
todos los adaptadores de bus de host presentes
en el host.

Puede editar el archivo LinuxConfig.pm ubicado
en
/opt/NetApp/snapcenter/spl/plugins/scu/scucore/m
odules/SCU/Config para establecer el valor del
parametro SCSI_HOSTS_OPTIMIZED_RESCAN
en 1 para volver a analizar solo los HBA que
aparecen en HBA_DRIVER_NAMES.

LUN iSCSI conectados directamente al sistema
invitado por el iniciador de iISCSI
VMDK en almacenes de datos VMFS o NFS

Volumenes NFS conectados directamente con el
Guest VM

En la siguiente tabla se enumeran los tipos de almacenamiento admitidos en AlX.



Maquina Tipo de almacenamiento

Servidor fisico e LUN conectados a FC e iSCSI.

En un entorno SAN, se admiten los sistemas de
archivos ASM, LVM y SAN.

@ No se admite NFS en AIX 'y
sistema de archivos.

+ Sistema de archivos con diario mejorado (JFS2)

Admite el registro en linea en sistemas DE
archivos SAN y el disefio de LVM.

La "Herramienta de matriz de interoperabilidad de NetApp" contiene la informacion mas reciente acerca de las
versiones con puerto.

Privilegios minimos requeridos de ONTAP para el plugin para Oracle

Los privilegios minimos requeridos de ONTAP varian en funcién de los plugins de
SnapCenter que utilice para la proteccion de datos.

Comandos de acceso total: Privilegios minimos requeridos para ONTAP 8.2.x y versiones posteriores

» event generate-autosupport-log

» se muestra el historial del trabajo

« detencion de trabajo


https://imt.netapp.com/matrix/imt.jsp?components=103047;&solution=1257&isHWU&src=IMT

Comandos de acceso total: Privilegios minimos requeridos para ONTAP 8.2.x y versiones posteriores
* lun
* se muestra el atributo de lun
* lun create
* eliminacion de lun
» geometria de lun
* igroup de lun afadido
* crear lun igroup
¢ lun igroup eliminado
« cambio de nombre de lun igroup
* lun igroup show
+ asignacion de lun de nodos adicionales
* se crea la asignacion de lun
* se elimina la asignacion de lun
* asignacion de lun quitar nodos de generacion de informes
* se muestra el mapa de lun
» modificacion de lun
* movimiento de lun en volumen
* lun desconectada
* lun conectada
* reserva persistente de lun clara
» cambio de tamano de lun
* serie de lun

* muestra de lun

* regla adicional de la politica de snapmirror

* regla de modificacion de la politica de snapmirror
* regla de eliminacion de la politica de snapmirror
* la politica de snapmirror

* restauracion de snapmirror

» de snapmirror

* historial de snapmirror

* actualizacion de snapmirror

» conjunto de actualizaciones de snapmirror

* destinos de listas de snapmirror

 version



Comandos de acceso total: Privilegios minimos requeridos para ONTAP 8.2.x y versiones posteriores

* crear el clon de volumen

» show de clon de volumen

* inicio de division de clon de volumen

+ detencion de division de clon de volumen

* cree el volumen

* destruccion del volumen

* crear el archivo de volumen

» uso show-disk del archivo de volumen

* volumen sin conexion

* volumen en linea

» modificacién del volumen

* crear el gtree de volumenes

* eliminacion de gtree de volumen

» modificacion del gtree del volumen

* se muestra volume gtree

* restriccién de volumen

* visualizacién de volumen

* crear snapshots de volumen

* eliminacion de snapshots de volumen

» modificaciéon de las copias de snapshot de volumen
» cambio de nombre de copias de snapshot de volumen
* restauracion de copias snapshot de volumen

+ archivo de restauracion de snapshots de volumen
* visualizacién de copias de snapshot de volumen

» desmonte el volumen

* vserver
* vserver cifs
* se muestra vserver shadowcopy

* se muestra vserver

¢ interfaz de red

* se muestra la interfaz de red

* MetroCluster show



Instale el plugin de SnapCenter para base de datos de
Oracle

Flujo de trabajo de instalacion del plugin de SnapCenter para base de datos de
Oracle

Debe instalar y configurar el plugin de SnapCenter para base de datos de Oracle si
desea proteger las bases de datos Oracle.

Review the installation prereguisites.

Add host and install the plug-ins package for Linux or
Al

v

Configure SnapCenter plug-in loader service.

-

Configure and enable CA Certificate.

If required, import data from SnapManager.

Requisitos previos para anadir hosts e instalar el paquete de plugins para Linux o
AIX

Antes de afiadir un host e instalar los paquetes de plugins, debe satisfacer todos los
requisitos.

« Si utiliza iISCSI, el servicio iISCSI debe estar en ejecucion.
» Debe haber habilitado la conexion SSH por contrasefia para el usuario raiz o no raiz.
El plugin de SnapCenter para base de datos Oracle puede ser instalado por un usuario no raiz. Sin

embargo, debe configurar los privilegios sudo para el usuario no raiz para instalar e iniciar el proceso del
plugin. Después de instalar el plugin, los procesos se ejecutan como un usuario raiz eficaz.

 Siva a instalar el paquete de plugins de SnapCenter para AlIX en el host AlX, debe haber resuelto
manualmente los enlaces simbolicos del nivel de directorio.

El paquete de plugins de SnapCenter para AlX resuelve automaticamente el enlace simbdlico del nivel de
archivo, pero no los enlaces simbdlicos del nivel de directorio para obtener la ruta absoluta DE
JAVA HOME.

» Cree credenciales con el modo de autenticacion como Linux o AlX para el usuario de instalacion.

» Debe haber instalado Java 1.8.x de 64 bits en el host Linux o AlX.
Para obtener informacion sobre COMO descargar JAVA, consulte:

o "Descargas de Java para todos los sistemas operativos"
o "IBM Java para AIX"

» Para bases de datos Oracle que se ejecuten en un host Linux o AlX, debe instalar tanto el plugin de
SnapCenter para base de datos Oracle como el plugin de SnapCenter para UNIX.


http://www.java.com/en/download/manual.jsp
https://www.ibm.com/support/pages/java-sdk-aix

@ También es posible utilizar el plugin para bases de datos de Oracle para gestionar bases de
datos de Oracle para SAP. Sin embargo, no se admite la integracion con BR*Tools de SAP.

 Si utiliza la base de datos Oracle 11.2.0.3 o posterior, debe instalar la revision 13366202 de Oracle.

Requisitos del host Linux

Debe asegurarse de que el host cumpla con los requisitos antes de instalar el paquete de plugins de
SnapCenter para Linux.

Elemento Requisitos

Sistemas operativos * Red Hat Enterprise Linux

e Oracle Linux

Si utiliza la base de datos de
Oracle en LVM en sistemas
operativos Oracle Linux o Red Hat

@ Enterprise Linux 6.6 o 7.0, tiene
que instalar la version mas reciente
del administrador de volumenes
l6gicos (LVM).

* SUSE Linux Enterprise Server (SLES)
RAM minima para el plugin de SnapCenter en el host 1 GB

Espacio de registro e instalacion minimo para el 2 GB
plugin de SnapCenter en el host

Debe asignar el espacio en disco
suficiente y supervisar el consumo de
almacenamiento en la carpeta de
registros. El espacio de registro
necesario varia en funcién de la

@ cantidad de entidades que se han de
proteger y la frecuencia de las
operaciones de protecciéon de datos. Si
no hay espacio en disco suficiente, no
se crearan registros de las
operaciones ejecutadas recientemente.

Paquetes de software obligatorios Tipos Java 1.8.x (64 bits)Oracle Java y OpendDK

Si ha actualizado JAVA a la version mas reciente,
debe asegurarse de que la opcién JAVA_ HOME
ubicada en /var/opt/snapcenter/spl/etc/spl.properties
esté configurada en la version DE JAVA correcta y en
la ruta de acceso correcta.

Para obtener la informacién mas reciente sobre las versiones compatibles, consulte "Herramienta de matriz de


https://mysupport.netapp.com/matrix/imt.jsp?components=100747;&solution=1257&isHWU&src=IMT

interoperabilidad de NetApp".

Configure privilegios sudo para usuarios que no son raiz para el host Linux

SnapCenter 2.0 y versiones posteriores permiten que un usuario no raiz instale el paquete de plugins de
SnapCenter para Linux e inicie el proceso del plugin. Tiene que configurar los privilegios sudo para el usuario
que no sea raiz con el fin de ofrecer acceso a varias rutas.

Lo que necesitara

» Sudo 1.8.7 o posterior.

* Asegurese de que el usuario que no sea raiz forma parte del grupo de instalacién de Oracle.

+ Edite el archivo /etc/ssh/sshd_config para configurar los algoritmos de codigo de autenticacion de
mensajes: Macs hmac-sha2-256 y MACs hmac-sha2-512.

Reinicie el servicio sshd después de actualizar el archivo de configuracion.

Ejemplo:

#Port 22

#AddressFamily any

#ListenAddress 0.0.0.0

#ListenAddress

#Legacy changes

#KexAlgorithms diffie-hellman-groupl-shal
#Ciphers aesl28-cbc

#The default requires explicit activation of protocol
Protocol 2
HostKey/etc/ssh/ssh host rsa key

MACs hmac-sha2-256

Acerca de esta tarea

Tiene que configurar los privilegios sudo para usuarios que no son raiz con el fin de ofrecer acceso a las rutas
siguientes:

* /[Home/SUDO_USERI/.sc_netapp/snapcenter_linux_host_plugin.bin

» /Custom_location/NetApp/snapcenter/spl/installation/plugins/uninstall

» /Custom_location/NetApp/snapcenter/spl/bin/spl

» Pasos*

1. Inicie sesion en el host Linux en el que desee instalar el paquete de plugins de SnapCenter para Linux.

2. Adada las siguientes lineas al archivo /etc/sudoers mediante la funcion visudo de Linux.


https://mysupport.netapp.com/matrix/imt.jsp?components=100747;&solution=1257&isHWU&src=IMT

Cmnd Alias SCCMD = sha224:checksum value== /home/
SUDO_USER/.sc_netapp/snapcenter linux host plugin.bin,
/opt/NetApp/snapcenter/spl/installation/plugins/uninstall,
/opt/NetApp/snapcenter/spl/bin/spl

Cmnd Alias PRECHECKCMD = sha224:checksum value== /home/
SUDO_USER/.sc_netapp/Linux Prechecks.sh

SUDO USER ALL=(ALL) NOPASSWD:SETENV: SCCMD, PRECHECKCMD
Defaults: SUDO USER env_keep=JAVA HOME

Defaults: SUDO USER !visiblepw

Defaults: SUDO USER !requiretty

SUDO_USER es el nombre del usuario no raiz que ha creado.

Puede obtener el valor de suma de comprobacion en el archivo oracle_checksum.txt, que se
encuentra en C:\ProgramData\NetApp\SnapCenter\Package Repository.

Si ha especificado una ubicacion personalizada, esta sera custom_path\NetApp\SnapCenter\Package
Repository.

(D Se debe utilizar el ejemplo solo como referencia para crear sus propios datos.

Mejor practica: por razones de seguridad, debe eliminar la entrada sudo después de completar cada
instalacion o actualizacion.

Requisitos del host AIX

Debe asegurarse de que el host cumpla los requisitos antes de instalar el paquete de plugins de SnapCenter
para AlX.

@ El plugin de SnapCenter para UNIX que forma parte del paquete de plugins de SnapCenter
para AlX, no admite grupos de volumenes concurrentes.

Elemento Requisitos

Sistemas operativos AIX 6.1 o posterior

RAM minima para el plugin de SnapCenter en el host 4 GB
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Elemento

Espacio de registro e instalacion minimo para el
plugin de SnapCenter en el host

Paquetes de software obligatorios

Requisitos

Debe asignar el espacio en disco
suficiente y supervisar el consumo de
almacenamiento en la carpeta de
registros. El espacio de registro
necesario varia en funcién de la
cantidad de entidades que se han de
proteger y la frecuencia de las
operaciones de protecciéon de datos. Si
no hay espacio en disco suficiente, no
se crearan registros de las

operaciones ejecutadas recientemente.

Java 1.8.x (64 bits)IBM Java

Si ha actualizado JAVA a la version mas reciente,
debe asegurarse de que la opcion JAVA_HOME
ubicada en /var/opt/snapcenter/spl/etc/spl.properties
esté configurada en la version DE JAVA correcta y en
la ruta de acceso correcta.

Para obtener la informacion mas reciente sobre las versiones compatibles, consulte "Herramienta de matriz de

interoperabilidad de NetApp".

Configure privilegios sudo para usuarios que no son raiz para el host AIX

SnapCenter 4.4 y versiones posteriores permiten que un usuario no raiz instale el paquete de plugins de

SnapCenter para AlX e inicie el proceso del plugin. Tiene que configurar los privilegios sudo para el usuario
gue no sea raiz con el fin de ofrecer acceso a varias rutas.

Lo que necesitara

» Sudo 1.8.7 o posterior.

» Asegurese de que el usuario que no sea raiz forma parte del grupo de instalacion de Oracle.

« Edite el archivo /etc/ssh/sshd_config para configurar los algoritmos de codigo de autenticacion de

mensajes: Macs hmac-sha2-256 y MACs hmac-sha2-512.

Reinicie el servicio sshd después de actualizar el archivo de configuracion.

Ejemplo:

11


https://mysupport.netapp.com/matrix/imt.jsp?components=100747;&solution=1257&isHWU&src=IMT
https://mysupport.netapp.com/matrix/imt.jsp?components=100747;&solution=1257&isHWU&src=IMT

#Port 22

#AddressFamily any

#ListenAddress 0.0.0.0

#ListenAddress

#Legacy changes

#KexAlgorithms diffie-hellman-groupl-shal
#Ciphers aesl28-cbc

#The default requires explicit activation of protocol
Protocol 2
HostKey/etc/ssh/ssh host rsa key

MACs hmac-sha2-256

Acerca de esta tarea

Tiene que configurar los privilegios sudo para usuarios que no son raiz con el fin de ofrecer acceso a las rutas
siguientes:

* /[Home/AIX_USER/.sc_netapp/snapcenter_aix_host_plugin.bsx

« /Custom_location/NetApp/snapcenter/spl/installation/plugins/uninstall

» /Custom_location/NetApp/snapcenter/spl/bin/spl

» Pasos*

1. Inicie sesion en el host AlIX en el que desee instalar el paquete de plugins de SnapCenter para AlX.

2. Adada las siguientes lineas al archivo /etc/sudoers mediante la funcion visudo de Linux.

Cmnd Alias SCCMD = sha224:checksum value== /home/

AIX USER/.sc_netapp/snapcenter aix host plugin.bsx,
/opt/NetApp/snapcenter/spl/installation/plugins/uninstall,
/opt/NetApp/snapcenter/spl/bin/spl

Cmnd Alias PRECHECKCMD = sha224:checksum value== /home/
AIX USER/.sc _netapp/AIX_ Prechecks.sh

AIX USER ALL=(ALL) NOPASSWD:SETENV: SCCMD, PRECHECKCMD
Defaults: AIX USER !visiblepw

Defaults: AIX USER !requiretty

AIX_USER es el nombre del usuario que no es raiz que ha creado.

Puede obtener el valor de suma de comprobacion en el archivo oracle_checksum.txt, que se
encuentra en C:\ProgramData\NetApp\SnapCenter\Package Repository.

Si ha especificado una ubicacion personalizada, esta sera custom_path\NetApp\SnapCenter\Package
Repository.

@ Se debe utilizar el ejemplo solo como referencia para crear sus propios datos.

12



Mejor practica: por razones de seguridad, debe eliminar la entrada sudo después de completar cada
instalacion o actualizacion.

Configure las credenciales

SnapCenter utiliza credenciales para autenticar usuarios para las operaciones de SnapCenter. Debe crear
credenciales para instalar el paquete de plugins en hosts Linux o AlX.

Acerca de esta tarea

Las credenciales se crean para el usuario raiz o para un usuario que no es raiz que tiene privilegios sudo para
instalar e iniciar el proceso del plugin.

Para obtener mas informacién, consulte: Configure privilegios sudo para usuarios que no son raiz para el host
Linux o. Configure privilegios sudo para usuarios que no son raiz para el host AIX

Practica recomendada: aunque se le permite crear credenciales después de implementar hosts e instalar
plugins, la practica recomendada es crear credenciales después de afiadir SVM, antes de implementar hosts
e instalar plugins.

» Pasos®
1. En el panel de navegacion de la izquierda, haga clic en Configuracion.
2. En la pagina Settings, haga clic en Credential.
3. Haga clic en Nuevo.

4. En la pagina Credential, introduzca la informacion de la credencial:

Para este campo... Realice lo siguiente...

Nombre de credencial Introduzca un nombre para las credenciales.
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Para este campo...

Nombre de usuario/Contrasefia

Modo de autenticacion

Use privilegios sudo

5. Haga clic en Aceptar.

Realice lo siguiente...

Introduzca el nombre de usuario y la contrasefia
que se utilizaran para la autenticacion.

* Administrador del dominio

Especifique el administrador de dominio en el
sistema en el que va a instalar el plugin de
SnapCenter. Los formatos validos para el
campo Nombre de usuario son:

o NetBIOS\Username
o Domain FQDN\Username

Administrador local (sélo para grupos de
trabajo)

Para los sistemas que pertenecen a un grupo
de trabajo, especifique el administrador local
integrado en el sistema en el que va a instalar
el plugin de SnapCenter. Puede especificar
una cuenta de usuario local que pertenezca al
grupo de administradores local si la cuenta de
usuario tiene privilegios elevados o si la
funcion de control de acceso de usuario esta
desactivada en el sistema host. El formato
valido para el campo Username es:
Username

Seleccione el modo de autenticacion que desea
utilizar.

Segun el sistema operativo del host del plugin,
seleccione Linux o AIX.

Seleccione la casilla de verificacion Use sudo
Privileges si va a crear credenciales para
usuarios que no son raiz.

Después de terminar de configurar las credenciales, puede que desee asignar mantenimiento de credenciales
a un usuario o grupo de usuarios en la pagina Usuario y acceso.

Configurar credenciales para una base de datos Oracle

Es necesario configurar las credenciales que se usan para realizar operaciones de proteccion de datos en

bases de datos de Oracle.

Acerca de esta tarea

Debe revisar los diferentes métodos de autenticacién compatibles con las bases de datos de Oracle. Para
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obtener mas informacion, consulte"Meétodos de autenticacion para las credenciales”.

Si se configuran credenciales para grupos de recursos individuales y el nombre de usuario no tiene privilegios
de administrador completos, el nombre de usuario debe tener al menos privilegios de grupo de recursos y
backup.

Si habilité la autenticacion de base de datos de Oracle, se muestra un icono de candado rojo en la vista de

recursos. Es necesario configurar las credenciales de la base de datos para poder proteger la base de datos,
o bien afadirla al grupo de recursos para realizar operaciones de proteccion de datos.

@ Si especifica detalles incorrectos al crear una credencial, se muestra un mensaje de error. Debe
hacer clic en Cancelar y luego volver a intentarlo.

* Pasos*

1. En el panel de navegacién de la izquierda, haga clic en Recursos y, a continuacion, seleccione el
plugin adecuado en la lista.

2. En la pagina Resources, seleccione Database en la lista View.

3. Haga clic en ﬂy, a continuacion, seleccione el nombre de host y el tipo de base de datos para filtrar
los recursos.

A continuacién, puede hacer clic en ﬂ para cerrar el panel de filtros.

4. Seleccione la base de datos y, a continuacioén, haga clic en Configuracion de base de datos >
Configurar base de datos.

5. En la seccion Configure database settings, en la lista desplegable Use existing Credential,
seleccione la credencial que debe utilizarse para realizar trabajos de proteccion de datos en la base de
datos Oracle.

@ El usuario de Oracle debe tener privilegios sysdba.

También se puede crear una credencial si se hace clic en 4.

6. En la seccién Configure ASM settings, en la lista desplegable Use existing Credential, seleccione la
credencial que debe utilizarse para realizar trabajos de proteccion de datos en la instancia de ASM.

@ El usuario de ASM debe tener privilegios sysasm.

También se puede crear una credencial si se hace clic en <.

7. En la seccion Configurar los ajustes del catadlogo RMAN, en la lista desplegable utilizar credencial
existente, seleccione la credencial que debe utilizarse para realizar trabajos de proteccion de datos en
la base de datos del catalogo de Oracle Recovery Manager (RMAN).

También se puede crear una credencial si se hace clic en <.

En el campo TNSName, introduzca el nombre de archivo de sustrato de red transparente (TNS) que
utilizara el servidor SnapCenter para comunicarse con la base de datos.

8. En el campo nodos de RAC preferidos, especifique los nodos de Real Application Cluster (RAC)
preferidos para la copia de seguridad.
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Estos nodos preferidos pueden ser uno o todos los nodos del cluster donde hay instancias de bases
de datos de RAC presentes. La operacion de backup se activa solo en estos nodos preferidos y en el
orden indicado.

En RAC One Node, sélo un nodo aparece en los nodos preferidos y este nodo preferido es el nodo en
el que la base de datos esta alojada actualmente.

Después de la conmutacion por error o la reubicacion de la base de datos de RAC One Node, la
actualizacion de recursos en la pagina Recursos de SnapCenter eliminara el host de la lista nodos de
RAC preferidos donde se alojo la base de datos anteriormente. El nodo RAC en el que se reubica la
base de datos aparecera en nodos RAC y debera configurarse manualmente como el nodo RAC
preferido.

Para obtener mas informacion, consulte "Nodos preferidos en la configuracion de RAC".

1. Haga clic en Aceptar.

Anada hosts e instale el paquete de plugins para Linux o AIX mediante la interfaz
grafica de usuario

Puede utilizar la pagina Add Host para afiadir hosts y, a continuacioén, instalar el paquete
de plugins de SnapCenter para Linux o el paquete de plugins de SnapCenter para AlX.
Los plugins se instalan automaticamente en hosts remotos.

Acerca de esta tarea

Puede anadir un host e instalar paquetes de plugins para un host individual o para un cluster. Si instala el
plugin en un cluster (Oracle RAC), el plugin se instala en todos los nodos del cluster. Para Oracle RAC One
Node, debe instalar el plugin en nodos activos y pasivos.

Debe asignarse a un rol que tenga permisos de instalacion y desinstalacion de plugins, como el rol de
administrador de SnapCenter.

@ No es posible afiadir un servidor SnapCenter como host de plugins a otro servidor SnapCenter.

» Pasos*

1. En el panel de navegacion de la izquierda, haga clic en hosts.
2. Compruebe que la ficha Managed hosts esta seleccionada en la parte superior.
3. Haga clic en Agregar.

4. En la pagina hosts, realice las siguientes acciones:

Para este campo... Realice lo siguiente...

Tipo de host Seleccione Linux o AIX como tipo de host.

El servidor de SnapCenter afiade el host y, a
continuacion, instala el plugin para base de datos
de Oracle y el plugin para UNIX si los plugins no
estan todavia instalados en el host.
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Para este campo... Realice lo siguiente...

Nombre de host Introduzca el nombre de dominio completamente
cualificado (FQDN) o la direccién IP del host.

SnapCenter depende de una configuracion
adecuada del DNS. Por lo tanto, lo mas
recomendable es introducir el FQDN.

Puede introducir las direcciones IP o el FQDN de
uno de los siguientes:

* Host independiente

 Cualquier nodo en el entorno de Oracle Real
Application Clusters (RAC)

@ El nodo VIP o IP de
exploracion no es compatible

Si va a afadir un host mediante SnapCenter y
el host forma parte de un subdominio, debe
proporcionar el FQDN.

Credenciales Seleccione el nombre de credencial que ha
creado o cree nuevas credenciales.

Las credenciales deben tener derechos de
administrador en el host remoto. Para obtener
mas detalles, consulte la informacion acerca de
crear credenciales.

Puede ver los detalles sobre las credenciales
colocando el cursor sobre el nombre de las
credenciales que ha especificado.

El modo de autenticacion de las

@ credenciales se determina por el
tipo de host que especifique en el
asistente Add host.

5. En la seccion Select Plug-ins to Install, seleccione los plugins que desea instalar.

6. (Opcional) haga clic en mas opciones.
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Para este campo... Realice lo siguiente...

Puerto Conserve el numero de puerto predeterminado o
especifique el niumero de puerto.

El nimero de puerto predeterminado es 8145. Si
el servidor SnapCenter se instalé en un puerto
personalizado, ese numero de puerto se mostrara
como el puerto predeterminado.

Si ha instalado plugins
manualmente y ha especificado un
@ puerto personalizado, debe
especificar el mismo puerto. De lo
contrario, la operacion dara error.

Ruta de instalacion La ruta predeterminada es
/opt/NetApp/snapcenter.

Opcionalmente, puede personalizar la ruta.

Afada todos los hosts en Oracle RAC Seleccione esta casilla de comprobacion para
afnadir todos los nodos del cluster en un Oracle
RAC.

En una configuracion de Flex ASM, se agregaran
todos los nodos, independientemente de si se
trata de un nodo Hub o Leaf.

Omitir comprobaciones previas a la instalaciéon Seleccione esta casilla de comprobacion si ya ha
instalado los plugins manualmente y no desea
validar si el host cumple con los requisitos para la
instalacion del plugin.

7. Haga clic en Enviar.

Si no ha seleccionado la casilla de comprobacion Skip prechecks, el host se valida para comprobar si
cumple con los requisitos para la instalacion del plugin.

@ La secuencia de comandos comprobaciones previas no valida el estado del firewall del
puerto del plugin si se especifica en las reglas de rechazo del firewall.

Si no se cumplen los requisitos minimos, se muestran los mensajes de error o advertencia pertinentes.
Si el error esta relacionado con el espacio en disco o RAM, es posible actualizar el archivo web.config
ubicado en C:\Program Files\NetApp\SnapCenter WebApp para modificar los valores
predeterminados. Si el error esta relacionado con otros parametros, primero tendra que solucionar el
problema.

@ En una configuracién de alta disponibilidad, si actualiza el archivo web.config, debe
actualizar el archivo en ambos nodos.



8. Compruebe la huella y, a continuacion, haga clic en Confirmar y enviar.

En una configuracion de cluster, debe comprobar la huella de cada uno de los nodos del cluster.

@ SnapCenter no admite el algoritmo ECDSA.

@ La verificacion de huellas digitales es obligatoria aunque se haya afiadido anteriormente el
mismo host a SnapCenter y se haya confirmado la huella.

1. Supervise el progreso de la instalacion.

Los archivos de registro especificos de la instalacion estan en /custom_location/snapcenter/logs.

Después de terminar

Todas las bases de datos en el host se detectan automaticamente y se muestran en la pagina Resources. Si
no aparece nada, haga clic en Actualizar recursos.

Instale en varios hosts remotos mediante cmdlets

Debe utilizar el cmdlet de PowerShell Install-SmHostPackage para instalar el paquete de plugins de
SnapCenter para Linux o el paquete de plugins de SnapCenter para AlIX en varios hosts.

Lo que necesitara

Debe haber iniciado sesion en SnapCenter como usuario de dominio con derechos de administrador en cada
host en el que desee instalar el paquete de plugins.

» Pasos*

1. Inicie PowerShell.

2. En el host de SnapCenter Server, establezca una sesion mediante el cmdlet _Open-SmConnection vy,
a continuacion, introduzca sus credenciales.

3. Instale el paquete de plugins de SnapCenter para Linux o el paquete de plugins de SnapCenter para
AIX mediante el cmdlet Install-SmHostPackage y los parametros necesarios.

Puede utilizar la opcion -skipprecheck cuando ya haya instalado los plugins manualmente y no desee
validar si el host cumple los requisitos para instalar el plugin.

@ La secuencia de comandos comprobaciones previas no valida el estado del firewall del
puerto del plugin si se especifica en las reglas de rechazo del firewall.

1. Introduzca sus credenciales para la instalacién remota.

La informacion relativa a los parametros que se pueden utilizar con el cmdlet y sus descripciones se puede
obtener ejecutando Get-Help nombre_comando. Como alternativa, también puede consultar la "Guia de
referencia de cmdlets de SnapCenter Software".

Instale el paquete de plugins para Linux de forma interactiva

Puede instalar el paquete de plugins de SnapCenter para Linux de forma interactiva en un host Linux.
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Lo que necesitara

* Debe revisar los requisitos previos para instalar el paquete de plugins.

* Debe configurar la variable de entorno DISPLAY para especificar la direccion IP y el niumero de puerto del
host Linux en el que desea iniciar el asistente.

» Pasos*

1.

Descargue el paquete de plugins de SnapCenter para Linux desde la ubicacion de instalacion del
servidor SnapCenter.

La ruta de instalacion predeterminada es C:\ProgramData\NetApp\SnapCenter\Package Repository.
Es posible acceder a esta ruta desde el host en el que se ha instalado el servidor SnapCenter.

Copie el archivo de instalacion en el host en el que desea instalar el plugin.

3. Desde el simbolo del sistema, desplacese hasta el directorio en el que ha descargado el archivo de

instalacion y ejecutado: . /SnapCenter linux host plugin.bin -i swing

Siga las instrucciones que muestra el asistente para instalar el paquete de plugins.

5. Haga clic en Finalizar para completar la instalacion.

Instale en el host del cluster

Debe instalar el paquete de plugins de SnapCenter para Linux o el paquete de plugins de SnapCenter para
AlX en los dos nodos del host del cluster.

Cada uno de los nodos del host del cluster tiene dos IP. Una de las IP seré la IP publica de los nodos
correspondientes y la segunda IP sera la IP de cluster que se compartira entre ambos nodos.

» Pasos*

1.

Instale el paquete de plugins de SnapCenter para Linux o el paquete de plugins de SnapCenter para
AlX en los dos nodos del host del cluster.

. Valide que los valores correctos de los parametros SNAPCENTER _SERVER_HOST, SPL_PORT,

SNAPCENTER_SERVER_PORT y SPL_ENABLED_PLUGINS se especifiquen en el archivo
spl.properties ubicado en /var/opt/snapcenter/spl/etc/.

Si SPL_ENABLED_PLUGINS no se especifica en spl.properties, puede agregarla y asignar el valor
SCO,SCU.

. En el host de SnapCenter Server, establezca una sesion mediante el cmdlet _Open-SmConnection v,

a continuacion, introduzca sus credenciales.

. En cada uno de los nodos, establezca las IP preferidas del nodo mediante el comando Set-

PreferredHostIPsInStorageExportPolicy sccli y los parametros requeridos.

En el host del servidor SnapCenter, agregue una entrada para la IP del cluster y el nombre DNS
correspondiente en C:\Windows\System32\drivers\etc\hosts.

Anada el nodo al servidor SnapCenter mediante el cmdlet Add-SmHost especificando la IP del cluster
para el nombre de host.

Descubra la base de datos Oracle en el nodo 1 (suponiendo que la IP del cluster esté alojada en el nodo 1) y
cree una copia de seguridad de la base de datos. Si se produce una conmutacion por error, puede usar la
copia de seguridad creada en el nodo 1 para restaurar la base de datos en el nodo 2. También puede usar el
backup creado en el nodo 1 para crear un clon en el nodo 2.
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@ Habra volumenes, directorios y archivos de bloqueo obsoletos si se produce la conmutacién por
error mientras se ejecuta cualquier otra operacion de SnapCenter.

Instale el paquete de plugins para Linux en modo silencioso o modo de consola

Puede instalar el paquete de plugins de SnapCenter para Linux en el modo consola o en el modo silencioso
mediante la interfaz de la linea de comandos (CLlI).

Lo que necesitara

* Debe revisar los requisitos previos para instalar el paquete de plugins.
» Debe asegurarse de que la variable de entorno DISPLAY no esté configurada.

Si se establece la variable de entorno DISPLAY, se debe ejecutar unset DISPLAY vy, a continuacion,
intentar instalar manualmente el plugin.

Acerca de esta tarea

Debe proporcionar la informacién de instalacién necesaria mientras instala en el modo consola, mientras que
en la instalacion en modo silencioso no tiene que proporcionar ninguna informacion de instalacion.
» Pasos”
1. Descargue el paquete de plugins de SnapCenter para Linux desde la ubicacion de instalacion del

servidor SnapCenter.

La ruta de instalacion predeterminada es C:\ProgramData\NetApp\SnapCenter\PackageRepository. Es
posible acceder a esta ruta desde el host en el que se ha instalado el servidor SnapCenter.

2. Desde el simbolo del sistema, desplacese hasta el directorio en el que ha descargado el archivo de
instalacion.

3. En funcion del modo de instalacion que prefiera, lleve a cabo uno de los pasos siguientes.

Modo de instalacion Pasos

Modo de consola a. Ejecucion:

./SnapCenter linux host plugin.bin
-1 console

b. Siga las instrucciones en pantalla para
completar la instalacion.

Modo silencioso Ejecucion:

./SnapCenter linux host plugin.bin-i
silent-DPORT=8145-

DSERVER IP=SnapCenter Server FQDN-
DSERVER HTTPS PORT=SnapCenter Server
Port-

DUSER_INSTALL DIR==/opt/custom path
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4. Edite el archivo spl.properties ubicado en /var/opt/snapcenter/spl/etc/ para afiadir
SPL_ENABLED_PLUGINS=SCO,SCU y, a continuacion, reinicie el servicio de cargador de plugins de
SnapCenter.

La instalacion del paquete de plugins registra los plugins en el host y no en SnapCenter Server.
Para registrar los plugins de SnapCenter Server, debe afiadir el host mediante la interfaz grafica

@ de usuario de SnapCenter o el cmdlet de PowerShell. Al afiadir el host, seleccione “Ninguno”
como credencial. Una vez afiadido el host, los plugins instalados se detectan de forma
automatica.

Instale el paquete de plugins para AIX en modo silencioso

Puede instalar el paquete de plugins de SnapCenter para AlX en modo silencioso mediante la interfaz de linea
de comandos (CLI).

Lo que necesitara

* Debe revisar los requisitos previos para instalar el paquete de plugins.

* Debe asegurarse de que la variable de entorno DISPLAY no esté configurada.

Si se establece la variable de entorno DISPLAY, se debe ejecutar unset DISPLAY y, a continuacion,
intentar instalar manualmente el plugin.

* Pasos*

1. Descargue el paquete de plugins de SnapCenter para AIX desde la ubicacién de instalacion del
servidor SnapCenter.

La ruta de instalacion predeterminada es C:\ProgramData\NetApp\SnapCenter\PackageRepository. Es
posible acceder a esta ruta desde el host en el que se ha instalado el servidor SnapCenter.

2. Desde el simbolo del sistema, desplacese hasta el directorio en el que ha descargado el archivo de
instalacion.

3. Ejecucion

./snapcenter aix host plugin.bsx-i silent-DPORT=8145-

DSERVER TIP=SnapCenter Server FQDN-DSERVER HTTPS PORT=SnapCenter Server Port-
DUSER_INSTALL DIR==/opt/custom path-

DINSTALL LOG NAME=SnapCenter AIX Host Plug-in Install MANUAL.log-

DCHOSEN FEATURE LIST=CUSTOMDSPL USER=install user

4. Edite el archivo spl.properties ubicado en /var/opt/snapcenter/spl/etc/ para afiadir
SPL_ENABLED PLUGINS=SCO,SCU vy, a continuacion, reinicie el servicio de cargador de plugins de
SnapCenter.

La instalacion del paquete de plugins registra los plugins en el host y no en SnapCenter Server.
Para registrar los plugins de SnapCenter Server, debe afadir el host mediante la interfaz grafica

@ de usuario de SnapCenter o el cmdlet de PowerShell. Al anadir el host, seleccione “Ninguno”
como credencial. Una vez afiadido el host, los plugins instalados se detectan de forma
automatica.
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Supervise el estado de la instalacion

Puede supervisar el progreso de la instalacion del paquete de plugins de SnapCenter mediante la pagina
Jobs. Tal vez desee comprobar el progreso de la instalacion para determinar si esta completo o si hay algun
problema.

Acerca de esta tarea

Los siguientes iconos aparecen en la pagina Jobs e indican el estado de la operacion:

En curso
. Completado correctamente
« x Error

Completado con advertencias o no pudo iniciarse debido a advertencias
e % Encola
» Pasos*
1. En el panel de navegacion de la izquierda, haga clic en Monitor.
2. En la pagina Monitor, haga clic en trabajos.

3. En la pagina Jobs, para filtrar la lista de modo que so6lo se muestren las operaciones de instalacion del
plug-in, haga lo siguiente:

a. Haga clic en filtro.

b. Opcional: Indique las fechas de inicio y finalizacion.

(9]

. En el menu desplegable Tipo, seleccione instalaciéon Plug-in.
d. En el menu desplegable de estado, seleccione el estado de instalacion.
e. Haga clic en aplicar.
4. Seleccione el trabajo de instalacion y haga clic en Detalles para ver los detalles del trabajo.

5. En la pagina Detalles del trabajo, haga clic en Ver registros.

Configure el servicio de cargador de plugins de SnapCenter

El servicio de cargador de plugins de SnapCenter carga el paquete del plugin para Linux
o AlIX para interactuar con el servidor SnapCenter. El servicio de cargador de plugins de
SnapCenter se instala cuando lo hace el paquete de plugins de SnapCenter para Linux o
el paquete de plugins de SnapCenter para AlX.

Acerca de esta tarea
Después de instalar el paquete de plugins de SnapCenter para Linux o el paquete de plugins de SnapCenter
para AlX, el servicio de cargador de plugins de SnapCenter se inicia de forma automatica. Si el servicio de

cargador de plugins de SnapCenter no se inicia de forma automatica, tendra que:

» Asegurese de que no se haya eliminado el directorio donde esta funcionando el plugin

* Aumente el espacio de la memoria asignado a la maquina virtual Java

El archivo spl.properties, que se encuentra en /custom_location/NetApp/snapcenter/spl/etc/, contiene los
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parametros siguientes. Los valores predeterminados se asignan a estos parametros.

Nombre del parametro

NIVEL_REGISTRO

SPL_PROTOCOL

SNAPCENTER_SERVER_PROTOCOL

SKIP_JAVAHOME_UPDATE

SPL_KEYSTORE_PASS

SPL_PORT

SNAPCENTER_SERVER_HOST

SPL_KEYSTORE_RUTA

SNAPCENTER_SERVER_PORT
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Descripcion

Muestra los niveles de los registros que se admiten.

Los posibles valores son INFO, DEBUG, TRACE,
ERROR, FATAL, Y ADVIERTA.

Muestra el protocolo que admite el cargador del
plugin de SnapCenter.

Solo se admite el protocolo HTTPS. Puede agregar el
valor si falta el valor predeterminado.

Muestra el protocolo compatible con SnapCenter
Server.

Solo se admite el protocolo HTTPS. Puede agregar el
valor si falta el valor predeterminado.

De forma predeterminada, el servicio SPL detecta la
ruta de Java y el parametro update JAVA_HOME.

Por lo tanto, el valor predeterminado se establece en
FALSE. Puede establecer EN TRUE si desea

deshabilitar el comportamiento predeterminado y
corregir manualmente la ruta de acceso java.

Muestra la contrasefia del archivo keystore.

Puede cambiar este valor solo si cambia la
contrasefia o crea un nuevo archivo keystore.

Muestra el numero de puerto en el que se esta
ejecutando el cargador del plugin de SnapCenter.

Puede agregar el valor si falta el valor
predeterminado.

@ No debe cambiar el valor después de
instalar los plugins.

Muestra la direccion IP o el nombre de host del
servidor SnapCenter.

Muestra la ruta absoluta del archivo keystore.

Muestra el numero de puerto en el que se esta
ejecutando el servidor SnapCenter.



Nombre del parametro

LOGS_MAX_COUNT

JAVA_HOME

LOG_MAX_SIZE

RETAIN_LOGS_OF LAST_DAYS

ENABLE_CERTIFICATE_VALIDATION

Descripcion

Muestra el numero de archivos de registro del
cargador del plugin de SnapCenter que se conservan
en la carpeta /custom_location/snapcenter/spl/logs.

El valor predefinido se establece en 5000. Si la
cantidad es superior al valor especificado, se
conservan los 5000 ultimos archivos modificados. La
comprobacién del numero de archivos se realiza de
forma automatica cada 24 horas desde el momento
en que se inicia el servicio de cargador de plugins de
SnapCenter.

Si elimina manualmente el archivo

@ spl.properties, el nimero de archivos
que se desea conservar se establece
en 9999.

Muestra la ruta del directorio absoluto DE
JAVA HOME que se utiliza para iniciar el servicio
SPL.

Esta ruta se determina durante la instalacién y como
parte del SPL de inicio.

Muestra el tamafio maximo del archivo de registro de
trabajos.

Una vez alcanzado el tamafio maximo, el archivo de
registro se comprime y los registros se escriben en el
nuevo archivo de ese trabajo.

Muestra el nimero de dias hasta los que se
conservan los registros.

Muestra TRUE cuando la validacion de certificados
de CA esta habilitada para el host.

Puede habilitar o deshabilitar este parametro
editando la version spl.properties o bien mediante la
interfaz grafica de usuario o el cmdlet de SnapCenter.

Si cualquiera de estos parametros no se asignan al valor predeterminado, o si desea asignar o cambiar el
valor, puede modificar el archivo spl.properties. También puede verificar el archivo spl.properties y editarlo
para solucionar los problemas relacionados con los valores que se asignan a los parametros. Después de
modificar el archivo spl.properties, tendra que reiniciar el servicio de cargador de plugins de SnapCenter.

» Pasos*

1. Ejecute una de las siguientes acciones, segun sea necesario:
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= Inicie el servicio de cargador de plugins de SnapCenter como usuario raiz:

*/custom location/NetApp/snapcenter/spl/bin/spl start’
** Detenga el servicio de cargador de plugins de SnapCenter:

*/custom location/NetApp/snapcenter/spl/bin/spl stop’

Puede utilizar la opcion -force con el comando stop para detener el servicio de
cargador de plugins de SnapCenter enérgicamente. Sin embargo, debe ser
cauteloso antes de hacerlo, ya que también termina las operaciones existentes.

= Reinicie el servicio de cargador de plugins de SnapCenter:

"/custom location/NetApp/snapcenter/spl/bin/spl restart’
** Busque el estado del servicio de cargador de plugins de
SnapCenter:

‘/custom location/NetApp/snapcenter/spl/bin/spl status’
** Busque el cambio en el servicio de cargador de plugins de
SnapCenter:

"/custom location/NetApp/snapcenter/spl/bin/spl change’

Configure el certificado de CA con el servicio de cargador de plugins de
SnapCenter (SPL) en el host Linux

Debe gestionar la contrasefia del almacén de claves de SPL y su certificado, configurar
el certificado de CA, configurar los certificados raiz o intermedios para el almacén de
confianza de SPL y configurar la pareja de claves firmadas de CA para el almacén de
confianza de SPL con el servicio de cargador de plugins de SnapCenter para activar el
certificado digital instalado.

@ SPL utiliza el archivo 'keystore.jks', que se encuentra en ‘/var/opt/snapcenter/spl/etc’ tanto como
su almacén de confianza como su almacén de claves.

Gestione la contraseiia para el almacén de claves SPL y el alias de la pareja de claves firmada de CA
en uso

» Pasos*

1. Puede recuperar la contrasena predeterminada del almacén de claves del SPL desde el archivo de
propiedades del SPL.
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Es el valor correspondiente a la clave 'PL_KEYSTORE_PASS".

2. Cambie la contrasefia del almacén de claves:

keytool -storepasswd -keystore keystore.jks
Cambie la contrasefia para todos los alias de las entradas de clave
privada en el almacén de claves por la misma contrasefia utilizada

para el almacén de claves:

keytool -keypasswd -alias "<alias name>" -keystore keystore.jks

Actualice lo mismo para la clave SPL_KEYSTORE_PASS en el archivo spl.properties.1.

3. Reinicie el servicio después de cambiar la contrasefia.

@ La contrasefa para el almacén de claves SPL y para toda la contrasefia de alias asociada de la
clave privada debe ser la misma.
Configure los certificados intermedios o de raiz para el almacén de confianza SPL

Debe configurar los certificados intermedios o de raiz sin la clave privada en el almacén de confianza de SPL.

» Pasos*
1. Desplacese hasta la carpeta que contiene el almacén de claves SPL: /var/opt/snapcenter/spl/etc.
2. Busque el archivo 'keystore.jks'.

3. Enumere los certificados anadidos al almacén de claves:

keytool -list -v -keystore keystore.jks
Afiada un certificado raiz o intermedio:

keytool -import -trustcacerts -alias
<AliasNameForCerticateToBeImported> -file /<CertificatePath>
-keystore keystore.jks

Reinicie el servicio después de configurar los certificados raiz o
intermedios en el almacén de confianza de SPL.

(D Debe afiadir el certificado de CA raiz y luego los certificados de CA intermedios.

Configure la pareja de claves firmados de CA para el almacén de confianza SPL

Debe configurar la pareja de claves firmada de CA en el almacén de confianza del SPL.

» Pasos*
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1. Desplacese hasta la carpeta que contiene el almacén de claves /var/opt/snapcenter/spl/etc. de SPL
2. Busque el archivo 'keystore.jks'.

3. Enumere los certificados anadidos al almacén de claves:

keytool -list -v -keystore keystore.jks
Agregue el certificado de CA con clave puUblica y privada.

keytool -—-importkeystore -srckeystore <CertificatePathToImport>
-srcstoretype pkcsl2 -destkeystore keystore.jks -deststoretype JKS
Enumere los certificados afiadidos al almacén de claves.

keytool -list -v -keystore keystore.jks

Compruebe que el almacén de claves contiene el alias
correspondiente al nuevo certificado de CA, que se afiadidé al almacén
de claves.

Cambie la contrasefia de clave privada afiadida para el certificado
de CA a la contrasefia del almacén de claves.

La contrasefa predeterminada del almacén de claves SPL es el valor de la clave
SPL_KEYSTORE_PASS en el archivo spl.properties.

keytool -keypasswd -alias "<aliasNameOfAddedCertInKeystore>"
-keystore keystore.jks

Si el nombre del alias del certificado de CA es largo y contiene
espacio o caracteres especiales ("*",","), cambie el nombre del alias
por un nombre simple:

keytool -changealias -alias "<OrignalAliasName>" -destalias
"<NewAliasName>" -keystore keystore.jks

Configure el nombre de alias del almacén de claves ubicado en el
archivo spl.propertiesI.

Actualice este valor contra la clave SPL_CERTIFICATE_ALIAS.

4. Reinicie el servicio después de configurar el par de claves firmado de CA en el almacén de confianza
SPL.

Configurar la lista de revocacion de certificados (CRL) para SPL

Debe configurar la CRL para SPL

Acerca de esta tarea
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* SPL buscara los archivos CRL en un directorio preconfigurado.
« El directorio predeterminado para los archivos CRL de SPL es /var/opt/snapcenter/spl/etc/crl.
» Pasos®

1. Puede modificar y actualizar el directorio predeterminado del archivo spl.properties con respecto a la
CLAVE SPL_CRL_PATH.

2. Puede colocar mas de un archivo CRL en este directorio.

Los certificados entrantes se verificaran en cada CRL.

Habilite certificados de CA para plugins

Debe configurar los certificados de CA e implementar los certificados de CA en
SnapCenter Server y los hosts de plugin correspondientes. Debe habilitar la validacion
de certificado de CA para los plugins.

Lo que necesitara

* Es posible habilitar o deshabilitar los certificados de CA con el cmdlet run set-SmCeritificateSettings.

* Puede mostrar el estado del certificado de los plugins con el Get-SmCertificateSettings.
La informacion relativa a los parametros que se pueden utilizar con el cmdlet y sus descripciones se puede
obtener ejecutando Get-Help nombre_comando. Como alternativa, también puede consultar la "Guia de
referencia de cmdlets de SnapCenter Software".

» Pasos*

—_

. En el panel de navegacion de la izquierda, haga clic en hosts.
2. En la pagina hosts, haga clic en Managed hosts.

3. Seleccione uno o varios hosts de plugins.

4. Haga clic en mas opciones.
5

. Seleccione Activar validacion de certificados.
Después de terminar

El host de la pestafia Managed hosts muestra un candado y el color del candado indica el estado de la
conexion entre SnapCenter Server y el host del plugin.

. Indica que el certificado de CA no esta habilitado ni asignado al host del plugin.

* 5 Indica que el certificado de CA se ha validado correctamente.

* [ Indica que el certificado de CA no se ha podido validar.

* f indica que no se pudo recuperar la informacién de conexién.

@ Cuando el estado es amarillo o verde, las operaciones de proteccion de datos se completan
correctamente.
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Importe datos desde SnapManager para Oracle y ShapManager para SAP a
SnapCenter

Importar datos desde SnapManager para Oracle y SnapManager para SAP a
SnapCenter le permite continuar usando sus datos de las versiones anteriores.

Puede importar datos desde SnapManager para Oracle y SnapManager para SAP a SnapCenter ejecutando
la herramienta de importacién desde la interfaz de linea de comandos (CLI de host Linux).

La herramienta de importacion crea politicas y grupos de recursos en SnapCenter. Las politicas y los grupos
de recursos creados en SnapCenter se corresponden con los perfiles y las operaciones realizadas mediante
dichos perfiles en SnapManager para Oracle y SnapManager para SAP. La herramienta de importacion de
SnapCenter interactua con las bases de datos del repositorio de SnapManager para Oracle y SnapManager
para SAP, asi como la base de datos que desee importar.

* Recupera todos los perfiles, las programaciones y las operaciones realizadas mediante los perfiles.

» Crea una politica de backup de SnapCenter para cada operacion Unica y cada programacion adjunta a un
perfil.

» Crea un grupo de recursos para cada base de datos de destino.

Puede ejecutar la herramienta de importacion ejecutando el script sc-migrate ubicado en
/opt/NetApp/snapcenter/spl/bin. Al instalar el paquete de plugins de SnapCenter para Linux en el host de la
base de datos que desea importar, el script sc-migrate se copia en /opt/NetApp/snapcenter/spl/bin.

@ No es posible importar datos desde la interfaz grafica de usuario (GUI) de SnapCenter.

SnapCenter no es compatible con Data ONTAP operando en 7-Mode. Puede utilizar la 7-Mode Transition Tool
para migrar datos y configuraciones que se almacenan en un sistema que ejecuta Data ONTAP operando en
7-Mode a un sistema ONTAP.

Configuraciones compatibles para la importacion de datos

Antes de importar datos desde SnapManager 3.4.x para Oracle y SnapManager 3.4.x para SAP hacia
SnapCenter, debe tener en cuenta cuales son las configuraciones compatibles con el plugin de SnapCenter
para base de datos de Oracle.

Las configuraciones compatibles con el plugin de SnapCenter para base de datos de Oracle se enumeran en
la "Herramienta de matriz de interoperabilidad de NetApp".

Qué elementos se importan en SnapCenter

Es posible usar los perfiles para importar perfiles, programas y operaciones ejecutados.

De SnapManager para Oracle y SnapManager para A SnapCenter
SAP

Perfiles sin operaciones ni programas Se crea una politica con las opciones de tipo de
backup Online y de alcance de backup Full.
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De SnapManager para Oracle y SnapManager para A SnapCenter
SAP

Perfiles con una o mas operaciones Se crean multiples politicas de acuerdo con una
combinacioén unica de un perfil y las operaciones
ejecutadas por medio de ese perfil.

Las politicas que se crean en SnapCenter contienen
los detalles de retencién y de eliminacién de registros
de archivo que se recuperan del perfil y de las
operaciones correspondientes.

Configurar perfiles con Oracle Recovery Manager Las directivas se crean con la opcion Catalog
(RMAN) backup with Oracle Recovery Manager activada.

Si se utilizé la catalogacion externa de RMAN en
SnapManager, debe configurar los ajustes del
catalogo de RMAN en SnapCenter. Puede
seleccionar la credencial existente o crear una nueva
credencial.

Si se configur6 RMAN a través del archivo de control
en SnapManager, no sera necesario configurar
RMAN en SnapCenter.

Programa conectado a un perfil Se crea una politica especifica y exclusiva para el
programa.

Base de datos Se crea un grupo de recursos para cada base de
datos que se importa.

En una configuracién de Real Application Clusters
(RAC), el nodo en el que se ejecuta la herramienta de
importacién se convierte en el nodo preferido tras la
importacién y se crea el grupo de recursos para ese
nodo.

@ Cuando se importa un perfil, se crea una politica de verificacion junto con la politica de
backups.

Si se importan en SnapCenter los perfiles, las programaciones y cualquier operacion de SnapManager para
Oracle y SnapManager para SAP, también se importan los distintos valores de los parametros.
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Parametros y valores de
SnapManager para Oracle y
SnapManager para SAP

Parametros y valores de
SnapCenter

Alcance de backup Alcance de backup

e Lleno e Lleno
» SQL Server » SQL Server
* Registro * Registro

Modo de backup Tipo de backup

e Automatico e Enlinea

* Enlinea * Apagado sin conexion

» Sin conexion

Retencioén Retencioén

* Dias » Dias

* Recuentos * Recuentos

Eliminar para programaciones Eliminar para programaciones

* Todo * Todo

* Numero de cambio de sistema
(SCN)

* Fecha

* Registros creados antes de
horas y dias especificos

* Registros creados antes de
horas, dias, semanas y meses
especificos
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Notas

Si el modo de backup es Auto, la
herramienta de importacion verifica
cual era el estado de la base de
datos cuando se ejecutd la
operacion y define, segun
corresponda, el tipo de backup
como Online u Offline Shutdown.

SnapManager para Oracle y
SnapManager para SAP utiliza
tanto dias como numeros para
determinar la retencion.

En SnapCenter, hay dias O
recuentos. Por lo tanto, la retencién
se define con respecto a los dias,
porque se prefieren los dias antes
que los numeros en SnapManager
para Oracle y SnapManager para
SAP.

SnapCenter no admite la
eliminacion basada en SCN,
Fecha, semanas y meses.



Parametros y valores de Parametros y valores de Notas

SnapManager para Oracle y SnapCenter
SnapManager para SAP
Notificacion Notificacion Las notificaciones por correo
electronico se importan.
* Solo se envian mensajes de » Siempre

correo electrénico sobre Sin embargo, debe actualizar

* En caso de fallo

operaciones desarrolladas manualmente el servidor SMTP
correctamente * Advertencia con la interfaz grafica de usuario

. : de SnapCenter. El asunto del
Solo se envian mensajes de * Error P

correo electrénico esta en blanco

correo electronico sobre )
para que usted lo configure.

operaciones con errores

Se envian mensajes de correo
electronico sobre operaciones
desarrolladas correctamente y
operaciones con errores

Qué elementos no se importan en SnapCenter

La herramienta de importacion no importa todos los elementos en SnapCenter.

Los siguientes elementos no se pueden importar en SnapCenter:

Metadatos de backups
Backups parciales
Backups relacionados con Virtual Storage Console (VSC) y asignacién de dispositivos sin formato (RDM)

Roles o cualquier tipo de credenciales disponibles en el repositorio de SnapManager para SAP y
SnapManager para Oracle

Datos relacionados con operaciones de verificacion, restauracion y clonado

Eliminar para operaciones

Detalles de replicacion especificados en el perfil de SnapManager para Oracle y el perfil de SnapManager
para SAP

Después de la importacion, debe editar manualmente la politica correspondiente creada en SnapCenter
para incluir los detalles de la replicacion.

Informacion de backups catalogados

Prepare la importacion de datos

Antes de importar datos en SnapCenter, debe ejecutar determinadas tareas para ejecutar la operacion de
importacion con éxito.

Pasos*

1. Identifique la base de datos que desea importar.

2. Utilice SnapCenter para afiadir el host de la base de datos e instalar el paquete de plugins de
SnapCenter para Linux.
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3. Utilice SnapCenter para configurar las conexiones de las maquinas virtuales de almacenamiento
(SVM) que utilizan las bases de datos en el host.

4. En el panel de navegacion de la izquierda, haga clic en Recursos y, a continuacion, seleccione el
plugin adecuado en la lista.

5. En la pagina Resources, asegurese de que se determina y se muestra la base de datos que deba
importarse.

Cuando desee ejecutar la herramienta de importacion, la base de datos debera estar accesible o se
producira un error al crear el grupo de recursos.

Si la base de datos cuenta con credenciales configuradas, debera crear la credencial correspondiente en
SnapCenter, asignar la credencial a la base de datos y, después, ejecutar de nuevo el descubrimiento de
la base de datos. Si la base de datos se encuentra en Automatic Storage Management (ASM), debera
crear credenciales para la instancia de ASM y asignar la credencial a la base de datos.

1. Asegurese de que el usuario que ejecute la herramienta de importacion tenga derechos suficientes
para ejecutar SnapManager para Oracle o SnapManager para comandos de la CLI de SAP (como el
comando de suspender programaciones) desde SnapManager para Oracle o SnapManager para el
host de SAP.

2. Ejecute los siguientes comandos en el host de SnapManager para Oracle o SnapManager para SAP a
fin de suspender las programaciones:

a. Si desea suspender las programaciones en el host de SnapManager para Oracle, ejecute:

" smo credential set -repository -dbname repository database name -host
host name -port port number -login -username
user name for repository database

" smo profile sync -repository -dbname repository database name -host
host name -port port number -login -username
host user name for repository database

" smo credential set -profile -name profile name
(D Debe ejecutar el comando smo credential set para cada perfil del host.

b. Si desea suspender las programaciones en el host de ShapManager para SAP, ejecute:

" smsap credential set -repository -dbname repository database name
-host host name -port port number -login -username
user name_ for repository database

" smsap profile sync -repository -dbname repository database name -host
host name -port port number -login -username
host user name for repository database

" smsap credential set -profile -name profile name
(D Debe ejecutar el comando smsap credential set para cada perfil del host.

3. Asegurese de que se muestre un nombre de dominio completo (FQDN) del host de la base de datos
cuando ejecute hostname -f

Si no se muestra un FQDN, debe modificar /etc/hosts para indicar el FQDN del host.
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Importar datos

Puede importar datos ejecutando la herramienta de importacién desde el host de la base de datos.

Acerca de esta tarea

Las politicas de backup de SnapCenter que se crean después de importar tienen diferentes formatos de
nomenclatura:

* Las politicas creadas para los perfiles sin operaciones ni programaciones tienen el formato
SM_PROFILENAME_ONLINE_FULL_DEFAULT_MIGRATED.

Cuando no se realicen operaciones mediante un perfil, la politica correspondiente se creara con el tipo de
backup predeterminado como en linea y el ambito del backup como completo.

* Las politicas creadas para los perfiles con una o mas operaciones tienen el formato
SM_PROFILENAME_BACKUPMODE_BACKUPSCOPE_MIGRATED.

« Las politicas creadas para las programaciones adjuntas a los perfiles tienen el formato
SM_PROFILENAME_SMOSCHEDULENAME_BACKUPMODE_BACKUPSCOPE_MIGRATED.

» Pasos*

1.
2.

Inicie sesion en el host de la base de datos que desee importar.

Ejecute la herramienta de importacion ejecutando el script sc-migrate ubicado en
/opt/NetApp/snapcenter/spl/bin.

. Introduzca el nombre de usuario y la contrasefia del servidor SnapCenter.

Después de validar las credenciales, se establecera una conexion con SnapCenter.

. Especifique los detalles de la base de datos del repositorio de SnapManager para Oracle o

SnapManager para SAP.

La base de datos del repositorio incluye las bases de datos que estan disponibles en el host.

. Especifique los detalles de la base datos de destino.

Si desea importar toda la base de datos en el host, especifique all.

. Si desea generar un registro del sistema o enviar mensajes ASUP por operaciones con errores, tendra

que habilitarlos ejecutando los comandos Add-SmStorageConnection o Set-SmStorageConnection.

Si desea cancelar una operacién de importacion, ya sea al ejecutar la herramienta de

@ importaciéon o después de la importacion, debe eliminar manualmente las politicas de
SnapCenter, las credenciales y los grupos de recursos creados como parte de la
operacion de importacion.

Resultados

Las politicas de backup de SnapCenter se crean para perfiles, programaciones y operaciones realizadas
mediante los perfiles. Los grupos de recursos también se crean para cada base de datos de destino.

Después de importar los datos correctamente, las programaciones asociadas con la base de datos importada
se suspenden en SnapManager para Oracle y SnapManager para SAP.
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@ Después de importar, tiene que gestionar la base de datos importada o el sistema de archivos
usando SnapCenter.

Los registros de cada ejecucion de la herramienta de importacion se almacenan en el directorio
/var/opt/snapcenter/spl/logs con el nombre spl_migration_timestamp.log. Puede consultar este registro para
revisar los errores de importacion y solucionar sus problemas.

Instale el plugin de SnapCenter para VMware vSphere

Si la base de datos esta almacenada en maquinas virtuales (VM) o si desea proteger
maquinas virtuales y almacenes de datos, debe implementar el dispositivo virtual del
plugin de SnapCenter para VMware vSphere.

Para obtener informacién sobre la implementacion, consulte "Vision General de la implementacion”.

Implemente el certificado de CA

Para configurar el certificado de CA con el plugin de SnapCenter para VMware vSphere, consulte "Crear o
importar certificado SSL".

Configure el archivo CRL

El plugin de SnapCenter para VMware vSphere busca los archivos CRL en un directorio preconfigurado. El
directorio predeterminado de los archivos CRL del plugin SnapCenter para VMware vSphere es
/opt/netapp/config/crl.

Puede colocar mas de un archivo CRL en este directorio. Los certificados entrantes se verificaran en cada
CRL.

Preparar la proteccion de bases de datos de Oracle

Antes de ejecutar una operacion de proteccion de datos, como un backup, un clon o una
restauracion, debe definir una estrategia y configurar el entorno. También debe
configurar SnapCenter Server para que use las tecnologias SnapMirror y SnapVault.

Para aprovechar las ventajas de las tecnologias SnapVault y SnapMirror, debe configurar e inicializar una
relacion de proteccion de datos entre el volumen de origen y el volumen de destino en el dispositivo de
almacenamiento. Puede usar NetApp System Manager o la linea de comandos de la consola de
almacenamiento para ejecutar estas tareas.

Antes de usar el plugin para base de datos de Oracle, el administrador de SnapCenter debe instalar y
configurar el servidor de SnapCenter y llevar a cabo las tareas de los requisitos previos.
* Instalar y configurar SnapCenter Server. "Leer mas"

» Configure el entorno de SnapCenter afiadiendo conexiones con el sistema de almacenamiento. "Leer

mas

@ SnapCenter no admite varias SVM con el mismo nombre en clusteres diferentes. Cada
SVM registrada en SnapCenter con registro de SVM o de cluster debe ser uUnica.
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» Cree credenciales con el modo de autenticacion como Linux o AlX para el usuario de instalacioén. "Leer

mas
* Afada hosts, instale los plugins y detecte los recursos.

« Siva a utilizar SnapCenter Server para proteger las bases de datos de Oracle que residen en LUN o
VMDK de VMware RDM, debe implementar el plugin de SnapCenter para VMware vSphere y registrar el
plugin con SnapCenter.

* Instale Java en el host Linux o AIX.
Consulte "Requisitos del host Linux" 0. "Requisitos del host AIX" si quiere mas informacion.

» Debe configurar el tiempo de espera del firewall de la aplicacion con un valor de 3 horas o0 mas.

« Si tiene bases de datos de Oracle en entornos NFS, debe haber configurado al menos una LIF de datos
NFS para almacenamiento principal o secundario a fin de realizar operaciones de montaje, clonado,
verificacion y restauracion.

« Si tiene varias rutas de datos (LIF) o una configuracion de dNFS, puede realizar lo siguiente mediante la
CLI de SnapCenter en el host de la base de datos:

> De forma predeterminada, todas las direcciones IP del host de la base de datos se afiaden a la
directiva de exportacion de almacenamiento de NFS en la maquina virtual de almacenamiento (SVM)
para los volumenes clonados. Si desea contar con una direccion IP especifica o restringir a una subred
de direcciones IP, ejecute la CLI de Set-PreferredHostIPsInStorageExportPolicy.

o Si tiene varias LIF en la SVM, SnapCenter elije la ruta de LIF correspondiente para montar el volumen
clonado de NFS. No obstante, si desea especificar una determinada ruta de LIF, debe ejecutar la CLI
de Set-SvmPreferredDataPath. La guia de referencia de comandos tiene mas informacion.

« Si tiene bases de datos de Oracle en entornos SAN, asegurese de que el entorno SAN esté configurado
segun las recomendaciones mencionadas en las siguientes guias:

> "Configuracion del host recomendada para Linux Unified Host Utilities"
o "Uso de hosts Linux con almacenamiento de ONTAP"
o "Configuracion del host afectada por AIX Host Utilities"

» Si tiene bases de datos de Oracle en LVM en sistemas operativos Oracle Linux o RHEL, instale la version
mas reciente de Logical Volume Management (LVM).

« Si utiliza SnapManager para Oracle y desea migrar al plugin de SnapCenter para base de datos de
Oracle, puede migrar los perfiles a politicas y grupos de recursos de SnapCenter usando el comando sccli
sc-Migrate.

« Configure SnapMirror y SnapVault en ONTAP si quiere realizar una replicacion de backup

Para los usuarios de SnapCenter 4.1.1, la documentacion del plugin de SnapCenter para VMware vSphere
4.1.1 tiene informacion sobre la proteccion de las bases de datos y los sistemas de archivos virtualizados.
Para los usuarios de SnapCenter 4.2.x, la documentacion de NetApp Data Broker 1.0y 1.0.1 ofrece
informacion sobre la proteccion de bases de datos y sistemas de archivos virtualizados mediante el plugin de
SnapCenter para VMware vSphere que proporciona el dispositivo virtual de agente de datos de NetApp
basado en Linux (formato de dispositivo virtual abierto). Para los usuarios de SnapCenter 4.3.x, la
documentacion del plugin de SnapCenter para VMware vSphere 4.3 tiene informacion sobre la proteccion de
bases de datos y sistemas de archivos virtualizados mediante el dispositivo virtual del plugin de SnapCenter
para VMware vSphere basado en Linux (formato de dispositivo virtual abierto).

Mas informacion

» "Herramienta de matriz de interoperabilidad"
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* "Documentacion del plugin de SnapCenter para VMware vSphere"

* "Error en la operacién de proteccion de datos en un entorno no multivia en RHEL 7 y versiones
posteriores"

Realice backups de bases de datos de Oracle

Flujo de trabajo de backup

Es posible crear un backup de un recurso (base de datos) o un grupo de recursos. El
flujo de trabajo de backup incluye planificacion, identificacion de los recursos para el
backup, creacion de politicas de backup, creacion de grupos de recursos y vinculacion
de politicas, creacion de backups y supervision de las operaciones.

Los siguientes flujos de trabajo muestran la secuencia que debe seguirse para realizar la operacion de
backup:

Define backup strategy.

v

Review the requirements,

v

Determine whether the resources are
available for backup.

v

Create a backup policy.

!

If you have multiple resources, create a
resource group, attach policies, and
create an optional schedule.

-

Back up the resource or resource group.

v

Monitor the backup operation.

|

View related backups and clones in
Topology page.

Al crear un backup para bases de datos de Oracle, se crea un archivo de bloqueo operativo (.sm_lock_dbsid)
en el host de la base de datos de Oracle, en el directorio SORACLE_HOME/DBS, para evitar que se ejecuten
varias operaciones en la base de datos. Después de realizar el backup de la base de datos, se elimina
automaticamente el archivo de bloqueo operativo.
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Sin embargo, si la copia de seguridad anterior se completé con una advertencia, es posible que el archivo de
bloqueo operativo no se elimine y la proxima operacion de copia de seguridad entra en la cola de espera. Es
posible que finalmente se cancele si el archivo .sm_lock_dbsid no se elimina. En este caso, debe eliminar
manualmente el archivo de bloqueo operativo siguiendo estos pasos:

1. En la linea de comandos, desplacese hasta §ORACLE_HOME/DBS.

2. Elimine el bloqueo operativo:rm -rf .sm lock dbsid.

Definir una estrategia de backup para bases de datos de Oracle

Definir una estrategia de backup antes de crear las tareas de backup garantiza que se
cuente con todos los backups necesarios para restaurar o clonar correctamente las
bases de datos. La estrategia de backup queda determinada principalmente por el SLA,
el RTO y el RPO.

Un acuerdo de nivel de servicio define el nivel de servicio que se espera y aborda varios problemas vinculados
con el servicio, como su disponibilidad y rendimiento. El objetivo de tiempo de recuperacion es el plazo de
recuperacion después de una interrupcion del servicio. EI RPO define la estrategia respecto de la antigliedad
de los archivos que se deben recuperar del almacenamiento de backup para reanudar las operaciones
regulares después de un fallo. El acuerdo de nivel de servicio, el objetivo de tiempo de recuperaciéon y el RPO
ayudan a establecer una estrategia de proteccion de datos.

Configuraciones de bases de datos de Oracle para backups admitidas

SnapCenter admite el backup de diferentes configuraciones de bases de datos de Oracle.
* Oracle independiente
* Real Application Clusters (RAC) de Oracle
» Oracle Standalone Legacy

» Base de datos de contenedores independiente de Oracle (CDB)

» Oracle Data Guard en espera

Solo se pueden crear backups sin conexién montados de bases de datos en espera de Data Guard. No se
admiten el backup sin conexién apagado, el backup de solo registro de archivos y el backup completo.

* Oracle Active Data Guard en espera

Solo pueden crearse backups en linea de bases de datos en espera de Active Data Guard. No se admiten
el backup solo de registro de archivo y el backup completo.

Antes de crear un backup de una base de datos en espera de Data Guard o Active Data
Guard, se detiene el proceso de recuperacion gestionado (MRP) y, una vez que se crea el
backup, se inicia MRP.

* Gestion automatica del almacenamiento (ASM)
> ASM independiente y ASM RAC en disco de maquina virtual (VMDK)

Entre todos los métodos de restauracion compatibles con las bases de datos de Oracle,
@ solo se puede ejecutar la restauracion por conexion y copia de bases de datos de ASM
RAC en VMDK.
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> ASM independiente y ASM RAC en asignacion de dispositivos sin formato (RDM) es posible realizar
operaciones de backup, restauracion y clonado en bases de datos de Oracle en ASM, con o sin
ASMLib.

o Controlador de filtro de Oracle ASM (ASMFD)
@ No se admiten las operaciones de migracion de PDB y clonado de PDB.

o Oracle Flex ASM

Para obtener la informacidén mas reciente sobre las versiones de Oracle admitidas, consulte "Herramienta de
matriz de interoperabilidad de NetApp".

Tipos de backup compatibles con las bases de datos de Oracle

El tipo de backup especifica el tipo de backup que desea crear. SnapCenter admite los tipos backup en linea y
sin conexion para bases de datos de Oracle.

Backup en linea

Un backup que se crea cuando la base de datos esta en estado en linea se denomina backup en linea.
También denominado backup dinamico, un backup en linea permite crear un backup de la base de datos sin
apagarlo.

Como parte del backup en linea, es posible crear un backup de los siguientes archivos:

» Solo archivos de datos y archivos de control

» Solo archivos del registro de archivos (en este escenario, la base de datos no se coloca en modo de
backup)

» Base de datos completa, que incluye archivos de datos, archivos de control y archivos del registro de
archivos

Backup sin conexién

Un backup creado cuando la base de datos esta en estado montado o apagado se denomina backup sin
conexion. Este tipo de backup también se denomina backup en frio. Es posible incluir solo archivos de datos y
archivos de control en los backups sin conexion. Puede crear un backup sin conexion montado o apagado sin
conexion.

» Cuando se crea un backup sin conexion montado, la base de datos debe estar en estado montado.
Si esta en cualquier otro estado, la operacion de backup generara errores.
» Al crear un backup sin conexion apagado, la base de datos puede estar en cualquier estado.

El estado de la base de datos se modifica para alcanzar el estado deseado y poder crear el backup.
Después de crear el backup, el estado de la base de datos se revierte a su estado original.

Coémo detecta SnapCenter las bases de datos de Oracle

"Resources" son las bases de datos de Oracle en el host que mantiene SnapCenter. Es posible afadir estas
bases de datos a grupos de recursos para realizar operaciones de proteccion de datos después de detectar
las bases de datos disponibles. Debe tener en cuenta el proceso que sigue SnapCenter para detectar
diferentes tipos y versiones de las bases de datos de Oracle.
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Para las versiones de Oracle 11g a 12cR1

Base de datos RAC: Las bases de datos RAC se
detectan solo sobre la base de entradas /etc/oratab.

Deben tener las entradas de la base de datos en el
archivo /etc/oratab.

Standalone: Las bases de datos independientes se
detectan solo sobre la base de entradas /etc/oratab.

Deben tener las entradas de la base de datos en el
archivo /etc/oratab.

ASM: La entrada de instancia ASM deberia estar
disponible en el archivo /etc/oratab.

Para las versiones de Oracle 12cR2 a 18¢c_

Base de datos RAC: Las bases de datos RAC se
detectan con el comando srvctl config.

Standalone: Las bases de datos independientes se
detectan segun las entradas del archivo /etc/oratab y
la salida del comando srvctl config.

ASM: No es necesario que la entrada de instancia
ASM esté en el archivo /etc/oratab.
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Para las versiones de Oracle 11g a 12cR1

RAC One Node: Las bases de datos RAC One Node
se detectan sdlo sobre la base de entradas
/etc/oratab.

Las bases de datos deben estar en el estado
nomount, Mount o open. Deben tener las entradas de
la base de datos en el archivo /etc/oratab.

El estado de la base de datos de RAC One Node se
marcara como cambiado de nombre o se eliminara si
la base de datos ya se detecta y los backups se
asocian a la base de datos.

Si se reubica la base de datos, debe realizar los
siguientes pasos:

1. Aidada manualmente la entrada de la base de
datos reubicada en el archivo /etc/oratab en el
nodo RAC con error.

2. Actualice manualmente los recursos.

3. Seleccione la base de datos RAC One Node de la
pagina de recursos Yy, a continuacion, haga clic en
Configuracion de base de datos.

4. Configure la base de datos para establecer los
nodos de cluster preferidos en el nodo de RAC
que aloja actualmente la base de datos.

5. Ejecute las operaciones de SnapCenter.

Si se recolocé una base de datos de
un nodo a otro y si la entrada oratab
del nodo anterior no se elimina, se
debe eliminar manualmente la entrada
oratab para evitar que la misma base
de datos se muestre dos veces.

®

Para las versiones de Oracle 12cR2 a 18¢c_

RAC One Node: Las bases de datos RAC One Node
se detectan soélo con el comando srvctl config .

Las bases de datos deben estar en el estado
nomount, Mount o open. El estado de la base de
datos de RAC One Node se marcara como cambiado
de nombre o se eliminara si la base de datos ya se
detecta y los backups se asocian a la base de datos.

Si se reubica la base de datos, debe realizar los
siguientes pasos:

1. Actualice manualmente los recursos.

2. Seleccione la base de datos RAC One Node en la
pagina de recursos y, a continuacion, haga clic en
Configuracion de base de datos.

3. Configure la base de datos para establecer los
nodos de cluster preferidos en el nodo de RAC
que aloja actualmente la base de datos.

4. Ejecute las operaciones de SnapCenter.

Si hay alguna entrada de base de datos de Oracle 12cR2 y 18c¢ en el archivo /etc/oratab y la

®

misma base de datos se registra con el comando srvctl config, SnapCenter eliminara las
entradas de base de datos duplicadas. Si hay entradas obsoletas de la base de datos, la base

de datos se descubrira, pero no se podra acceder a la base de datos y el estado sera sin

conexion.

Nodos preferidos en la configuracion de RAC

En una configuracion de Real Application Clusters (RAC) de Oracle, es posible especificar los nodos
preferidos para ejecutar la operacion de backup. Si no se especifica un nodo preferido, SnapCenter asigna
automaticamente un nodo como preferido y lo usa para crear el backup.

Los nodos preferidos pueden ser uno o varios de los nodos del cluster donde se encuentran las instancias de
la base de datos de RAC. La operacion de backup se activa unicamente en esos nodos preferidos en el orden
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de preferencia indicado.

Ejemplo: La base de datos de RAC cdbrac tiene tres instancias: Cdbrac1 en el nodo 1, cdbrac2 en el nodo 2y
cdbrac3 en el nodo 3. Las instancias 1y 2 estan configuradas como preferidos, con el nodo 2 en el primer
lugar de preferencia y el nodo 1 en el segundo. Cuando se ejecuta una operacién de backup, primero se
intenta en el nodo 2, ya que es el primero en preferencia. Si el nodo 2 no tiene un estado adecuado para el
backup, lo cual puede deberse a diversos motivos, por ejemplo, que el agente del plugin no esté en ejecucion
en el host, la instancia de la base de datos del host no tiene el estado requerido para el tipo de backup
especificado, O la instancia de base de datos del nodo 2 en una configuracion de FlexASM no sirve a la
instancia de ASM local; luego se intenta ejecutar la operacion en el nodo 1. El nodo 3 no se usara para el
backup, ya que no es parte de la lista de nodos preferidos.

En una configuracion de Flex ASM, los nodos de hoja no se mostraran como nodos preferidos si la
cardinalidad es inferior al nUmero de nodos del cluster de RAC. Si hay algun cambio en las funciones del nodo
del cluster de ASM de Flex, debe detectar manualmente para que se actualicen los nodos preferidos.

Estado de la base de datos necesario

Las instancias de base de datos de RAC de los nodos preferidos deben tener el estado necesario para que el
backup se ejecute correctamente:

* Una de las instancias de base de datos de RAC de los nodos preferidos configurados debe tener el estado
abierto para que se pueda crear un backup en linea.

» Una de las instancias de base de datos de RAC de los nodos preferidos configurados debe tener el estado
de montaje y las demas instancias, incluidos los demas nodos preferidos, deben tener el estado de
montaje o un valor inferior para crear un backup de montaje sin conexion.

« Las instancias de base de datos de RAC pueden tener cualquier estado, pero es necesario especificar los
nodos preferidos para poder crear un backup de apagado sin conexion.

Como catalogar backups con Oracle Recovery Manager

Es posible catalogar los backups de bases de datos de Oracle con Oracle RMAN para almacenar la
informacién de backups en el repositorio de Oracle RMAN.

Posteriormente, se pueden utilizar los backups catalogados para operaciones de restauracion a nivel de
bloque o de recuperacion de un momento especifico en el espacio de tabla. Cuando no se necesitan estos
backups catalogados, es posible quitar la informacion de catalogo.

La base de datos debe estar en un estado montado o superior para la catalogacion. Es posible realizar la
catalogacion en backups de datos, backups de registros de archivo y backups completos. Si se habilita la
catalogacion para un backup de un grupo de recursos que contiene varias bases de datos, se realiza la
catalogacion en cada base de datos. Para las bases de datos de Oracle RAC, la catalogacion se realiza en el
nodo preferido donde la base de datos se encuentra al menos en estado montado.

Si desea catalogar backups de una base de datos de RAC, asegurese de que no exista otro
trabajo en ejecucion para esa base de datos. Si existe otro trabajo en ejecucion, la operacion de
catalogacién genera un error se interrumpe tras generar un error y no se colocar en cola.

De forma predeterminada, se utiliza el archivo de control de la base de datos de destino para la catalogacion.
Si desea anadir una base de datos de catalogo externo, puede especificar la credencial y el nombre de
sustrato de red transparente (TNS) para el catalogo externo en el asistente Database Settings de la interfaz
grafica de usuario (GUI) de SnapCenter para configurar esa base de datos. También es posible ejecutar el
comando Configure-SmOracleDatabase con las opciones -OracleRmanCatalogCredentialName y
-OracleRmanCatalogTnsName para configurar la base de datos de catalogo externo desde la interfaz de linea
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de comandos.

Si habilité la opcién de catalogacién durante la creacidon de una politica de backup de Oracle desde la interfaz
grafica de usuario de SnapCenter, los backups se catalogan mediante Oracle RMAN como parte de la
operacion de backup. También puede ejecutar el comando Catalog-SmBackupWithOracleRMAN para realizar
una catalogacion diferida de backups. Después de catalogar los backups, puede ejecutar el comando Get-
SmBackupDetails para obtener la informacion de backups catalogados, como las ubicaciones de los registros
de archivo, la etiqueta para los archivos de datos catalogados y la ruta de catalogo para el archivo de control.

Si el nombre del grupo de discos de ASM contiene 16 caracteres o mas, en SnapCenter 3.0, el formato de
nomenclatura que se utiliza para el backup es SC_HASHCODEofDISKGROUP_DBSID BACKUPID. Sin
embargo, si el nombre del grupo de discos tiene menos de 16 caracteres, el formato de nomenclatura utilizado
para la copia de seguridad es DISKGROUPNAME_DBSID BACKUPID, que es el mismo formato utilizado en
SnapCenter 2.0.

@ HASHCODEOofDISKGROUP es un numero generado automaticamente (de 2 a 10 digitos) que
es exclusivo de cada grupo de discos de ASM.

Es posible realizar verificaciones cruzadas para actualizar la informacién obsoleta en el repositorio de RMAN
sobre los backups con registros de repositorio que no coinciden con su estado fisico. Por ejemplo, si un
usuario quita registros archivados del disco con un comando del sistema operativo, se seguira indicando en el
archivo de control que los registros estan en el disco, cuando realmente no lo estan. La operacion de
verificacion cruzada permite actualizar el archivo de control con la informacion. Para habilitar la verificacion
cruzada, puede ejecutar el comando Set-SmConfigSettings y asignar el valor TRUE al parametro
ENABLE_CROSSCHECK. De forma predeterminada, el valor se establece en FALSE.

sccli Set-SmConfigSettings-ConfigSettingsTypePlugin-PluginCodeSCO-ConfigSettings
"KEY=ENABLE CROSSCHECK, VALUE=TRUE"

Para quitar la informacion de catalogo, puede ejecutar el comando Uncatalog-SmBackupWithOracleRMAN.
No se puede quitar la informacion de catalogo mediante la interfaz grafica de usuario de SnapCenter. Sin
embargo, la informacion de un backup catalogado se quita mientras se elimina el backup o mientras se
eliminan la retencién y el grupo de recursos asociado a ese backup catalogado.

Cuando se fuerza la eliminacion de un host de SnapCenter, no se quita la informacion de los
backups catalogados asociados a ese host. Es necesario quitar la informacién de todos los
backups catalogados de ese host para poder forzar la eliminacion del host.

Si se produce un error de catalogacion y descatalogacion porque el tiempo de la operacion superé el valor
especificado de tiempo de espera en el parametro ORACLE_PLUGIN_RMAN_CATALOG_TIMEOUT, debe
modificar el valor del parametro ejecutando el siguiente comando:

/opt/Netapp/snapcenter/spl/bin/sccli Set-SmConfigSettings-ConfigSettingsType
Plugin -PluginCode SCO-ConfigSettings
"KEY=ORACLE PLUGIN RMAN CATALOG TIMEOUT,VALUE=user defined value"

Después de modificar el valor del parametro, reinicie SnapCenter el servicio del SPL con el siguiente
comando:

/opt/NetApp/snapcenter/spl/bin/spl restart
La informacion relativa a los parametros que se pueden utilizar con el comando y sus descripciones se puede

obtener ejecutando Get-Help nombre_comando. Como alternativa, también puede consultar la "Guia de
referencia de comandos del software SnapCenter".
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Programaciones de backup

La frecuencia de los backups (tipo de programacion) se especifica en las politicas; la programacion de los
backups se especifica en la configuracion del grupo de recursos. El factor mas critico para determinar la
frecuencia o la programacion de los backups es la tasa de cambio del recurso y la importancia de los datos.
Puede ser recomendable realizar el backup de un recurso muy utilizado una vez por hora, mientras que, en el
caso de un recurso de poco uso, es suficiente hacerlo una vez por dia. Otros factores son la importancia del
recurso para la organizacion, el SLAy el RPO.

Un acuerdo de nivel de servicio define el nivel de servicio que se espera y aborda varios problemas vinculados
con el servicio, como su disponibilidad y rendimiento. EI RPO define la estrategia respecto de la antigliedad de
los archivos que se deben recuperar del almacenamiento de backup para reanudar las operaciones regulares
después de un fallo. EI SLA 'y el RPO contribuyen a la estrategia de proteccion de datos.

Incluso en el caso de un recurso utilizado intensivamente, no existe el requisito de ejecutar un backup
completo mas de una o dos veces al dia. Por ejemplo, es posible que sea suficiente realizar backups
regulares de registros de transacciones para garantizar los backups necesarios Cuanto mayor sea la
frecuencia con que realiza backups de las bases de datos, menos registros de transacciones debera utilizar
SnapCenter en el momento de la restauracion, lo que puede dar como resultado operaciones mas rapidas.

Las programaciones de backup estan compuestas por dos partes:
* Frecuencia de backup

La frecuencia de los backups (cada cuanto tiempo deben realizarse los backups), denominada schedule
type para algunos plugins, forma parte de la configuracion de una politica. Se puede seleccionar una
frecuencia de backups por hora, por dia, por semana o por mes para la politica. Si no selecciona ninguna
de estas frecuencias, la politica creada es de solo bajo demanda. Puede acceder a las directivas haciendo
clic en Configuracioén > Directivas.

* Programaciones de backup
Las programaciones de los backups (el momento exacto en que se realizan los backups) forman parte de
una configuracién de grupo de recursos. Por ejemplo, si tiene un grupo de recursos que posee una politica
configurada para backups semanales, quizas sea conveniente configurar la programacién para que realice

backups todos los jueves a las 00:10. Puede acceder a los programas de grupos de recursos haciendo clic
en Recursos > grupos de recursos.

Convenciones de nomenclatura de backups

Es posible usar la convencion de nomenclatura de copia Snapshot predeterminada o usar una convencion de
nomenclatura personalizada. La convencion de nomenclatura de backups predeterminada afnade la fecha/hora
a los nombres de las copias de Snapshot, lo cual ayuda a identificar cuando se crearon las copias.

La copia Snapshot usa la siguiente convencion de nomenclatura predeterminada:
resourcegroupname hostname timestamp

Es necesario asignar un nombre a los grupos de recursos de backup de forma légica, como en el ejemplo

siguiente:

dtsl machlx88 03-12-2015 23.17.26
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En este ejemplo, los elementos de la sintaxis tienen los siguientes significados:

* dts1 es el nombre del grupo de recursos.

* mach1x88 es el nombre de host.

* 03-12-2015_23.17.26 es la fecha y la marca de hora.
Como alternativa, puede especificar el formato de nombre de la copia Snapshot mientras protege los recursos
o grupos de recursos seleccionando usar formato de nombre personalizado para copia Snapshot. Por

ejemplo, customtext_resourcegroup_policy_hostname o resourcegroup_hostname. De forma predeterminada,
se afiade el sufijo de fecha y hora al nombre de la copia de Snapshot.

Opciones de retencion de backups

Es posible elegir la cantidad de dias durante los cuales se retendran las copias de backup o especificar la
cantidad de copias de backup que se desean retener, con un maximo de 255 copias en ONTAP. Por ejemplo,
una organizacion puede necesitar retener 10 dias de copias de backup o 130 copias de backup.

Al crear una politica, es posible especificar las opciones de retencion para cada tipo y programacion de
backup.

Si se configura la replicacion de SnapMirror, la politica de retencion se refleja en el volumen de destino.

SnapCenter elimina los backups previos que tengan etiquetas de retencion que coincidan con el tipo de
programacion. Si se modifica el tipo de programacion para el recurso o el grupo de recursos, los backups con
la etiqueta del tipo de programacion anterior podrian conservarse en el sistema.

@ Para la retencion a largo plazo de copias de backup, es conveniente usar el backup de
SnapVault.
Verifique la copia de backup con un volumen de almacenamiento primario o secundario

Es posible verificar las copias de backups en el volumen de almacenamiento principal o en el volumen de
almacenamiento secundario de SnapMirror y SnapVault. La verificacion con un volumen de almacenamiento
secundario reduce la carga para el volumen de almacenamiento principal.

Cuando se verifica un backup que se encuentra en el volumen de almacenamiento primario o secundario,
todas las copias de Snapshot primarias y secundarias se marcan como verificadas.

Se necesita una licencia de SnapRestore para verificar copias de backup en un volumen de almacenamiento
secundario de SnapMirror o SnapVault.

Determinar si las bases de datos de Oracle estan disponibles para backup

Los recursos son bases de datos de Oracle en el host gestionado por SnapCenter. Es
posible afadir estas bases de datos a grupos de recursos para realizar operaciones de
proteccion de datos después de detectar las bases de datos disponibles.

Lo que necesitara

* Debe haber completado ciertas tareas, como instalar el servidor SnapCenter, afadir hosts, crear
conexiones con el sistema de almacenamiento y afiadir credenciales.

* Si las bases de datos residen en un disco de maquina virtual (VMDK) o una asignacion de dispositivo sin
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formato (RDM), es necesario implementar el plugin de SnapCenter para VMware vSphere y registrar el
plugin con SnapCenter.

Para obtener mas informacion, consulte "Ponga en marcha el plugin de SnapCenter para VMware
vSphere".

« Si las bases de datos residen en un sistema de archivos VMDK, debe haber iniciado sesién en vCenter y
navegado hasta VM options > Advanced > Edit Configuration para configurar el valor de
disk.enableUUID en true para la maquina virtual.

» Debe haber revisado el proceso que sigue SnapCenter para detectar diferentes tipos y versiones de las
bases de datos de Oracle.

Acerca de esta tarea

Después de instalar el plugin, todas las bases de datos en ese host se detectan de forma automatica y se
muestran en la pagina Resources.

Las bases de datos deben estar en estado montado o superior para que la deteccién de la base de datos sea
exitosa. En un entorno Oracle RAC, la instancia de la base de datos de RAC en el host donde se realiza la
deteccion, debe estar en estado montado o superior para que la deteccidn de la instancia de la base de datos
sea exitosa. Solo las bases de datos que se detecten exitosamente pueden afiadirse a los grupos de recursos.

Si elimind una base de datos de Oracle en el host, el servidor de SnapCenter no tendra conocimiento y
enumerara la base de datos eliminada. Debe actualizar manualmente los recursos para actualizar la lista de
recursos de SnapCenter.

» Pasos*

1. En el panel de navegacion de la izquierda, haga clic en Recursos y, a continuacion, seleccione el
plugin adecuado en la lista.

2. En la pagina Resources, seleccione Database en la lista View.

Haga clic en ﬂy, a continuacion, seleccione el nombre de host y el tipo de base de datos para filtrar
los recursos. A continuacion, haga clic en el ﬂ para cerrar el panel de filtros.

3. Haga clic en Actualizar recursos.

En un escenario de RAC One Node, la base de datos se detecta como la base de datos de RAC en el
nodo en el que esta alojado actualmente.

Resultados

Las bases de datos se muestran junto con informacién como el tipo de base de datos, el nombre del cllster o
host, las politicas y los grupos de recursos asociados, y el estado.

» Si la base de datos esta en un sistema de almacenamiento de terceros, la interfaz de usuario muestra el
mensaje Not available for backup en la columna Overall Status.

No es posible realizar operaciones de proteccion de datos en una base de datos que esta en un sistema
de almacenamiento de terceros.

 Si la base de datos esta en un sistema de almacenamiento de NetApp y no esta protegida, la interfaz de
usuario muestra un mensaje Not protected en la columna Overall Status.

+ Si la base de datos esta en un sistema de almacenamiento de NetApp y esta protegida, la interfaz de
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usuario muestra un mensaje Available for backup en la columna Overall Status.

Si habilitd una autenticacion de base de datos de Oracle, se muestra un icono de candado rojo

@ en la vista de recursos. Es necesario configurar las credenciales de la base de datos para poder
proteger la base de datos, o bien afiadirla al grupo de recursos para realizar operaciones de
proteccion de datos.

Crear politicas de backup para bases de datos de Oracle

Antes de usar SnapCenter para realizar backups de recursos de base de datos de
Oracle, debe crear una politica de backup para el recurso o el grupo de recursos que se
respaltendra. Una politica de backup es un conjunto de reglas que rigen como gestionar,
programar y retener backups. También puede especificar la configuracion de replicacion,
script y tipo de backup. Crear una politica permite ahorrar tiempo cuando se desea volver
a utilizar esa politica en otro recurso o grupo de recursos.

Lo que necesitara

* Debe tener definida una estrategia de backup.

* En el marco de los preparativos para la proteccién de datos, completod tareas como instalar SnapCenter,
afiadir hosts, detectar bases de datos y crear conexiones del sistema de almacenamiento.

 Si desea replicar copias de Snapshot en un almacenamiento secundario con SnapMirror o SnapVault, el
administrador de SnapCenter debe haberle asignado las SVM de los volumenes de origen y de destino.

* Pasos*

1. En el panel de navegacion de la izquierda, haga clic en Configuracion.
En la pagina Configuracion, haga clic en Directivas.

Seleccione Oracle Database en la lista desplegable.

Haga clic en Nuevo.

En la pagina Name, escriba el nombre de la politica y una descripcion.

© o > w0 Db

En la pagina Backup Type, realice los siguientes pasos:
= Si desea crear una copia de seguridad en linea, seleccione copia de seguridad en linea.

Debe especificar si desea realizar un backup de todos los archivos de datos, los archivos de
control y los archivos de registro de archivos, solo de los archivos de datos y los archivos de
control, o solo de los archivos de registro de archivos.

= Si desea crear una copia de seguridad sin conexién, seleccione copia de seguridad sin
conexion y, a continuacion, seleccione una de las siguientes opciones:

= Si desea crear una copia de seguridad sin conexion cuando la base de datos esta en estado
montado, seleccione Mount.

= Si desea crear una copia de seguridad de apagado sin conexion cambiando el estado de la
base de datos a apagado, seleccione Apagar.

Si tiene bases de datos conectables (PDB) y desea guardar el estado de las PDB antes de
crear el backup, debe seleccionar Guardar estado de PDB. Esto permite que las PDB
regresen a su estado original después de la creacion del backup.
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= Especifique la frecuencia de programacion seleccionando a peticion, hora, Diario, Semanal o
Mensual.

Es posible especificar la programacion (fecha de inicio y fecha de finalizacién) para
la operacién de backup mientras se crea un grupo de recursos. De este modo,

@ puede crear grupos de recursos que compartan la misma politica y la misma
frecuencia de backup, pero también asignar diferentes programaciones de backup a
cada politica.

@ Si ha programado para las 2:00 a.m., la programacion no se activara durante el
horario de verano.

= Si desea catalogar la copia de seguridad con Oracle Recovery Manager (RMAN), seleccione
Catalog backup with Oracle Recovery Manager (RMAN).

Puede realizar una catalogacion diferida de un backup a la vez con la interfaz grafica de usuario o
con el comando Catalog-SmBackupWithOracleRMAN de la CLI de SnapCenter.

Si desea catalogar backups de una base de datos de RAC, asegurese de que no

@ exista otro trabajo en ejecucion para esa base de datos. Si existe otro trabajo en
ejecucion, la operacion de catalogacion genera un error se interrumpe tras generar
un error y no se colocar en cola.

= Si desea reducir los registros de archivos después de la copia de seguridad, seleccione Prune
archive logs after backup.

@ Se omitira la eliminacién de registros de archivo desde el destino del registro de
archivos que no esté configurado en la base de datos.

Si esta utilizando Oracle Standard Edition, puede utilizar los parametros
LOG_ARCHIVE_DEST y LOG_ARCHIVE_DUPLEX_ DEST al realizar una copia de
seguridad del registro de archivos.

= Puede eliminar los registros de archivos unicamente si selecciond los archivos de registro de
archivos como parte del backup.

Debe asegurarse de que todos los nodos en el entorno RAC puedan acceder a
todas las ubicaciones del registro de archivos para que la operacion de eliminacion
se complete correctamente.

Si desea... Realice lo siguiente...

Elimine todos los registros de archivos Seleccione Eliminar todos los registros de
archivo.

Elimine los registros de archivos antiguos Seleccione Eliminar registros de archivo de

mas de y, a continuacion, especifique la
antigliedad de los registros de archivo que se
eliminaran en dias y horas.
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Si desea...

Elimine los registros de archivos en todos los
destinos

Eliminar los registros de archivos de los destinos
de registro que forman parte del backup

B prune archive logs after backup

Prune log retention setting

O Delete all archive logs

Realice lo siguiente...

Seleccione Eliminar registros de archivo de
todos los destinos.

Seleccione Eliminar registros de archivo de los
destinos que forman parte de copia de
seguridad.

® Delete archive logs older than | 7 days | O hours
Prune log destination setting
[0 Deiete archive logs from all the destinations

+ ®) Dealete archive logs from the destinations which are part of backup

7. En la pagina Retention, especifique la configuracion de retencion para el tipo de backup y el tipo de
programacion seleccionados en la pagina Backup Type:

Si desea...

Realice lo siguiente...



Conservar una cierta cantidad de copias de
Snapshot

Conserve las copias de Snapshot por una cierta
cantidad de dias

®

Para este campo...

Actualizar SnapMirror tras crear una copia
Snapshot local

Actualizar SnapVault después de crear una copia
Snapshot local

Seleccione total Snapshot copies to keep y, a
continuacion, especifique el numero de copias
Snapshot que desea conservar.

Si la cantidad de copias de Snapshot supera el
numero especificado, las copias se eliminan
empezando por las mas antiguas.

El valor de retencién maximo es
1018 para recursos en ONTAP 9.4
0 posterior, y 254 para recursos en
ONTAP 9.3 o anterior. Se producira
un error en los backups si la
retencion se establece en un valor
superior a la version de ONTAP
subyacente.

®

Debe establecer el numero de
retencién en 2 o un valor mas alto
si tiene pensado habilitar la
replicacion de SnapVault. Si
establece el numero de retencion
en 1, la operacién puede generar
un error, ya que la primera copia de
Snapshot es la de referencia para
la relacion de SnapVault hasta que
se replica una nueva copia de
Snapshot en el destino.

Seleccione mantener copias Snapshot para y,
continuacion, especifique el numero de dias
durante los que desea conservar las copias
Snapshot antes de eliminarlas.

Puede retener los backups de registros de archivos unicamente si selecciond los
archivos de registro de archivos como parte del backup.

8. En la pagina Replication, especifique la configuracion de replicacion:

Realice lo siguiente...

Seleccione este campo para crear copias
reflejadas de los conjuntos de backup en otro
volumen (replicacion de SnapMirror).

Seleccione esta opcidn para realizar una
replicacion de backup disco a disco (backups de
SnapVault).

a
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Para este campo... Realice lo siguiente...

Etiqueta de la politica secundaria Seleccione una etiqueta de Snapshot.

Segun la etiqueta de copia de Snapshot que
seleccione, ONTAP aplicara la politica de
retencion de copias de Snapshot secundarias que
corresponda a esa etiqueta.

Si ha seleccionado Actualizar
SnapMirror después de crear
una copia Snapshot local, puede
especificar opcionalmente la

@ etiqueta de la directiva secundaria.
Sin embargo, si ha seleccionado
Actualizar SnapVault después de
crear una copia Snapshot local,
debe especificar la etiqueta de la
directiva secundaria.

Numero de reintentos con error Escriba el numero maximo de intentos de
replicacion que se permitiran antes de que la
operacion se detenga.

Debe configurar la politica de retencion de SnapMirror en ONTAP para el
almacenamiento secundario a fin de evitar alcanzar el limite maximo de copias de
Snapshot en el almacenamiento secundario.

9. En la pagina Script, introduzca la ruta y los argumentos del script previo o script posterior que desea
ejecutar antes o después de la operacion de backup, segun corresponda.

Debe almacenar los scripts previos y los scripts posteriores en /var/opt/snapcenter/spl/scripts o en
cualquier carpeta dentro de esta ruta de acceso. De forma predeterminada, se completa la ruta de
acceso /var/opt/snapcenter/spl/scripts. Si cred cualquier carpeta dentro de esta ruta de acceso para
almacenar los scripts, debe especificar esas carpetas en la ruta.

También puede especificar el valor de tiempo de espera del script. El valor predeterminado es 60
segundos.
10. En la pagina Verification, realice los siguientes pasos:
a. Seleccione la programacion de backups donde desea realizar la operacion de verificacion.

b. En la seccion Verification script, introduzca la ruta de acceso y los argumentos del script previo o el
script posterior que desea ejecutar antes o después de la operacion de verificacion,
respectivamente.

Debe almacenar los scripts previos y los scripts posteriores en /var/opt/snapcenter/spl/scripts o en
cualquier carpeta dentro de esta ruta de acceso. De forma predeterminada, se completa la ruta de

acceso /var/opt/snapcenter/spl/scripts. Si cred cualquier carpeta dentro de esta ruta de acceso
para almacenar los scripts, debe especificar esas carpetas en la ruta.

También puede especificar el valor de tiempo de espera del script. El valor predeterminado es 60
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segundos.

1. Revise el resumen y, a continuacion, haga clic en Finalizar.

Crear grupos de recursos y vincular politicas para bases de datos de Oracle

Un grupo de recursos es el contenedor al que debe afadir los recursos que desea
proteger e incluir en un backup. Permite realizar un backup en simultaneo con todos los
datos que estan asociados con una determinada aplicacion.

Acerca de esta tarea

Debe asegurarse de que la base de datos que tiene archivos en los grupos de discos ASM debe estar en
estado "MOUNT" o "OPEN" para verificar sus copias de seguridad con la utilidad Oracle DBVERIFY.

Debe afadir una o mas politicas al grupo de recursos para definir el tipo de trabajo de proteccion de datos que
desea realizar.

En la siguiente imagen, se muestra la relacidn entre los recursos, los grupos de recursos y las politicas para
las bases de datos:

= Full backup
= Daily

/ = Retention, and so on,

Resource groups Policies

DBl DB2 DBE3 ; = Archive log backups for
Resources Oracle databaze

= Hourly

* Retention, and soon

» Pasos*

1. En el panel de navegacion de la izquierda, haga clic en Recursos y, a continuacion, seleccione el
plugin adecuado en la lista.

2. En la pagina Resources, haga clic en New Resource Group.

3. En la pagina Name, realice las siguientes acciones:

Para este campo... Realice lo siguiente...

Nombre Escriba un nombre para el grupo de recursos.

El nombre del grupo de recursos
no debe superar los 250
caracteres.
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Para este campo... Realice lo siguiente...

Etiquetas Escriba una o mas etiquetas que mas adelante le
permitiran buscar el grupo de recursos.

Por ejemplo, si afadido HR como etiqueta a varios
grupos de recursos, mas adelante encontrara
todos los grupos de recursos asociados usando
esa etiqueta.

Utilice un formato de nombre personalizado para Marque esta casilla de comprobacion e

la copia de Snapshot introduzca un formato de nombre personalizado
que desee usar para el nombre de la copia de
Snapshot.

Por ejemplo, customtext_resource
group_policy _hostname o resource
group_hostname. De forma predeterminada, se
afiade una fecha/hora al nombre de la copia de

Snapshot.
Excluir destinos de registro de archivos de la Especifique los destinos de los archivos de
copia de seguridad registro de archivos que no desea incluir en el
backup.

4. En la pagina Resources, seleccione un nombre de host de la base de datos Oracle en la lista
desplegable Host.

Los recursos aparecen en la seccion Available Resources solo si se detectan
correctamente. Si agregd recursos recientemente, apareceran en la lista de recursos
disponibles unicamente después de actualizar la lista de recursos.

5. Seleccione los recursos de la seccion Available Resources y muévalos a la seccion Selected
Resources.

@ Puede agregar bases de datos desde hosts Linux y AIX en un solo grupo de recursos.

6. En la pagina Policies, realice los siguientes pasos:

a. Seleccione una o varias politicas de la lista desplegable.

@ También puede crear una politica haciendo clic en

En la seccion Configure schedules for selected policies, se muestran las politicas seleccionadas.

b.
Haga clic en *  Enlacolumna Configurar programaciones de la directiva para la que desea

configurar una programacion.

c. En la ventana Add schedules for policy policy_name, configure la programacién y haga clic en OK.



Donde, policy name es el nombre de la directiva seleccionada.
Las programaciones configuradas figuran en la columna Applied Schedules.

No se admiten programas de backup de terceros cuando se solapan con los programas de backup de
SnapCenter.

7. En la pagina Verification, realice los siguientes pasos:

a. Haga clic en Load locators para cargar los volumenes de SnapMirror o SnapVault y realizar la
verificacion en el almacenamiento secundario.

b.
Haga clic en En la columna Configure Schedules para configurar la programacion de

verificacion de todos los tipos de programacion de la politica.

+.

c. En el cuadro de didlogo Add Verification Schedules policy _name, realice las siguientes acciones:

Si desea... Realice lo siguiente...

Ejecutar la verificacion después del backup Seleccione Ejecutar verificacion después de
la copia de seguridad.

Programar una verificacion Seleccione Ejecutar verificacion programada
y, a continuacion, seleccione el tipo de
programa en la lista desplegable.

d. Seleccione verificar en la ubicacion secundaria para verificar las copias de seguridad en el
sistema de almacenamiento secundario.

e. Haga clic en Aceptar.
Las programaciones de verificacion configuradas apareceran en la columna Applied Schedules.

8. En la pagina Notification, en la lista desplegable Email preference, seleccione los escenarios en los
que desea enviar los correos electronicos.

También debe especificar las direcciones de correo electronico del remitente y los destinatarios, asi

como el asunto del correo. Si desea adjuntar el informe de la operacién realizada en el grupo de
recursos, seleccione Adjuntar informe de trabajo.

Para las notificaciones de correo electrdnico, se deben haber especificado los detalles del
@ servidor SMTP desde la interfaz grafica de usuario o desde el comando de PowerShell Set-
SmSmtpServer.

1. Revise el resumen y, a continuacion, haga clic en Finalizar.

Requisitos para realizar backups de una base de datos de Oracle

Antes de realizar el backup de una base de datos de Oracle, debe asegurarse de que se
hayan completado los requisitos previos.

* Debe tener creado un grupo de recursos con una politica anexada.

+ Si desea realizar un backup de un recurso que tenga una relacion de SnapMirror con un almacenamiento
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secundario, la funcion ONTAP asignada al usuario de almacenamiento deberia incluir el privilegio
«sinapmirror all». Sin embargo, si usted esta utilizando el rol "vsadmin™, entonces no se requiere el
privilegio "nnapmirror all".

Asigno el agregado que utiliza la operacion de backup a la SVM que utiliza la base de datos.

Verificod que todos los volumenes de datos y los volumenes de registros de archivos que pertenecen a la
base de datos estan protegidos si la proteccion secundaria esta habilitada para esa base de datos.

Debe haber comprobado que la base de datos que contiene archivos en los grupos de discos ASM debe
estar en el estado "DESMONTAR" o "ABIERTQ" para verificar sus copias de seguridad con la utilidad
Oracle DBVERIFY.

Debe haber verificado que la longitud del punto de montaje del volumen no supera los 240 caracteres.

Aumente el valor de RESTTimeout a 86400000 segundos en C:\Program Files\NetApp
\SMCore\SMCoreServiceHost.exe.config en el host de SnapCenter Server, si la base de datos de la que
se realiza el backup es grande (tamafo en TB).

Mientras se modifican los valores, se garantiza que no haya trabajos en ejecucion y se reinicia el servicio
SnapCenter SMCore después de aumentar el valor.

Realice backup de recursos de Oracle

Si un recurso no es parte de ningun grupo de recursos, es posible realizar backups del
recurso desde la pagina Resources.
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Pasos*

1. En el panel de navegacion de la izquierda, haga clic en Recursos y, a continuacion, seleccione el
plugin adecuado en la lista.

2. En la pagina Resources, seleccione Database en la lista View.

3. Haga clic en ﬂ y luego seleccione el nombre de host y el tipo de base de datos para filtrar los
recursos.

A continuacién, puede hacer clic en ﬂ para cerrar el panel de filtros.
4. Seleccione la base de datos de la que desea realizar el backup.
Aparece la pagina Database-Protect.

5. En la pagina Resource, realice las siguientes acciones:

Para este campo... Realice lo siguiente...

Utilice un formato de nombre personalizado para Marque esta casilla de comprobacién e

la copia de Snapshot introduzca un formato de nombre personalizado
que desee usar para el nombre de la copia de
Snapshot.

Por ejemplo, customtext _ policy _hostname o
resource_hostname. De forma predeterminada,
se afiade una fecha/hora al nombre de la copia
de Snapshot.



Para este campo... Realice lo siguiente...

Excluir destinos de registro de archivos de la Especifique los destinos de los archivos de
copia de seguridad registro de archivos que no desea incluir en el
backup.

6. En la pagina Policies, realice los siguientes pasos:

a. Seleccione una o varias politicas de la lista desplegable.

@ También puede crear una directiva haciendo clic en

En la seccion Configure schedules for selected policies, se muestran las politicas seleccionadas.

b.
Haga clic en * Enlacolumna Configure Schedules correspondiente a la politica para la cual se

desea configurar una programacion.

c. En la ventana Add schedules for policy policy _name, configure la programacion y haga clic en OK.
policy _name es el nombre de la directiva seleccionada.
Las programaciones configuradas figuran en la columna Applied Schedules.

7. En la pagina Verification, realice los siguientes pasos:

a. Haga clic en Load locators para cargar los volumenes de SnapMirror o SnapVault y realizar la
verificacion en el almacenamiento secundario.

b. .
Haga clic en En la columna Configure Schedules, a fin de configurar la programacion de
verificacion de todos los tipos de programacion de la politica.

c. En el cuadro de dialogo Add Verification Schedules policy name, realice las siguientes acciones:

Si desea... Realice lo siguiente...

Ejecutar la verificacion después del backup Seleccione Ejecutar verificacion después de
la copia de seguridad.

Programar una verificacion Seleccione Ejecutar verificacion programada
y, a continuacion, seleccione el tipo de
programa en la lista desplegable.

En una configuracién de Flex
ASM, no puede realizar la

@ operacion de verificacion en los
nodos Leaf si la cardinalidad es
menor que el numero de nodos
del cluster RAC.

d. Seleccione verificar en la ubicaciéon secundaria para verificar las copias de seguridad en el
almacenamiento secundario.
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e. Haga clic en Aceptar.
Las programaciones de verificacion configuradas apareceran en la columna Applied Schedules.

8. En la pagina Notification, en la lista desplegable Email preference, seleccione los escenarios en los
que desea enviar los correos electronicos.

También debe especificar las direcciones de correo electronico del remitente y los destinatarios, asi
como el asunto del correo. Si desea asociar el informe de la operacion de backup ejecutada en el
recurso y, a continuacion, seleccione Attach Job Report.

Para las notificaciones de correo electronico, se deben haber especificado los detalles del
@ servidor SMTP desde la interfaz grafica de usuario o desde el comando de PowerShell Set-
SmSmtpServer.

1. Revise el resumen vy, a continuacion, haga clic en Finalizar.
Se muestra la pagina de topologia de la base de datos.

2. Haga clic en copia de seguridad ahora.
3. En la pagina Backup, realice los siguientes pasos:

a. Si ha aplicado varias politicas al recurso, en la lista desplegable Politica, seleccione la directiva
que desea utilizar para la copia de seguridad.

Si la politica seleccionada para el backup bajo demanda esta asociada a una programacion de
backup, los backups bajo demanda se retendran en funcién de la configuracion de retencion
especificada para el tipo de programacién.

b. Haga clic en copia de seguridad.

4. Supervise el progreso de la operacion haciendo clic en Monitor > Jobs.
Después de terminar

* En la configuracion de AlX, puede utilizar el mandato Ikdev para bloquear y el mandato rendev para
cambiar el nombre de los discos en los que reside la base de datos de la que se ha realizado la copia de
seguridad.

El bloqueo o cambio de nombre de los dispositivos no afectara a la operacion de restauracion al restaurar
mediante esa copia de seguridad.

 Si se produce un error en la operacion de backup porque el tiempo de ejecucion de la consulta de base de
datos super¢ el valor de tiempo de espera, debe cambiar el valor de los parametros
ORACLE_SQL_QUERY_TIMEOUT Y ORACLE_PLUGIN_SQL_QUERY_TIMEOUT con el cmdlet Set-
SmConfigSettings:

Después de modificar el valor de los parametros, reinicie SnapCenter el servicio del SPL con el siguiente
comando /opt/NetApp/snapcenter/spl/bin/spl restart

» Si no se puede acceder al archivo y el punto de montaje no esta disponible durante el proceso de
verificacion, puede que se produzca un error en la operacion con el cédigo de error DBV-00100 specified
file. Debe modificar los valores de los parametros VERIFICATION_DELAY y
VERIFICATION_RETRY_COUNT en sco.properties.
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Después de modificar el valor de los parametros, reinicie SnapCenter el servicio del SPL con el siguiente
comando /opt/NetApp/snapcenter/spl/bin/spl restart

» En las configuraciones de MetroCluster, es posible que SnapCenter no pueda detectar una relacién de
proteccion tras una conmutacion por error.

« Si va a realizar el backup de datos de aplicacion en VMDK y el tamafo de pila de Java para el plugin de
SnapCenter para VMware vSphere no es suficientemente grande, se puede producir un error en el
backup.

Para aumentar el tamaio de pila de Java, busque el archivo de script /opt/netapp/init_scripts/svservice. En
ese script, la do_start method Command inicia el servicio de plugin de VMware de SnapCenter.
Actualice este comando a lo siguiente: Java -jar -Xmx8192M -Xms4096M.

Mas informacion

* "No es posible detectar la relacién de SnapMirror o SnapVault tras un fallo en MetroCluster"
» "Se omite la base de datos de Oracle RAC One Node para ejecutar operaciones de SnapCenter"
+ "Se produjo un error al cambiar el estado de una base de datos de ASM de Oracle 12c"

» "Parametros personalizables para operaciones de backup, restauracién y clonado en sistemas AIX"

Realice backups de grupos de recursos de bases de datos de Oracle

Un grupo de recursos es una agrupacion de recursos en un host o un cluster. Se realiza
una operacion de backup del grupo de recursos con todos los recursos definidos en el

grupo.
Puede realizar un backup del grupo de recursos bajo demanda en la pagina Resources. Si un grupo de
recursos tiene una politica anexada y una programacion configurada, los backups se realizan
automaticamente segun esa programacion.

» Pasos*

1. En el panel de navegacion de la izquierda, haga clic en Recursos y, a continuacion, seleccione el
plugin adecuado en la lista.

2. En la pagina Resources, seleccione Resource Group en la lista View.
Puede buscar el grupo de recursos escribiendo el nombre en el cuadro de busqueda o haciendo clic

en ﬂ y, a continuacion, seleccionar la etiqueta. A continuacion, puede hacer clic en ﬂ para cerrar el
panel de filtros.

3. En la pagina Resource Groups, seleccione el grupo de recursos que desea incluir en un backup y, a
continuacion, haga clic en Back up Now.

Si posee un grupo de recursos federado con dos bases de datos y una de ellas tiene el
archivo de datos en un almacenamiento de terceros, se cancelara la operaciéon de
backup aunque la otra base de datos esté en almacenamiento de NetApp.

4. En la pagina Backup, realice los siguientes pasos:

a. Si asocio varias politicas al grupo de recursos, en la lista desplegable Policy, seleccione la politica
que desea usar para la copia de seguridad.
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Si la politica seleccionada para el backup bajo demanda esta asociada a una programacion de
backup, los backups bajo demanda se retendran en funcién de la configuracion de retencion
especificada para el tipo de programacion.

b. Haga clic en copia de seguridad.

5. Supervise el progreso de la operacion haciendo clic en Monitor > Jobs.
Después de terminar

* En la configuracion de AlX, puede utilizar el mandato Ikdev para bloquear y el mandato rendev para
cambiar el nombre de los discos en los que reside la base de datos de la que se ha realizado la copia de
seguridad.

El bloqueo o cambio de nombre de los dispositivos no afectara a la operacion de restauracion al restaurar
mediante esa copia de seguridad.

 Si se produce un error en la operacion de backup porque el tiempo de ejecucion de la consulta de base de
datos super¢ el valor de tiempo de espera, debe cambiar el valor de los parametros
ORACLE_SQL_QUERY_TIMEOUT Y ORACLE_PLUGIN_SQL_QUERY_TIMEOUT con el cmdlet Set-
SmConfigSettings:

Después de modificar el valor de los parametros, reinicie SnapCenter el servicio del SPL con el siguiente
comando /opt/NetApp/snapcenter/spl/bin/spl restart

+ Si no se puede acceder al archivo y el punto de montaje no esta disponible durante el proceso de
verificacion, puede que se produzca un error en la operacion con el codigo de error DBV-00100 specified
file. Debe modificar los valores de los parametros VERIFICATION_DELAY y
VERIFICATION_RETRY_COUNT en sco.properties.

Después de modificar el valor de los parametros, reinicie SnapCenter el servicio del SPL con el siguiente
comando /opt/NetApp/snapcenter/spl/bin/spl restart
Backups de bases de datos de Oracle con comandos de UNIX

El flujo de trabajo de backup incluye planificacién, identificacion de los recursos para el
backup, creacion de politicas de backup, creacion de grupos de recursos y vinculacion
de politicas, creacion de backups y supervision de las operaciones.

Lo que necesitara

» Debe haber agregado las conexiones del sistema de almacenamiento y creado la credencial con los
comandos Add-SmStorageConnection y Add-SmCredential.

+ Establecio la sesidon de conexion con el servidor SnapCenter mediante el comando Open-SmConnection.

Solo puede tener una sesion iniciada con una cuenta de SnapCenter, y el token se almacena en el
directorio inicial del usuario.

@ La sesion de conexion solo es valida por 24 horas. Sin embargo, puede crear un token con
la opcién TokenNeverExpires que no caduque nunca para que la sesion sea valida siempre.

Acerca de esta tarea
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Debe ejecutar los siguientes comandos para establecer la conexion con SnapCenter Server, detectar las
instancias de la base de datos de Oracle, afiadir politicas y grupos de recursos, realizar el backup y verificarlo.

La informacion relativa a los parametros que se pueden utilizar con el comando y sus descripciones se puede
obtener ejecutando Get-Help command_name. Como alternativa, también puede consultar la "Guia de
referencia de comandos del software SnapCenter".

+ Pasos*

1. Inicie una sesion de conexion con el servidor SnapCenter para el usuario especificado: Open-
SmConnection

2. Realizar la operacion de deteccion de recursos del host: Get-SmResources

3. Configure las credenciales y los nodos preferidos de la base de datos de Oracle para la operacion de
backup de una base de datos de RAC: Configure-SmQracleDatabase

4. Cree una politica de backup: Add-SmPolicy

5. Recupere la informacion acerca de la ubicacién de almacenamiento secundaria (SnapVault o
SnapMirror) : Get-SmSecondaryDetails

Este comando recupera los detalles de asignacion de almacenamiento principal a secundario de un
recurso especificado. Es posible utilizar los detalles de asignacion para configurar las opciones de
verificacion secundaria mientras se crea un grupo de recursos de backup.

6. Afada un grupo de recursos a SnapCenter: Add-SmResourceGroup

7. Cree una copia de seguridad: New-SmBackup

Puede sondear el trabajo con la opcion WaitForCompletion. Si se especifica esta opcion, el comando
sigue sondeando el servidor hasta la finalizacion del trabajo de backup.

8. Recupere los registros de SnapCenter: Get-SmLogs

Supervisar las operaciones de backup de bases de datos de Oracle

Es posible supervisar el progreso de diferentes operaciones de backup mediante la
pagina Jobs de SnapCenter. Se recomienda comprobar el progreso para determinar
cuando se completo la tarea o si existe un problema.

Acerca de esta tarea

Los siguientes iconos aparecen en la pagina Jobs e indican el estado correspondiente de las operaciones:

En curso
. Completado correctamente
« x Error

Completado con advertencias o no pudo iniciarse debido a advertencias
* 9 Encola
e @ Cancelada

» Pasos*
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1. En el panel de navegacion de la izquierda, haga clic en Monitor.
2. En la pagina Monitor, haga clic en Jobs.
3. En la pagina Jobs, realice los siguientes pasos:
a. Haga clic en ﬂ para filtrar la lista de modo que solo se muestren las operaciones de backup.
b. Especifique las fechas de inicio y finalizacion.
c. En la lista desplegable Tipo, seleccione copia de seguridad.
d. En la lista desplegable Estado, seleccione el estado de copia de seguridad.
e. Haga clic en aplicar para ver las operaciones completadas correctamente.

4. Seleccione un trabajo de copia de seguridad y, a continuacion, haga clic en Detalles para ver los
detalles del trabajo.

Aunque el estado del trabajo de backup indique , al hacer clic en los detalles del
trabajo, puede ver que algunas de las tareas secundarias de la operacién de copia de
seguridad aun estan en curso o marcadas con sefales de advertencia.

5. En la pagina Detalles del trabajo, haga clic en Ver registros.

El boton Ver registros muestra los registros detallados para la operacién seleccionada.

Supervise las operaciones de proteccion de datos en el panel Activity

El panel Activity muestra las cinco operaciones mas recientes que se ejecutaron.
También muestra el momento en que se inicié la operacién y su estado.

El panel Activity muestra informacion sobre las operaciones de backup, restauracion, clonado y backup
programado. Si utiliza el plugin para SQL Server o el plugin para Exchange Server, el panel Activity también
muestra informacion sobre la operacién de propagacion.

» Pasos*

1. En el panel de navegacion de la izquierda, haga clic en Recursos y, a continuacion, seleccione el
plugin adecuado en la lista.

2. Haga clic en En el panel Activity para ver las cinco operaciones mas recientes.

Al hacer clic en una de las operaciones, se muestran sus detalles en la pagina Job Details.

Cancelar las operaciones de backup de las bases de datos de Oracle

Es posible cancelar las operaciones de backup que se estén ejecutando, en cola o no
respondan.

Debe iniciar sesion como administrador de SnapCenter o propietario del trabajo para cancelar las operaciones
de backup.

Acerca de esta tarea
Cuando se cancela una operacion de backup, el servidor de SnapCenter detiene la operacion y quita todas las

copias de Snapshot del almacenamiento si el backup creado no se registra en SnapCenter Server. Si el
backup ya esta registrado en el servidor SnapCenter, no retrocedera la copia de Snapshot ya creada incluso
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después de que se active la cancelacion.

» Solo es posible cancelar la operacion de registro o backup completo que se encuentra en cola o en
ejecucion.

* No se puede cancelar la operacién una vez iniciada la verificacion.
Si cancela la operacion antes de verificarlo, se cancelara la operacion y no realizara la operacion de
verificacion.

* No se puede cancelar la operacién de backup una vez que se iniciaron las operaciones de catalogo.

» Es posible cancelar una operacién de backup desde la pagina Monitor o el panel Activity.

» Ademas de usar la interfaz grafica de usuario de SnapCenter, es posible usar los comandos de la CLI para
cancelar las operaciones.

» El boton Cancelar trabajo esta desactivado para operaciones que no se pueden cancelar.

 Si selecciono todos los miembros de esta funcion pueden ver y operar en otros objetos de
miembros en la pagina usuarios\grupos mientras crea una funcion, puede cancelar las operaciones de
copia de seguridad en cola de otros miembros mientras utiliza esa funcion.

Paso

Ejecute una de las siguientes acciones:

Del... Accion

Pagina Monitor 1. En el panel de navegacion izquierdo, haga clic en
Monitor > Jobs.

2. Seleccione la operacioén y haga clic en Cancelar
trabajo.

Panel de actividades 1. Después de iniciar el trabajo de backup, haga clic
en En el panel Activity para ver las cinco
operaciones mas recientes.

2. Seleccione la operacion.

3. En la pagina Detalles del trabajo, haga clic en
Cancelar trabajo.

Resultados
La operacion se cancela y el recurso se revierte a su estado original.

Si la operacion que canceld no responde en el estado de cancelacion o ejecucion, debe ejecutar la operacién
Cancel-SmJob -JoblID <int> -Force para detener la operacion de backup enérgicamente.

Consulte los backups y los clones de las bases de datos de Oracle en la pagina
Topology

Al prepararse para clonar un recurso o incluirlo en un backup, puede resultar util ver una
representacién grafica de todos los backups y clones del almacenamiento principal y
secundario.
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Acerca de esta tarea

En la pagina Topology, es posible ver todos los backups y clones que estan disponibles para el recurso o el
grupo de recursos seleccionado. Pueden verse los detalles de estos backups y clones, y luego seleccionarlos
para realizar operaciones de proteccion de datos.

Puede consultar los siguientes iconos de la vista gestionar copias para determinar si los backups o clones
estan disponibles en el almacenamiento principal y secundario (copias reflejadas o en almacén).

muestra la cantidad de backups y clones que estan disponibles en el almacenamiento principal.

—
L
. Muestra la cantidad de backups y clones que estan copiados en el almacenamiento secundario
mediante SnapMirror.

U Muestra la cantidad de backups y clones que se replican en el almacenamiento secundario
mediante la tecnologia SnapVault.

La cantidad de backups que se muestra incluye los backups eliminados del almacenamiento secundario.
Por ejemplo, si cred 6 backups con una politica para retener solamente 4 backups, se muestran 6
backups.

Los clones de un backup de un reflejo con version flexible en un volumen de tipo reflejo-
@ almacén se muestran en la vista de topologia, pero el numero de backups de reflejo no incluye
el backup con version flexible.

» Pasos*

1. En el panel de navegacion de la izquierda, haga clic en Recursos y, a continuacion, seleccione el
plugin adecuado en la lista.

2. En la pagina Resources, seleccione el recurso o el grupo de recursos de la lista desplegable View.

3. Seleccione el recurso desde la vista de detalles del recurso o desde la vista de detalles del grupo de
recursos.

Si el recurso esta protegido, se muestra la pagina Topology del recurso seleccionado.

4. Consulte Summary Card para ver un resumen de la cantidad de backups y clones disponibles en el
almacenamiento principal y secundario.

La seccion Summary Card muestra la cantidad total de backups y clones, y la cantidad total de
backups de registros.

Al hacer clic en el botdn Actualizar se inicia una consulta del almacenamiento para mostrar un
recuento preciso.

5. En la vista Administrar copias, haga clic en copias de seguridad o clones en el almacenamiento
principal o secundario para ver los detalles de una copia de seguridad o un clon.

Estos detalles se muestran en forma de tabla.
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6. Seleccione el backup en la tabla y haga clic en los iconos de proteccién de datos para realizar
restauracion, clonado, montaje, desmontaje, cambio de nombre, operaciones de catalogacion,
descatalogacion y eliminacion.

@ Los backups que figuran en el almacenamiento secundario no pueden eliminarse ni
cambiar de nombre.

= Si selecciono un backup de registros, solo es posible realizar un cambio de nombre, montaje,
desmontaje, catalogo, descatalogar, y eliminar operaciones.

= Si catalog6 el backup con Oracle RMAN, no puede cambiar el nombre de esos backups
catalogados.

7. Sidesea eliminar un clon, selecciénelo de la tabla y, a continuacion, haga clic en j .

Si el valor asignado a SnapmirrorStatusUpdateWaitTime es menor, las copias de backup de reflejo y almacén
no se enumeran en la pagina de topologia aunque los voliumenes de registros y datos estén protegidos
correctamente. Debe aumentar el valor asignado a SnapmirrorStatusUpdateWaitTime con el cmdlet Set-
SmConfigSettings PowerShell.

La informacion relativa a los parametros que se pueden utilizar con el comando y sus descripciones se puede
obtener ejecutando Get-Help command_name.

Como alternativa, también puede consultar la "Guia de referencia de comandos del software SnapCenter" o.
"Guia de referencia de cmdlets de SnapCenter Software".

Montar y desmontar backups de bases de datos

Si desea acceder a los archivos en el backup, puede montar uno o varios backups de
solo datos y registros. Se puede montar el backup en el mismo host donde se creo el
backup o en uno remoto con el mismo tipo de configuracion de host y de Oracle. Si
monté manualmente los backups, debe desmontarlos manualmente después de
completar la operacion. En cualquier instancia determinada, se puede montar un backup
de una base de datos en cualquier host. Mientras realiza una operacion, puede montar
un solo backup.

@ En una configuraciéon de Flex ASM, no puede realizar la operacion de montaje en los nodos
Leaf si la cardinalidad es menor que el numero de nodos del cluster RAC.

Montar un backup de base de datos
Si desea acceder a los archivos en el backup, debe montar manualmente un backup de base de datos.
Lo que necesitara

« Si tiene una instancia de base de datos de Automatic Storage Management (ASM) en un entorno NFS y
desea montar las copias de seguridad de ASM, debe haber agregado la ruta de acceso a los discos ASM
/var/opt/snapcenter/sco/backup*/*/**/* _en la ruta de acceso existente definida en el parametro
asm_diskstring.

« Si tiene una instancia de base de datos de ASM en un entorno NFS y desea montar los backups de
registros de ASM como parte de una operacion de recuperacion, debe haber agregado la ruta de acceso
al disco ASM /var/opt/snapcenter/scu/clones/*/** en la ruta de acceso existente definida en el parametro
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asm_diskstring.

* En el parametro asm_diskstring, debe configurar AFD:* si esta utilizando ASMFD o configurar ORCL:* si
esta utilizando ASMLIB.

@ Para obtener informacion sobre como editar el parametro asm_diskstring, consulte "Cémo
agregar las rutas de acceso al disco a asm_diskstring".

» Deben configurar las credenciales de ASM y el puerto ASM si difiere del host de la base de datos de
origen mientras se monta el backup.

+ Si desea montar en un host alternativo, debe verificar que este host cumpla los siguientes requisitos:
o El mismo UID y GID que el host original
> La misma version de Oracle que el host original
o La misma distribucién de sistema operativo que el host original

* Debe asegurarse de que el LUN no esté asignado al host AIX mediante un iGroup compuesto por
protocolos mixtos iISCSI y FC. Para obtener mas informacion, consulte "Error en la operacion porque no
puede detectar el dispositivo para la LUN".

* Pasos*

1. En el panel de navegacion de la izquierda, haga clic en Recursos y, a continuacion, seleccione el
plugin adecuado en la lista.

2. En la pagina Resources, seleccione Database o Resource Group en la lista View.

3. Seleccione la base de datos en la vista de detalles de la base de datos o en la vista de detalles del
grupo de recursos.

Se muestra la pagina de topologia de la base de datos.

4. En la vista Manage Copies, seleccione copias de seguridad ya sea en el sistema de almacenamiento
principal o secundario (reflejado o replicado).

Seleccione el backup en la tabla y haga clic en e .

6. En la pagina Mount backups, seleccione el host en el que desea montar la copia de seguridad en la
lista desplegable Elija el host para montar la copia de seguridad.

Aparece la ruta de acceso de montaje
/var/opt/snapcenter/sco/backup_Mount/backup name/database_name.

Si va a montar el backup de una base de datos de ASM, aparece la ruta de acceso de montaje
+diskgroupname_SID_backupid.

1. Haga clic en Mount.
Después de terminar

» Es posible ejecutar el siguiente comando para recuperar la informacioén relacionada con el backup
montado:

./sccli Get-SmBackup -BackupName backup name -ListMountInfo

+ Si montoé una base de datos de ASM, puede ejecutar el siguiente comando para recuperar la informacién
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relacionada con el backup montado:

./sccli Get-Smbackup -BackupNamediskgroupname SID backupid-listmountinfo
» Para recuperar el ID de backup, ejecute el siguiente comando:

./sccli Get-Smbackup-BackupNamebackup name

La informacion relativa a los parametros que se pueden utilizar con el comando y sus descripciones se
puede obtener ejecutando Get-Help command_name. Como alternativa, también puede consultar la "Guia
de referencia de comandos del software SnapCenter".

Desmontar un backup de base de datos

Es posible desmontar manualmente un backup de base de datos montado si ya no se desea acceder a los
archivos en el backup.
» Pasos®

1. En el panel de navegacion de la izquierda, haga clic en Recursos y, a continuacion, seleccione el
plugin adecuado en la lista.

2. En la pagina Resources, seleccione Database o Resource Group en la lista View.

3. Seleccione la base de datos en la vista de detalles de la base de datos o en la vista de detalles del
grupo de recursos.

Se muestra la pagina de topologia de la base de datos.

Seleccione el backup que esta montado y haga clic en =

($)]

. Haga clic en Aceptar.

Restaurar y recuperar bases de datos de Oracle

Restaure el flujo de trabajo

El flujo de trabajo de restauracién incluye la planificacion, la realizacién de operaciones
de restauracion y la supervision de las operaciones.

El siguiente flujo de trabajo muestra la secuencia que debe seguirse para realizar la operacion de
restauracion:

Define a restore strategy.

v

Restore the resource,

v

Monitor the restore operation.
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Definir una estrategia de restauracion y recuperaciéon para bases de datos de
Oracle

Para poder ejecutar operaciones de restauracion y recuperacion correctamente, es
necesario definir una estrategia antes de restaurar y recuperar una base de datos.

Tipos de backups compatibles con las operaciones de restauraciéon y recuperacion

SnapCenter admite la restauracion y recuperacion de diferentes tipos de backups de bases de datos de
Oracle.

» Backups de datos en linea

* Backups de datos sin conexién apagados

* Backups de datos sin conexién montados

« Backup completo

» Backups sin conexién montados de bases de datos en espera de Data Guard

» Backups en linea solo de datos de bases de datos en espera de Active Data Guard

@ No se pueden realizar operaciones de recuperacion de bases de datos en espera de Active
Data Guard.

» Backups de datos en linea, backups completos en linea, backups de montaje sin conexion y backups de
apagado sin conexién en una configuracion RAC

» Backups de datos en linea, backups completos en linea, backups de montaje sin conexion y backups de
apagado sin conexién en una configuracion ASM

Tipos de métodos de restauracion compatibles con las bases de datos de Oracle

SnapCenter es compatible con operaciones de conexion y copia y de restauracion sin movimiento de bases
de datos de Oracle. Durante una operacion de restauracion, SnapCenter determina el método de restauracion
adecuado del sistema de archivos que se usara para restaurar sin pérdida de datos.

@ SnapCenter no es compatible con SnapRestore basado en voliumenes.

Restauracion por conexién y copia

Si el disefio de la base de datos difiere del backup o si se agregan archivos nuevos después de la creacion del
backup, se ejecuta una restauracion por conexion y copia. En el método de restauracion por conexion y copia,
se ejecutan las siguientes tareas:

» Pasos®

1. Se clona el volumen a partir de la copia de Snapshot, y se construye la pila del sistema de archivos en
el host con los LUN o volumenes clonados.

2. Se copian los archivos de los sistemas de archivos clonados en los sistemas de archivos originales.

3. Los sistemas de archivos clonados luego se desmontan del host, y se eliminan los volumenes
clonados de ONTAP.
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Para una configuracion de Flex ASM (donde la cardinalidad es inferior al nUmero de nodos del
@ cluster de RAC) o bases de datos de RAC de ASM en VMDK o RDM, solo se admite el método
de restauracion por conexién y copia.

Aunque se haya habilitado una restauracion sin movimiento forzada, SnapCenter ejecuta la restauracion por
conexion y copia en las siguientes situaciones:

» Restauracion desde el sistema de almacenamiento secundario, si Data ONTAP corresponde a una version
anterior a 8.3

* Restauracion de grupos de discos de ASM en nodos de una configuracién de Oracle RAC en la cual no
esta configurada la instancia de base de datos

» En una configuracién de Oracle RAC, en cualquiera de los nodos del mismo nivel si la instancia de ASM o
del cluster no estan en ejecucion o si el nodo del mismo nivel esta inactivo

* Restauracion de los archivos de control Unicamente
* Restauracion de un subconjunto de espacios de tablas que residen en un grupo de discos de ASM
» Grupo de discos compartido entre archivos de datos, archivo sp y archivo de contrasefias

« Servicio de SnapCenter Plug-in Loader (SPL) no instalado o sin ejecucién en el nodo remoto de un
entorno RAC

» Adicion de nuevos nodos a Oracle RAC sin que SnapCenter Server reciba informacion sobre los nuevos
nodos agregados

Restauracion sin movimiento

Si el disefio de la base de datos es similar al backup y no hubo ningiin cambio de configuracion en el
almacenamiento ni en la pila de base de datos, se ejecuta una restauracion sin movimiento, en la cual se
restauran el archivo o el LUN en ONTAP. SnapCenter es compatible Unicamente con SnapRestore de archivo
unico (SFSR) como parte del método de restauracién sin movimiento.

@ Data ONTAP 8.3 o y versiones posteriores son compatibles con la restauracion sin movimiento
desde una ubicaciéon secundaria.

Si se desea ejecutar una restauracion sin movimiento en la base de datos, es necesario confirmar que solo
haya archivos de datos en el grupo de discos de ASM. Se debe crear un backup cada vez que se hacen
cambios en el grupo de discos de ASM o en la estructura fisica de la base de datos. Después de ejecutar una
restauracion sin movimiento, el grupo de discos contendra la misma cantidad de archivos de datos que habia
en el momento del backup.

La restauracion sin movimiento se aplica automaticamente cuando el grupo de discos o el punto de montaje
cumple los siguientes criterios:
* No se agregan nuevos archivos de datos después del backup (control de archivos externo).

* No se agregan, eliminan ni recrean discos de ASM o LUN después del backup (control de cambios
estructurales del grupo de discos de ASM).

* No se agregan, eliminan ni recrean LUN en el grupo de discos de LVM (control de cambios estructurales
del grupo de discos de LVM).
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También es posible habilitar una restauracién sin movimiento forzada desde la interfaz grafica

@ de usuario, desde la interfaz de linea de comandos de SnapCenter o desde el cmdlet de
PowerShell para anular el control de archivos externo y el control de cambios estructurales del
grupo de discos de LVM.

Restauracion sin movimiento en RAC de ASM

En SnapCenter, el nodo en el que se ejecuta la restauracion se denomina nodo primario, y los demas nodos
de RAC donde reside el grupo de discos de ASM se denominan nodos del mismo nivel. SnapCenter cambia el
estado del grupo de discos de ASM a desmontaje en todos los nodos donde el grupo de discos de ASM tiene
estado de montaje antes de ejecutar la operacion de restauracion de almacenamiento. Una vez que se
termina de restaurar el almacenamiento, SnapCenter cambia el estado del grupo de discos de ASM al que
tenia antes de la operacion de restauracion.

En los entornos DE SAN, SnapCenter quita los dispositivos de todos los nodos del mismo nivel y ejecuta la
operacion de anulacién de asignacion de LUN antes de la operacién de restauracion de almacenamiento.
Después de la operacion de restauracion de almacenamiento, SnapCenter ejecuta una operacion de
asignacion de LUN y construye los dispositivos en todos los nodos del mismo nivel. En un entorno DE SAN, si
el disefio de ASM de Oracle RAC reside en LUN, durante la restauracién SnapCenter ejecuta operaciones
para desasignar LUN, restaurar LUN y asignar LUN en todos los nodos del cluster de RAC donde reside el
grupo de discos de ASM. En la restauracion, incluso si no todos los iniciadores de los nodos de RAC se
usaban para los LUN, después de restaurar, SnapCenter crea un iGroup nuevo con todos los iniciadores de
todos los nodos de RAC.

« Si hay algun fallo durante la actividad previa a la restauracion en los nodos del mismo nivel, SnapCenter
revierte automaticamente el estado del grupo de discos de ASM al usado antes de restaurar en los nodos
del mismo nivel donde la operacion previa a la restauracion se ejecutd correctamente. No es posible
revertir el nodo primario y el nodo del mismo nivel en los que fall6 la operacion. Antes de intentar otra
restauracion, se debe reparar manualmente el problema en el nodo del mismo nivel y colocar el grupo de
discos de ASM del nodo primario nuevamente en el estado de montaje.

 Si hay algun fallo durante la actividad de restauracion, la operacion de restauracion falla y no se ejecuta la
reversion. Antes de intentar otra restauracion, se debe reparar manualmente el problema de restauracion
del almacenamiento y colocar el grupo de discos de ASM del nodo primario nuevamente en el estado de
montaje.

« Si hay algun fallo durante la actividad posterior a la restauracion en cualquiera de los nodos del mismo
nivel, SnapCenter avanza con la operacion de restauracion en los demas nodos del mismo nivel. Es
necesario reparar manualmente el problema posterior a la restauracién en el nodo del mismo nivel.

Tipos de operaciones de restauracion compatibles con las bases de datos de Oracle

SnapCenter permite ejecutar diferentes tipos de operaciones de restauracion para las bases de datos de
Oracle.

Antes de restaurar la base de datos, se validan los backups para identificar si faltan archivos al compararlos
con los archivos de la base de datos real.

Restauracion completa

» Solo restaura los archivos de datos
» Solo restaura los archivos de control

* Restaura los archivos de datos y los archivos de control
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Restaura archivos de datos, archivos de control y archivos de registro de recuperacion en las bases de
datos en espera de Data Guard y Active Data Guard

Restauracion parcial

Restaura solo los espacios de tablas seleccionados
Restaura solo las bases de datos conectables (PDB) seleccionadas

Restaura solo los espacios de tablas seleccionados de una PDB

Tipos de operaciones de recuperacion compatibles con las bases de datos de Oracle

SnapCenter permite ejecutar diferentes tipos de operaciones de recuperacion para las bases de datos de
Oracle.

La base de datos hasta la ultima transaccion (todos los registros)
La base de datos hasta un nimero de cambio de sistema especifico (SCN)
La base de datos hasta una fecha y hora especificas

La fecha y la hora de la recuperacion deben especificarse segun la zona horaria del host de la base de
datos.

SnapCenter también incluye la opcidn no recovery para las bases de datos de Oracle.
El plugin para la base de datos de Oracle no es compatible con la recuperacion si se hizo una

restauracion con un backup creado con el rol de base de datos en espera. Para las bases de
datos fisicas en espera, siempre se debe usar la recuperaciéon manual.

Limitaciones de la restauracion y la recuperacion de bases de datos de Oracle

Antes de ejecutar operaciones de restauracion y recuperacion, es necesario conocer las limitaciones.

Si esta utilizando cualquier version de Oracle de 11.2.0.4 a 12.1.0.1, la operacion de restauracion estara en
estado de bloqueo cuando ejecute el comando renamedg . Puede aplicar el parche de Oracle 19544733 para
solucionar este problema.

No se admiten las siguientes operaciones de restauracion y recuperacion:

Restauracion y recuperacion de espacios de tablas en la base de datos del CDB raiz
Restauracion de espacios de tablas temporales y asociados con PDB

Restauracion y recuperacion de espacios de tablas de varios PDB simultaneamente
Restauracion de backups de registros

Restauracion de backups en otra ubicacién

Restauracion de archivos de registro de recuperacion en cualquier configuracion, excepto bases de datos
en espera de Data Guard o de Active Data Guard

Restauracion de archivos SPFILE y Password

Cuando se ejecuta una operacién de restauracion en una base de datos que se volvié a crear con el
nombre de base de datos preexistente en el mismo host, fue gestionado por SnapCenter y tenia backups
validos, la operacion de restauracion sobrescribe los archivos de base de datos recién creados aunque los
DBID sean diferentes.
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Esto se puede evitar realizando una de las siguientes acciones:

o Detectar los recursos de SnapCenter después de volver a crear la base de datos

> Cree una copia de seguridad de la base de datos que se ha vuelto a crear

Limitaciones relacionadas con la recuperacion de espacios de tablas en un momento especifico

* No se admite la recuperacion puntual (PITR) de los tablespaces SYSTEM, SYSAUX y UNDO
* No se pueden realizar PITR de tablespaces junto con otros tipos de restauraciones

+ Si se cambia el nombre de un tablespace y se desea recuperarlo a un punto antes de cambiar su nombre,
debe especificar el nombre anterior del tablespace

 Si las restricciones de las tablas de un tablespace se encuentran en otro tablespace, debe recuperar los
dos tablespaces

» Siuna tabla y sus indices se almacenan en tablespaces diferentes, los indices se deben eliminar antes de
ejecutar PITR

* PITR no se puede utilizar para recuperar el tablespace por defecto actual

PITR no se puede utilizar para recuperar tablespaces que contengan cualquiera de los siguientes objetos:

> Objetos con objetos subyacentes (como vistas materializadas) o objetos contenidos (como tablas
particionadas) a menos que todos los objetos subyacentes o contenidos estén en el conjunto de
recuperacion

Ademas, si las particiones de una tabla con particiones se almacenan en distintos tablespaces, debe
eliminar la tabla antes de realizar PITR o mover todas las particiones al mismo tablespace antes de
realizar PITR.

o Deshacer o revertir segmentos

o Colas avanzadas compatibles con Oracle 8 con varios destinatarios

> Objetos propiedad del usuario SYS

Ejemplos de estos tipos de objetos son PL/SQL, clases Java, programas de llamada, vistas,
sinénimos, usuarios, privilegios, dimensiones, directorios y secuencias.

Origenes y destinos para restaurar bases de datos de Oracle

Es posible restaurar una base de datos de Oracle desde una copia de backup en el almacenamiento primario
o el almacenamiento secundario. Las bases de datos se pueden restaurar Unicamente en la misma ubicacién
y en la misma instancia de base de datos. Sin embargo, en la configuracion de RAC, se pueden restaurar
bases de datos a otros nodos.

Origenes para operaciones de restauracion

Es posible restaurar bases de datos desde un backup en el almacenamiento primario o el almacenamiento
secundario. Si desea restaurar desde un backup en el almacenamiento secundario en una configuracion de
reflejos multiples, puede seleccionar el reflejo de almacenamiento secundario como origen.

Destinos para operaciones de restauracion

Las bases de datos se pueden restaurar Unicamente en la misma ubicacion y en la misma instancia de base
de datos.
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En una configuracion de RAC, se pueden restaurar bases de datos de RAC desde cualquier nodo en el
cluster.

Requisitos para restaurar una base de datos de Oracle

Antes de restaurar una base de datos de Oracle, debe asegurarse de que se hayan
completado los requisitos previos.

 Definio la estrategia de restauracion y recuperacion.

» El administrador de SnapCenter asigné SVM para los volumenes de origen y los volimenes de destino si
va a replicar copias de Snapshot a un reflejo o un almacén.

« Si se reducen los archivos de registro como parte del backup, debe haber montado manualmente los
backups de los archivos de registro requeridos.

» Si desea restaurar bases de datos de Oracle que residen en un VMDK, debe asegurarse de que la
maquina invitada tenga la cantidad requerida de ranuras libres para asignar los VMDK clonados.

» Se aseguro6 de que todos los volimenes de datos y los volimenes de registros de archivos que
pertenecen a la base de datos estén protegidos si la proteccion secundaria esta habilitada para esa base
de datos.

* Debe asegurarse de que la base de datos RAC One Node se encuentra en estado "nomount" para realizar
una restauracion completa de archivos de control o de bases de datos.

+ Si tiene una instancia de base de datos de ASM en el entorno NFS, debe afiadir la ruta de acceso al disco
de ASM /var/opt/snapcenter/scu/clones/*/* a la ruta de acceso existente definida en el parametro
asm_diskstring de modo que pueda montar correctamente los backups de registro de ASM como parte de
la operacién de recuperacion.

* En el parametro asm_diskstring, debe configurar AFD:* si esta utilizando ASMFD o configurar ORCL:* si
esta utilizando ASMLIB.

@ Para obtener informacion sobre como editar el parametro asm_diskstring, consulte "Cémo
agregar las rutas de acceso al disco a asm_diskstring"

» Debe configurar el listener estatico en el archivo listener.ora disponible en
$ORACLE _HOME/network/admin para bases de datos que no son de ASM y
$GRID_HOME/network/admin para bases de datos de ASM si ha deshabilitado la autenticacion del
sistema operativo y ha habilitado la autenticacién de base de datos de Oracle para una base de datos de
Oracle, y desea restaurar los archivos de datos y archivos de control de esa base de datos.

* Debe aumentar el valor del parametro SCORestoreTimeout. Para hacerlo, ejecute el comando Set-
SmConfigSettings si el tamafo de la base de datos esta en terabytes (TB).

* Asegurese de que todas las licencias requeridas para vCenter estén instaladas y actualizadas.

Si las licencias no estan instaladas o actualizadas, aparecera un mensaje de advertencia. Si ignora la
advertencia y continua, se produce un error en la restauracion desde RDM.

* Debe asegurarse de que el LUN no esté asignado al host AIX mediante un iGroup compuesto por

protocolos mixtos iISCSI y FC. Para obtener mas informacion, consulte "Error en la operacion porque no
puede detectar el dispositivo para la LUN".

Restaurar base de datos de Oracle

En caso de pérdida de datos, es posible usar SnapCenter para restaurar datos desde
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uno o mas backups en el sistema de archivos activo para luego recuperar la base de
datos.

Acerca de esta tarea

La recuperacion se lleva a cabo con los registros de archivos disponibles en la ubicacion del registro de
archivos configurado. Si los registros de archivos requeridos para la recuperacion no estan disponibles en la
ubicacion configurada, debe montar la copia Snapshot que contiene los registros y especificar la ruta como
registros de archivo externos.

Si se migra la base de datos de ASM de ASMLIB a ASMFD, los backups creados con ASMLIB no se pueden
utilizar para restaurar la base de datos. Es necesario crear backups en la configuracion de ASMFD vy utilizar
esos backups para restaurar. De forma similar, si se migra la base de datos de ASM de ASMFD a ASMLIB, es
necesario crear backups en la configuracion de ASMLIB para restaurar.

Cuando restaura una base de datos, se crea un archivo de bloqueo operativo (.sm_lock_dbsid) en el host de
la base de datos de Oracle, en el directorio SORACLE_HOME/DBS, para evitar que se ejecuten varias
operaciones en la base de datos. Después de restaurar la base de datos, se elimina automaticamente el
archivo de bloqueo operativo.

@ No se admite la restauracion de archivos SPFILE y Password.

» Pasos*
1. En el panel de navegacién de la izquierda, haga clic en Recursos y, a continuacion, seleccione el
plugin adecuado en la lista.
2. En la pagina Resources, seleccione Database o Resource Group en la lista View.
3. Seleccione la base de datos en la vista de detalles de la base de datos o en la vista de detalles del
grupo de recursos.

Se muestra la pagina de topologia de la base de datos.

4. En la vista Manage Copies, seleccione copias de seguridad en los sistemas de almacenamiento
principal o secundario (reflejado o replicado).

Seleccione el backup en la tabla y haga clic en 4 .

6. En la pagina Restore Scope, realice las siguientes tareas:

a. Si selecciono un backup de una base de datos en un entorno RAC, seleccione el nodo de RAC.
b. Al seleccionar un datos reflejados o de almacén:

= si no hay backup de registros en el reflejo o el almacén, no se selecciona nada y los
localizadores estan vacios.

= si existen backups de registros en el reflejo o almacén, se selecciona el ultimo backup de
registros y se muestra el localizador correspondiente.

@ Si el backup de registro seleccionado existe en la ubicacion de reflejo y
almacén, se muestran ambos localizadores.

c. Realice las siguientes acciones:
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Si desea restaurar...

Todos los archivos de datos de la base de datos

Espacios de tabla

Archivos de control

Archivos de registro de recuperacion

Bases de datos conectables (PDB)

Realice lo siguiente...

Seleccione todos los archivos de datos.

Solo se restauran los archivos de datos de la
base de datos. No se restauran los archivos de
control, los registros de archivos ni los archivos
de registro de recuperacion.

Seleccione Tablespaces.

Se pueden especificar los espacios de tabla
que se desean restaurar.

Seleccione Archivos de control.

Al restaurar los archivos de
control, asegurese de que la
estructura de directorio existe o
se debe crear con las
propiedades de usuario y grupo
correctas, si las hay, para permitir
que los archivos se copien a la
ubicacion de destino mediante el
proceso de restauracion. Si no
existe el directorio, se producira
un error en el trabajo de
restauracion.

Seleccione Redo log files.

Esta opcion esta disponible solo para bases de
datos Data Guard en espera o Active Data
Guard en espera.

®

No se realiza un backup de los
archivos de registro de
recuperacion para bases de
datos que no son de Data Guard.
Para bases de datos que no son
de Data Guard, la recuperacion
se realiza con registros de
archivos.

Seleccione Pluggable databases y, a
continuacién, especifique las PDB que desea

restaurar.
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Si desea restaurar... Realice lo siguiente...

Espacios de tabla de bases de datos Seleccione * tablespaces de base de datos

conectables (PDB) conectables (PDB)* y, a continuacion,
especifique la PDB y los tablespaces de esa
PDB que desea restaurar.

Esta opcion esta disponible solo si selecciond
una PDB para restaurar.

d. Seleccione Cambiar el estado de la base de datos si es necesario para restaurar y recuperar
para cambiar el estado de la base de datos al estado requerido para realizar operaciones de
restauracion y recuperacion.

Los distintos estados de una base de datos, del mas alto al mas bajo, son open, mounted, started
y shutdown. Debe seleccionar esta casilla de comprobacion si la base de datos esta en un estado
mas alto, pero el estado debe cambiarse a un estado mas bajo para realizar una operacion de
restauracion. Si la base de datos esta en un estado mas bajo, pero el estado debe cambiarse a
uno mas alto para realizar la operacion de restauracion, el estado de la base de datos se modifica
automaticamente aunque no seleccione la casilla de comprobacion.

Si una base de datos esta en el estado open y, para restaurarla, la base de datos necesita que esté en
el estado mounted, el estado de la base de datos se modifica Unicamente si selecciona esta casilla de
comprobacion.

a. Seleccione Force in place restore si desea realizar restauraciones in situ en los escenarios en los
que se agregan nuevos archivos de datos después de la copia de seguridad o cuando se agregan,
eliminan o recrean LUN en un grupo de discos de LVM.

7. En la pagina Recovery Scope, realice las siguientes acciones:

Si... Realice lo siguiente...

Desea recuperar la ultima transaccion Seleccione todos los registros.

Desea recuperar a un numero de cambio de Seleccione Until SCN (System Change
sistema (SCN) especifico Number).

Desea recuperar a una fecha y una hora Seleccione Fecha y hora.

especificas

Debe especificar la fecha y la hora de la zona
horaria del host de la base de datos.

No desea recuperar Seleccione sin recuperacion.



Si... Realice lo siguiente...

Desea especificar cualquier ubicacién de Seleccione especifique las ubicaciones de los

registros de archivos externos archivos de registro externos y, a continuacion,
especifique la ubicacion de los archivos de
registro de archivos externos.

Si se reducen los registros de archivos como
parte del backup y se montaron manualmente los
backups de los registros de archivo requeridos,
debe especificar la ruta de acceso del backup
montado como ubicacion de registro de archivo
externo para la recuperacion.

* "Proteccion de datos de Oracle con ONTAP"

» "Se produce un error en el funcionamiento
con ORA-00308"

No se pueden realizar restauraciones con recuperacién de backups secundarios si los volimenes de
registros de archivos no estan protegidos y los volumenes de datos si lo estan. Sélo puede restaurar
seleccionando sin recuperacion.

Si se va a recuperar una base de datos de RAC con la opciéon de base de datos abierta seleccionada,
solo la instancia de RAC en la que se inicio la operaciéon de recuperacion vuelve a estar en estado
abierto.

@ No se admite la recuperacion para bases de datos Data Guard en espera y Active Data
Guard en espera.

8. En la pagina PreOps, introduzca la ruta de acceso y los argumentos del script previo que desea
ejecutar antes de la operacion de restauracion.

Debe almacenar los scripts previos en la ruta de acceso /var/opt/snapcenter/spl/scripts o en cualquier
carpeta dentro de ella. De forma predeterminada, se completa la ruta de acceso
/var/opt/snapcenter/spl/scripts. Si cred cualquier carpeta dentro de esta ruta de acceso para almacenar
los scripts, debe especificar esas carpetas en la ruta.

También puede especificar el valor de tiempo de espera del script. El valor predeterminado es 60
segundos.

9. En la pagina PostOps, siga estos pasos:

a. Introduzca la ruta de acceso y los argumentos del script posterior que desea ejecutar después de
la operacioén de restauracion.

Debe almacenar los scripts posteriores en /var/opt/snapcenter/spl/scripts o en cualquier carpeta
dentro de esta ruta de acceso. De forma predeterminada, se completa la ruta de acceso
/var/opt/snapcenter/spl/scripts. Si cred cualquier carpeta dentro de esta ruta de acceso para
almacenar los scripts, debe especificar esas carpetas en la ruta.

b. Seleccione la casilla de comprobacion si desea abrir la base de datos después de la recuperacion.

Después de restaurar una base de datos de contenedor (CDB) con o sin archivos de control, o
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después de restaurar solo los archivos de control de la CDB, si especifica que se abre la base de
datos después de la recuperacion, solo se abre la CDB y no las bases de datos conectables (PDB)
de esa CDB.

En una configuracion de RAC, solo la instancia de RAC que se usa para la recuperacion se abre
después de esta.

Después de restaurar un espacio de tabla de usuario con archivos de control, un
espacio de tabla del sistema con o sin archivos de control o una PDB con o sin archivos
de control, solo el estado de la PDB relacionada con la operacién de restauracion

@ vuelve a su estado original. El estado de las demas PDB que no se usaron para la
restauracion no vuelven a su estado original, ya que el estado de esas PDB no se
guardd. Debe modificar manualmente el estado de las PDB que no se usaron para la
restauracion.

10. En la pagina Notification, en la lista desplegable Email preference, seleccione los escenarios en los
gue desea enviar las notificaciones por correo electronico.

También debe especificar las direcciones de correo electronico del remitente y los destinatarios, asi
como el asunto del correo. Si desea adjuntar el informe de la operacién de restauracion realizada,
debe seleccionar Adjuntar informe de trabajo.

Para la notificacion por correo electronico, debe haber especificado los detalles del servidor
@ SMTP a través de la interfaz grafica de usuario o el comando Set-SmSmtpServer de
PowerShell.

1. Revise el resumen y, a continuacion, haga clic en Finalizar.

2. Supervise el progreso de la operacion haciendo clic en Monitor > Jobs.
Para mas informacion

+ "Se omite la base de datos de Oracle RAC One Node para ejecutar operaciones de SnapCenter"
 "Error al restaurar desde una ubicacion de SnapMirror o SnapVault secundaria”
» "Se ha producido un error al restaurar desde un backup de una encarnacién huérfana"

» "Parametros personalizables para operaciones de backup, restauracién y clonado en sistemas AIX"

Restauracion y recuperacion de espacios de tablas mediante la recuperaciéon de un
momento especifico

Se puede restaurar un subconjunto de espacios de tablas que se han dafado o
eliminado sin afectar a los otros espacios de tablas de la base de datos. SnapCenter
utiliza RMAN para realizar una recuperacion puntual (PITR) de los tablespaces.

Lo que necesitara
Los backups necesarios para ejecutar PITR de espacios de tablas deben catalogarse y montarse.
Acerca de esta tarea

Durante la operacion PITR, RMAN crea una instancia auxiliar en el destino auxiliar especificado. El destino
auxiliar puede ser un punto de montaje o un grupo de discos ASM. Si hay suficiente espacio en la ubicacién
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montada, puede reutilizar una de las ubicaciones montadas en lugar de un punto de montaje dedicado.
Debe especificar la fecha y hora o SCN y el espacio de tabla se restaurara en la base de datos de origen.

Se pueden seleccionar y restaurar varios espacios de tablas que residen en entornos ASM, NFS y SAN. Por
ejemplo, si los espacios de tablas TS2 y TS3 residen en NFS y TS4 en SAN, puede realizar una Unica
operacion PITR para restaurar todos los espacios de tablas.

@ En una configuracién de RAC, puede realizar PITR de tablespaces desde cualquier nodo del
RAC.

* Pasos*
1. En el panel de navegacion de la izquierda, haga clic en Recursos y, a continuacion, seleccione el
plugin adecuado en la lista.
2. En la pagina Resources, seleccione Database o Resource Group en la lista View.
3. Seleccione la base de datos del tipo de instancia Unica (Multitenant) ya sea en la vista de detalles de la
base de datos o en la vista de detalles del grupo de recursos.

Se muestra la pagina de topologia de la base de datos.

4. En la vista Manage Copies, seleccione copias de seguridad en los sistemas de almacenamiento
principal o secundario (reflejado o replicado).

Si la copia de seguridad no esta catalogada, debe seleccionar la copia de seguridad y hacer clic en
Catalogo.

Seleccione el backup catalogado y haga clic en “ .
6. En la pagina Restore Scope, realice las siguientes tareas:
a. Si selecciono un backup de una base de datos en un entorno RAC, seleccione el nodo de RAC.

b. Seleccione Tablespaces y, a continuacion, especifique los tablespaces que desea restaurar.
@ No puede realizar PITR en tablespaces SYSAUX, SYSTEM y UNDO.

c. Seleccione Cambiar el estado de la base de datos si es necesario para restaurar y recuperar
para cambiar el estado de la base de datos al estado requerido para realizar operaciones de
restauracion y recuperacion.

7. En la pagina Recovery Scope, realice una de las siguientes acciones:

= Si desea recuperar un numero de cambio de sistema (SCN) especifico, seleccione hasta SCN y
especifique el SCN y el destino auxiliar.

= Si desea recuperar una fecha y hora especificas, seleccione Fecha y hora y especifique la fecha y
hora y el destino auxiliar. Cuando especifica el SCN o la fecha y hora, SnapCenter enumera los
backups necesarios para ejecutar PITR, pero no se catalogan y montan.

8. En la pagina PreOps, introduzca la ruta de acceso y los argumentos del script previo que desea
ejecutar antes de la operacion de restauracion.

Debe almacenar los scripts previos en la ruta de acceso /var/opt/snapcenter/spl/scripts o en cualquier
carpeta dentro de ella. De forma predeterminada, se completa la ruta de acceso
/var/opt/snapcenter/spl/scripts. Si cred cualquier carpeta dentro de esta ruta de acceso para almacenar
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los scripts, debe especificar esas carpetas en la ruta.

También puede especificar el valor de tiempo de espera del script. El valor predeterminado es 60
segundos.
1. En la pagina PostOps, siga estos pasos:

a. Introduzca la ruta de acceso y los argumentos del script posterior que desea ejecutar después de
la operacion de restauracion.

b. Seleccione la casilla de comprobacion si desea abrir la base de datos después de la recuperacion.

2. En la pagina Notification, en la lista desplegable Email preference, seleccione los escenarios en los
que desea enviar las notificaciones por correo electronico.

3. Revise el resumen y, a continuacion, haga clic en Finalizar.

4. Supervise el progreso de la operacion haciendo clic en Monitor > Jobs.

Restaure y recupere una base de datos conectable mediante la recuperacion de un
momento especifico

Puede restaurar y recuperar una base de datos conectables (PDB) que se dafié o se
borro sin afectar a las otras PDB de la base de datos de contenedores (CDB).
SnapCenter utiliza RMAN para realizar una recuperacion de un momento especifico
(PITR) de la PDB.

Lo que necesitara

Los backups necesarios para ejecutar PITR de una PDB deben catalogarse y montarse.

@ En una configuracion de RAC, debe cerrar manualmente la PDB (cambiando el estado a
MONTADO) en todos los nodos de la configuracion de RAC.

Acerca de esta tarea

Durante la operacion PITR, RMAN crea una instancia auxiliar en el destino auxiliar especificado. El destino
auxiliar puede ser un punto de montaje o un grupo de discos ASM. Si hay suficiente espacio en la ubicacién
montada, puede reutilizar una de las ubicaciones montadas en lugar de un punto de montaje dedicado.

Debe especificar la fecha y hora o SCN para ejecutar PITR de la PDB. RMAN puede recuperar PDB de
LECTURA, SOLO LECTURA o PDB borrada, incluidos archivos de datos.

Solo puede restaurar y recuperar:

* Una PDB ala vez
* Un tablespace en una PDB

* Varios espacios de tablas de la misma PDB

@ En una configuracién de RAC, puede realizar PITR de tablespaces desde cualquier nodo del
RAC.

* Pasos*
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. En el panel de navegacion de la izquierda, haga clic en Recursos y, a continuacién, seleccione el
plugin adecuado en la lista.

N

. En la pagina Resources, seleccione Database o Resource Group en la lista View.

3. Seleccione la base de datos del tipo de instancia Unica (Multitenant) ya sea en la vista de detalles de la
base de datos o en la vista de detalles del grupo de recursos.

Se muestra la pagina de topologia de la base de datos.

4. En la vista Manage Copies, seleccione copias de seguridad en los sistemas de almacenamiento
principal o secundario (reflejado o replicado).

Si la copia de seguridad no esté catalogada, debe seleccionar la copia de seguridad y hacer clic en
Catalogo.

Seleccione el backup catalogado y haga clic en “ .

o]

. En la pagina Restore Scope, realice las siguientes tareas:
a. Si selecciono un backup de una base de datos en un entorno RAC, seleccione el nodo de RAC.

b. Segun si desea restaurar la PDB o los espacios de tablas en una PDB, realice una de las

acciones:

Si desea... Pasos...

Restaurar una PDB i. Seleccione bases de datos conectables

(PDB).
i. Especifique la PDB que desea restaurar.
No se puede ejecutar PITR
@ en la base de datos

PDB$SEED.

Restaurar espacios de tablas en una PDB i. Seleccione tablespaces de base de datos

conectables (PDB).
i. Especifique la PDB.

iii. Especifique un unico espacio de tabla o
varios espacios de tablas que desee
restaurar.

No puede realizar PITR en
@ tablespaces SYSAUX,
SYSTEM y UNDO.

c. Seleccione Cambiar el estado de la base de datos si es necesario para restaurar y recuperar
para cambiar el estado de la base de datos al estado requerido para realizar operaciones de
restauracion y recuperacion.

7. En la pagina Recovery Scope, realice una de las siguientes acciones:

= Si desea recuperar un numero de cambio de sistema (SCN) especifico, seleccione hasta SCN y
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especifique el SCN y el destino auxiliar.

= Si desea recuperar una fecha y hora especificas, seleccione Fecha y hora y especifique la fecha y
hora y el destino auxiliar. Cuando especifica el SCN o la fecha y hora, SnapCenter enumera los
backups necesarios para ejecutar PITR, pero no se catalogan y montan.

8. En la pagina PreOps, introduzca la ruta de acceso y los argumentos del script previo que desea
ejecutar antes de la operacion de restauracion.

Debe almacenar los scripts previos en la ruta de acceso /var/opt/snapcenter/spl/scripts o en cualquier
carpeta dentro de ella. De forma predeterminada, se completa la ruta de acceso
/var/opt/snapcenter/spl/scripts. Si cred cualquier carpeta dentro de esta ruta de acceso para almacenar
los scripts, debe especificar esas carpetas en la ruta.

También puede especificar el valor de tiempo de espera del script. El valor predeterminado es 60
segundos.
1. En la pagina PostOps, siga estos pasos:

a. Introduzca la ruta de acceso y los argumentos del script posterior que desea ejecutar después de
la operacioén de restauracion.

b. Seleccione la casilla de comprobacion si desea abrir la base de datos después de la recuperacion.
En una configuracion de RAC, la PDB solo se abre en el nodo donde se recupero la base de

datos. Debe abrir manualmente la PDB recuperada en todos los demas nodos de la configuracion
de RAC.

2. En la pagina Notification, en la lista desplegable Email preference, seleccione los escenarios en los
que desea enviar las notificaciones por correo electronico.
3. Revise el resumen y, a continuacion, haga clic en Finalizar.

4. Supervise el progreso de la operacion haciendo clic en Monitor > Jobs.

Restaure y recupere bases de datos de Oracle con comandos de UNIX

El flujo de trabajo de restauracion y recuperacion incluye la planificacion, la realizacion
de operaciones de restauracion y recuperacion, y la supervision de las operaciones.

Acerca de esta tarea

Debe ejecutar los siguientes comandos para establecer la conexién con SnapCenter Server, enumerar los
backups y recuperar su informacion, y restaurar el backup.

La informacion relativa a los parametros que se pueden utilizar con el comando y sus descripciones se puede
obtener ejecutando Get-Help command_name. Como alternativa, también puede consultar la "Guia de
referencia de comandos del software SnapCenter".

» Pasos*

1. Inicie una sesién de conexion con el servidor SnapCenter para el usuario especificado: Open-
SmConnection

2. Recupere la informacion sobre los backups que desea restaurar: Get-SmBackup

3. Recupere la informacion detallada acerca del backup especificado: Get-SmBackupDetails

Este comando recupera la informacién detallada sobre el backup de un recurso especificado con un
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determinado ID de backup. La informacion incluye nombre de la base de datos, version, inicio, SCN de
inicio y de finalizacién, espacios de tabla, bases de datos conectables y sus espacios de tabla.

4. Restaure los datos del backup: Restore-SmBackup

Supervisar las operaciones de restauracion de bases de datos de Oracle

Es posible supervisar el progreso de diferentes operaciones de restauracion de
SnapCenter mediante la pagina Jobs. El progreso de una operacién puede revisarse
para determinar cuando esta completa o si hay un problema.

Acerca de esta tarea

los estados posteriores a la restauracion describen las condiciones del recurso una vez ejecutada la operacion
de restauracion, asi como otras acciones de restauracion que pueden realizarse.

Los siguientes iconos aparecen en la pagina Jobs e indican el estado de la operacion:

En curso
. Completado correctamente
e x Error

Completado con advertencias o no pudo iniciarse debido a advertencias
« T Encola

e @ Cancelada

* Pasos*

1. En el panel de navegacion de la izquierda, haga clic en Monitor.

2. En la pagina Monitor, haga clic en trabajos.

3. En la pagina trabajos, realice los siguientes pasos:

a.
b.
C.
d.

e.

Haga clic en ﬂ para filtrar la lista de modo que solo figuren las operaciones de restauracion.
Especifique las fechas de inicio y finalizacion.

En la lista desplegable Tipo, seleccione Restaurar.

En la lista desplegable Estado, seleccione el estado de restauracion.

Haga clic en aplicar para ver las operaciones que se han completado correctamente.

4. Seleccione el trabajo de restauracion y, a continuacion, haga clic en Detalles para ver los detalles del
trabajo.

5. En la pagina Detalles del trabajo, haga clic en Ver registros.

El boton Ver registros muestra los registros detallados para la operacién seleccionada.
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Tras la operacién de restauracion basada en volumen, los metadatos del backup se
eliminan del repositorio de SnapCenter, pero las entradas de catalogo de backup

@ permanecen en el catalogo SAP HANA. Aunque el estado del trabajo de restauracion
indique , debe hacer clic en los detalles del trabajo para ver el signo de advertencia de
algunas de las tareas secundarias. Haga clic en el signo de advertencia y elimine las
entradas del catalogo de backup indicadas.

Cancelar operaciones de restauracion de bases de datos de Oracle
Es posible cancelar los trabajos de restauracion que se encuentran en cola.

Inicio sesion como administrador de SnapCenter o propietario del trabajo para cancelar las operaciones de
restauracion.

Acerca de esta tarea

* Es posible cancelar una operacion de restauracion en cola desde la pagina Monitor o el panel Activity.
* No se puede cancelar una operacion de restauracion en ejecucion.

* Es posible usar la interfaz grafica de usuario de SnapCenter, los cmdlets de PowerShell o los comandos
de la CLI para cancelar las operaciones de restauracion en cola.

« El boton Cancelar trabajo esta desactivado para operaciones de restauracion que no se pueden cancelar.

« Si selecciono todos los miembros de esta funciéon pueden ver y operar en otros objetos de
miembros en la pagina usuarios\grupos mientras crea una funcion, puede cancelar las operaciones de
restauracion en cola de otros miembros mientras utiliza esa funcion.

Paso

Ejecute una de las siguientes acciones:

Del... Accion

Pagina Monitor 1. En el panel de navegacion izquierdo, haga clic en
Monitor > Jobs.

2. Seleccione el trabajo y haga clic en Cancelar
trabajo.

Panel de actividades 1. Después de iniciar la operacién de restauracion,
haga clic en En el panel Activity para ver las
cinco operaciones mas recientes.

2. Seleccione la operacion.

3. En la pagina Detalles del trabajo, haga clic en
Cancelar trabajo.

Clone la base de datos de Oracle
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Flujo de trabajo de clonado

El flujo de trabajo de clonado incluye planificar, realizar la operacion de clonado y
supervisar la operacion.

Pueden clonarse bases de datos por los siguientes motivos:

Para poner a prueba una funcionalidad que debe implementarse con la estructura y el contenido de la
base de datos actual durante ciclos de desarrollo de aplicaciones.

Para completar almacenes de datos con herramientas de extraccion y manipulacion de datos.

Para recuperar datos que se eliminaron o se modificaron por error.

Los siguientes flujos de trabajo muestran la secuencia que debe seguirse para realizar la operacion de
clonado:

Clone backup.

|

Monitor clone operation.

:

If required, split the clone.

Defina una estrategia de clonado para bases de datos de Oracle

Definir una estrategia antes de clonar una base de datos permite garantizar que la
operacion se ejecute correctamente.

Tipos de backups compatibles con la clonado

SnapCenter permite clonar diversos tipos de backup de las bases de datos de Oracle.

Backups de datos en linea

Backup completo en linea

Backups de montaje sin conexidn

Backups de apagado sin conexion

Backups de bases de datos en espera de Data Guard y bases de datos en espera de Active Data Guard

Backups de datos en linea, backups completos en linea, backups de montaje sin conexion y backups de
apagado sin conexion en una configuracion RAC

Backups de datos en linea, backups completos en linea, backups de montaje sin conexion y backups de
apagado sin conexién en una configuracion ASM
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No se admite la configuracion de Oracle ASM si la opcion USER_Friendly_Names del
@ archivo de configuracién multivia esta establecida en yes y los alias o enlaces simbdlicos se
definen para los discos ASM de Oracle que utilizan el archivo de reglas udev.

@ No se admite la clonado de backups de registros de archivos.

Tipos de clonado compatibles con las bases de datos de Oracle

En un entorno de bases de datos de Oracle, SnapCenter admite la clonado de un backup de base de datos.
Puede clonar el backup de sistemas de almacenamiento primarios y secundarios.

El servidor SnapCenter utiliza la tecnologia FlexClone de NetApp para clonar backups.

Puede actualizar un clon ejecutando el comando "Refresh-SmClone". Este comando crea un backup de la
base de datos, elimina el clon existente y crea un clon con el mismo nombre.

@ La operacion de actualizacion de clones solo puede realizarse con los comandos UNIX.

Convenciones de nomenclatura de los clones para las bases de datos de Oracle

A partir de SnapCenter 3.0, la convencion de nomenclatura utilizada para los clones de sistemas de archivos
es diferente de la aplicada a los clones de grupos de discos de ASM.

» La convencion de nomenclatura para los sistemas de archivos SAN o NFS es
FileSystemNameofsourcedatabase CLONESID.

» La convencion de nomenclatura para los grupos de discos de ASM es
SC_HASHCODEOofDISKGROUP_CLONESID.

HASHCODEofDISKGROUP es un numero generado automaticamente (de 2 a 10 digitos) exclusivo para
cada grupo de discos de ASM.

Limitaciones de la clonado de bases de datos de Oracle

Antes de clonar las bases de datos, es necesario tener en cuenta las limitaciones de las operaciones de
clonado.

+ Si utiliza una version de Oracle de 11.2.0.4 a 12.1.0.1, la operacion de clonado estara en estado colgado
al ejecutar el comando renamedg . Puede aplicar el parche de Oracle 19544733 para solucionar este
problema.

* No se admite la clonado de bases de datos de un LUN conectado directamente a un host (por ejemplo,
usando el iniciador de iISCSI de Microsoft en un host de Windows) a un VMDK o un LUN de RDM en el
mismo host de Windows, ni en otro host de Windows, o viceversa.

 El directorio raiz del punto de montaje del volumen no puede ser un directorio compartido.

» Si se mueve un LUN que contiene un clon de un volumen nuevo, no es posible eliminar el clon.

Requisitos para clonar una base de datos de Oracle

Antes de clonar una base de datos de Oracle, debe asegurarse de que se hayan
completado los requisitos previos.
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* Cred6 un backup de la base de datos con SnapCenter.

Debe haber creado correctamente backups del registro y de datos en linea, o backups sin conexién
(montados o apagados) para que la operacion de clonado se complete correctamente.

 Si desea personalizar las rutas de acceso del archivo de control o el archivo de registro de recuperacion,
debe haber aprovisionado previamente el sistema de archivos requerido o el grupo de discos de Automatic
Storage Management (ASM).

De forma predeterminada, los archivos de registro de recuperacion y de control de la base de datos
clonada se crean en el grupo de discos de ASM o el sistema de archivos aprovisionado por SnapCenter
para los archivos de datos de la base de datos del clon.

+ Si esta usando ASM sobre NFS, debe agregar /var/opt/snapcenter/scu/clones///* a |la ruta de acceso
existente definida en el parametro asm_diskstring.

* En el parametro asm_diskstring, debe configurar AFD:* si esta utilizando ASMFD o configurar ORCL:* si
esta utilizando ASMLIB.

Para obtener informacién sobre como editar el parametro asm_diskstring, consulte "Cémo agregar las
rutas de acceso al disco a asm_diskstring".

« Si crea el clon en un host alternativo, este host debe cumplir los siguientes requisitos:
o El plugin de SnapCenter para base de datos de Oracle debe estar instalado en el host alternativo.

o El host del clon debe poder detectar LUN de almacenamiento principal o secundario.

= Si clona un almacenamiento principal o secundario (almacén o reflejo) en un host alternativo,
asegurese de que se establezca una sesion iSCSI entre el almacenamiento secundario y el host
alternativo, o una zona adecuada para Fibre Channel (FC).

= Si clona un almacén o un reflejo en el mismo host, asegurese de que se establezca una sesion
iSCSI entre el almacén o reflejo y el host, o una zona adecuada para FC.

= Si clona en un entorno virtualizado, asegurese de que se establezca una sesion iISCSI entre el
almacenamiento principal o secundario y el servidor ESX que aloja al host alternativo, o una zona
adecuada para FC.
Para obtener mas informacion, consulte "documentacion de utilidades de host".

o Sila base de datos de origen es una base de datos ASM:
= Lainstancia de ASM debe estar activa y en ejecucion en el host donde se realizara el clon.

= El grupo de discos ASM debe aprovisionarse antes de la operacion de clonado si desea colocar
archivos de registro de archivos de la base de datos clonada en un grupo de discos de ASM
dedicado.

= Que el nombre del grupo de discos de datos pueda configurarse y, a la vez, que ningun otro grupo
de discos ASM use el nombre en el host donde se realizara la clonado.

Los archivos de datos que residen en el grupo de discos ASM se aprovisionan como parte del flujo
de trabajo del clon de SnapCenter.

* Eltipo de proteccion del LUN de datos y el LUN de registro, como reflejo, almacén o reflejo-almacén, debe
ser el mismo para detectar localizadores secundarios durante la clonado en un host alternativo que use
backups de registros.

» Configuro el valor de exclude_seed_cdb_view como FALSE en el archivo de parametros de la base de
datos de origen con el fin de recuperar informacion relacionada con la PDB de inicializacion para la
clonado de una base de datos de 12c.

87


https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/SnapCenter/Disk_paths_are_not_added_to_the_asm_diskstring_database_parameter
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/SnapCenter/Disk_paths_are_not_added_to_the_asm_diskstring_database_parameter
https://docs.netapp.com/us-en/ontap-sanhost/

La PDB de inicializacion es una plantilla proporcionada por el sistema que la CDB puede utilizar para crear
PDB. La PDB de inicializacion se denomina PDB$SEED. Para obtener informacion sobre PDB$SEED,
consulte el ID de documento de Oracle 1940806.1.

@ Debe configurar el valor antes de realizar una copia de seguridad de la base de datos 12c.

» SnapCenter admite copia de seguridad de sistemas de archivos administrados por el subsistema autofs.
Si va a clonar la base de datos, asegurese de que los puntos de montaje de datos no estan bajo la raiz del
punto de montaje de autofs porque el usuario raiz del host del plugin no tiene permiso para crear
directorios bajo la raiz del punto de montaje de autofs.

Si los archivos de control y de registro de recuperacion se encuentran en el punto de montaje de datos,
debe modificar la ruta de acceso del archivo de control y, a continuacion, la ruta de acceso del archivo de
registro de recuperacion segun corresponda.

@ Puede registrar manualmente los nuevos puntos de montaje clonados con el subsistema
autofs. Los puntos de montaje nuevos no se registraran automaticamente.

« Sitiene un TDE (inicio de sesion automatico) y desea clonar la base de datos en el mismo host o en otro
alternativo, debe copiar la cartera (archivos de clave) en /etc/ORACLE/WALLET/$ORACLE_SID desde la
base de datos de origen a la base de datos clonada.

» Debe configurar el valor de use_Ivmetad = 0 en /etc/lvm/lvm.confy detener el servicio lvm2-lvmetad para
realizar correctamente la clonado en entornos de red de area de almacenamiento (SAN) en Oracle Linux 7
o posteriores, o Red Hat Enterprise Linux (RHEL) 7 o posteriores.

* Debe instalar el parche de Oracle 13366202 si utiliza la base de datos Oracle 11.2.0.3 o posterior y el
identificador de la base de datos para la instancia auxiliar se cambia con un script NID.

* Debe asegurarse de que los agregados donde se alojan los volumenes deben estar en la lista de
agregados asignados de la maquina virtual de almacenamiento (SVM).

* Debe asegurarse de que el LUN no esté asignado al host AIX mediante un iGroup compuesto por
protocolos mixtos iISCSI y FC. Para obtener mas informacion, consulte "Error en la operacion porque no
puede detectar el dispositivo para la LUN".

Clonar el backup de una base de datos de Oracle

Es posible utilizar SnapCenter para clonar una base de datos de Oracle con el backup de
esa base de datos.

Acerca de esta tarea
La operacion de clonado crea una copia de los archivos de datos de la base de datos y, luego, crea nuevos

archivos de registro de recuperacion en linea y archivos de control. La base de datos puede recuperarse
opcionalmente a una hora especifica, segun las opciones de recuperacion especificadas.

@ Se produce un error en la clonado si intenta clonar un backup que se creé en un host Linux en
un host AIX o viceversa.

SnapCenter crea una base de datos independiente cuando se clona desde un backup de base de datos de
Oracle RAC. SnapCenter admite la creacién de un clon desde el backup de bases de datos Data Guard en
espera y Active Data Guard en espera.

Durante la clonado, SnapCenter monta el backup de registros para las operaciones de recuperacion. Después
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de la recuperacion, el backup de registros se desasocia. Todos estos clones estan montados en
/var/opt/snapcenter/scu/Clones/. Si esta usando ASM sobre NFS, debe agregar
/var/opt/snapcenter/scu/clones///* a la ruta de acceso existente definida en el parametro asm_diskstring.

Mientras se clona un backup de una base de datos ASM en un entorno SAN, se crean reglas udev para el
host clonado en /etc/udev/rules.d/999-scu-netapp.rules. Estas reglas udev asociadas con los dispositivos host
clonados se eliminan cuando se elimina el clon.

®

En una configuracion de Flex ASM, no puede realizar la operacion de clonado en nodos Leaf si
la cardinalidad es menor que el nimero de nodos del clister RAC.

» Pasos*

1.

En el panel de navegacion de la izquierda, haga clic en Recursos y, a continuacion, seleccione el
plugin adecuado en la lista.

En la pagina Resources, seleccione Database o Resource Group en la lista View.

3. Seleccione la base de datos en la vista de detalles de la base de datos o en la vista de detalles del

grupo de recursos.
Se muestra la pagina de topologia de la base de datos.

En la vista Manage Copies, seleccione los backups desde local copies (primary), Mirror copies
(secondary) o Vault copies (secondary).

Seleccione el backup de datos en la tabla y haga clic en m

En la pagina Name, realice una de las siguientes acciones:

Si desea... Pasos...

Clonar una base de datos (CDB o no CDB) a. Especifique el SID del clon.

El SID del clon no esta disponible de manera
predeterminada, y la longitud maxima del SID
es de 8 caracteres.

Debe asegurarse de que no

@ exista otra base de datos con
el mismo SID en el host donde
se creara el clon.

Clonar una base de datos conectables (PDB) a. Seleccione PDB Clone.
b. Especifique la PDB que desea clonar.

c. Especifique el nombre de la PDB clonada.
Para ver los pasos detallados para clonar una
PDB, consulte "Clonar una base de datos
conectable".

Al seleccionar un datos reflejados o de almacén:
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= si no hay backup de registros en el reflejo o el almacén, no se selecciona nada y los localizadores

estan vacios.

= si existen backups de registros en el reflejo o almacén, se selecciona el ultimo backup de registros

y se muestra el localizador correspondiente.

@ Si el backup de registro seleccionado existe en la ubicacion de reflejo y almacén, se

muestran ambos localizadores.

7. En la pagina Locations, realice las siguientes acciones:

Para este campo...

Clone el host

Ubicaciones de los almacenes de datos

Realice lo siguiente...

De forma predeterminada, se completa el host de
la base de datos de origen.

Si desea crear el clon en un host alternativo,
seleccione el host que tiene la misma version de
Oracle y del sistema operativo que el host de la
base de datos de origen.

De forma predeterminada, se completa la
ubicacion del archivo de datos.

La convencion de nomenclatura predeterminada
de SnapCenter para sistemas de archivos SAN o
NFS es

FileSystemNameofsourcedatabase CLONESID.

La convencion de nomenclatura predeterminada
de SnapCenter para grupos de discos ASM es
SC_HASHCODEOofDISKGROUP_CLONESID. El
HASHCODEOofDISKGROUP es un numero
generado automaticamente (entre 2 y 10 digitos)
que es unico para cada grupo de discos ASM.

Si personaliza el nombre del grupo

@ de discos ASM, asegurese de que
la longitud del nombre respete el
limite admitido por Oracle.

Si desea especificar otra ruta de acceso, debe
introducir los puntos de montaje del archivo de
datos o los nombres de los grupos de discos ASM
para la base de datos del clon. Cuando
personaliza la ruta de acceso del archivo de
datos, también debe cambiar los nombres de los
grupos de discos ASM del archivo de control y el
archivo de registro de recuperacion para que
tengan el mismo nombre utilizado en los archivos
de datos o cambiar el sistema de archivos a un
grupo de discos ASM o sistema de archivos
existente.



Para este campo...

Archivos de control

Realice lo siguiente...

De forma predeterminada, se completa la ruta de
acceso al archivo de control.

Los archivos de control se ubican en el mismo
grupo de discos ASM o sistema de archivos que
los archivos de datos. Si desea anular la ruta de
acceso del archivo de control, puede proporcionar
otra ruta de acceso al archivo de control.

El sistema de archivos o el grupo
@ de discos ASM deben existir en el
host.

De forma predeterminada, la cantidad de archivos
de control sera la misma que la de la base de
datos de origen. Es posible modificar la cantidad
de archivos de control, pero se requiere un
minimo de un archivo de control para clonar la
base de datos.

Puede personalizar la ruta de acceso del archivo

de control a otro sistema de archivos (existente)
distinto del de la base de datos de origen.
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Para este campo...

Rehacer registros

Realice lo siguiente...

De forma predeterminada, se completan el grupo
de archivos, la ruta de acceso y el tamario de los
archivos de registro de recuperacion.

Los registros de recuperacion se ubican en el
mismo grupo de discos ASM o sistema de
archivos que los archivos de datos de la base de
datos clonada. Si desea anular la ruta de acceso
del archivo de registro de recuperacion, puede
personalizarla en otro sistema de archivos que no
sea el de la base de datos de origen.

El nuevo sistema de archivos o el
@ grupo de discos ASM deben existir
en el host.

De forma predeterminada, la cantidad de grupos
de registros de recuperacion, los archivos de
registro de recuperacion y sus tamafios seran los
mismos que los de la base de datos de origen.
Puede modificar los siguientes parametros:

» Cantidad de grupos de registros de
recuperacion

Se requiere un minimo de dos

@ grupos de registros de
recuperacion para clonar la base
de datos.

* Los archivos de registro de recuperacion en
cada grupo y su ruta de acceso

Puede personalizar la ruta de acceso del
archivo de registro de recuperacion a otro
sistema de archivos (existente) distinto del de
la base de datos de origen.

Se requiere un minimo de un
archivo de registro de recuperacion

@ en el grupo de registros de
recuperacion para clonar la base
de datos.

» Tamanos del archivo del registro de
recuperacion

8. En la pagina Credentials, realice las siguientes acciones:



Para este campo... Realice lo siguiente...

Nombre de credencial del usuario sys Seleccione la credencial que se usara para definir
la contrasefia de usuario sys de la base de datos
clonada.

Si SQLNET.AUTHENTICATION_SERVICES esta
configurado como NONE en el archivo sqglnet.ora
del host de destino, no debe seleccionar Ninguno
como la credencial en la interfaz grafica de
usuario de SnapCenter.

Nombre de credencial de la instancia de ASM Seleccione Ninguno si esta activada la
autenticacion del SO para conectarse a la
instancia de ASM en el host del clon.

De lo contrario, seleccione la credencial de
Oracle ASM configurada con el usuario "stys" o
un usuario con el privilegio "sasma" aplicable al
host del clon.

El inicio, el nombre de usuario y los detalles de grupo de Oracle se completan automaticamente desde
la base de datos de origen. Es posible cambiar los valores segun el entorno de Oracle del host donde
se creara el clon.

9. En la pagina PreOps, siga estos pasos:

a. Introduzca la ruta de acceso y los argumentos del script previo que desea ejecutar antes de la
operacion de clonado.

Debe almacenar el script previo en /var/opt/snapcenter/spl/scripts o en cualquier carpeta dentro de
esta ruta de acceso. De forma predeterminada, se completa la ruta de acceso
/var/opt/snapcenter/spl/scripts. Si coloco el script en cualquier carpeta dentro de esta ruta de
acceso, debe proporcionar la ruta de acceso completa hasta la carpeta donde esta ubicado el
script.

b. En la seccion Database Parameter settings, modifique los valores de los parametros de la base de
datos completados automaticamente que se utilizan para inicializar la base de datos.

Para agregar parametros adicionales, haga clic en *

Si esta utilizando Oracle Standard Edition y la base de datos se esta ejecutando en el modo de
registro de archivo o desea restaurar una base de datos del redo log de archivo, agregue los
parametros y especifique la ruta de acceso.

= ARCHIVO_DE_REGISTRO_DEST

- LOG_ARCHIVE_DUPLEX_DEST

El area de recuperacion rapida (FRA) no se define en los parametros de la base
de datos completados automaticamente. Para configurar la FRA, afiada los
parametros relacionados.
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El valor predeterminado de log_archive_dest 1 es $ORACLE_HOME/clone_sid, y los
registros de archivos de la base de datos clonada se crearan en esta ubicacion. Si

@ elimino el parametro log_archive_dest_1, Oracle determina la ubicacion del registro de
archivos. Para definir una nueva ubicacion para el registro de archivos, debe editar
log_archive_dest_1, pero asegurese de que el sistema de archivos o el grupo de discos
existan y estén disponible en el host.

a. Haga clic en Restablecer para obtener la configuracion predeterminada de los parametros de la
base de datos.

10. En la pagina PostOps, Recover database y Until Cancel se seleccionan de forma predeterminada
para realizar la recuperacion de la base de datos clonada.

SnapCenter realiza la recuperacion mediante el montaje del backup de registro mas reciente que
posee la secuencia ininterrumpida de archivos de registro después del backup de datos que se
selecciond para la clonado. El registro y el backup de datos deben estar en el almacenamiento
principal para realizar la clonado en el almacenamiento principal y en el almacenamiento secundario
para realizar la clonado en el almacenamiento secundario.

Las opciones recuperar base de datos y hasta Cancelar no se seleccionan si SnapCenter no
encuentra las copias de seguridad de registro adecuadas. Puede proporcionar la ubicacion del archivo
de registro externo si la copia de seguridad del registro no esta disponible en especificar ubicaciones
de archivo de registro externo. Se pueden especificar varias ubicaciones del registro.

Si desea clonar una base de datos de origen configurada para admitir FRA y Oracle
Managed Files (OMF), el destino del registro para la recuperacion también debe
respetar la estructura de directorios de OMF.

La pagina PostOps no se muestra si la base de datos de origen es una base de datos Data Guard en
espera o Active Data Guard en espera. Para bases de datos Data Guard en espera o Active Data
Guard en espera, SnapCenter no ofrece la opcion de seleccionar el tipo de recuperacion en la interfaz
grafica de usuario de SnapCenter, pero la base de datos se recupera con el tipo de recuperacion Until
Cancel sin aplicar ningun registro.

Nombre del campo Descripcion

Hasta Cancelar SnapCenter realiza la recuperacion mediante el
montaje del backup de registro mas reciente con
la secuencia ininterrumpida de archivos de
registro después de ese backup de datos que se
selecciond para la clonado. La base de datos
clonada se recupera hasta el archivo de registro
faltante o dafiado.

Fechay hora SnapCenter recupera la base de datos hasta la
fecha y la hora especificadas. El formato
aceptado es mm/dd/yyyy hh:mm:ss

@ La hora puede especificarse en
formato de 24 horas.



Nombre del campo

Until SCN (numero de cambio de sistema)

Especifique las ubicaciones de los registros de
archivos externos

Crear nuevo DBID

Crear archivo temporal para tablespace temporal

Introduzca las entradas de sql que se van a
aplicar al crear el clon

Introduzca los scripts que se ejecutaran después
de la operacién de clonado

que desea enviar los correos electrénicos.

Descripcion

SnapCenter recupera la base de datos hasta un
SCN especificado.

Especifique la ubicacion del registro de archivos
externo.

De forma predeterminada la casilla de
verificaciéon Crear nuevo DBID esta activada
para generar un nimero unico (DBID) para la
base de datos clonada que lo diferencia de la
base de datos de origen.

Desactive la casilla de comprobacion si desea
asignar el DBID de la base de datos de origen a
la base de datos clonada. En esta situacion, si
desea registrar la base de datos clonada en el
catalogo de RMAN externo donde la base de
datos de origen ya esta registrada, se produce un
error en la operacion.

Seleccione la casilla de comprobacion si desea
crear un archivo tempfile para el espacio de tabla
temporal predeterminado de la base de datos
clonada.

Si no esta seleccionada la casilla de
comprobacion, se creara el clon de la base de
datos sin el archivo tempfile.

Agregue las entradas sqgl que desee aplicar al
crear el clon.

Especifique la ruta de acceso y los argumentos
del script posterior que desea ejecutar después
de la operacion de clonado.

Debe almacenar el script posterior en
/var/opt/snapcenter/spl/scripts o en cualquier
carpeta dentro de esta ruta de acceso. De forma
predeterminada, se completa la ruta de acceso
/var/opt/snapcenter/spl/scripts.

Si coloco el script en cualquier carpeta dentro de
esta ruta de acceso, debe proporcionar la ruta de
acceso completa hasta la carpeta donde esta
ubicado el script.

11. En la pagina Notification, en la lista desplegable Email preference, seleccione los escenarios en los
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También debe especificar las direcciones de correo electronico del remitente y los destinatarios, asi
como el asunto del correo. Si desea adjuntar el informe de la operacion de clonado realizada,
seleccione Adjuntar informe de trabajo.

Para las notificaciones de correo electronico, se deben haber especificado los detalles del
@ servidor SMTP desde la interfaz grafica de usuario o desde el comando de PowerShell Set-
SmSmtpServer.

1. Revise el resumen y, a continuacioén, haga clic en Finalizar.

Al realizar una recuperacién como parte de la operacion de creacion de un clon, incluso

@ si se producen errores en la recuperacion, el clon se crea con una advertencia. Es
posible realizar una recuperacion manual de este clon para que la base de datos del
clon pase a un estado consistente.

2. Supervise el progreso de la operacién haciendo clic en Monitor > Jobs.
resultado

Después de clonar la base de datos, es posible actualizar la pagina de recursos para que enumere la base de
datos clonada como uno de los recursos disponibles para realizar backups. La base de datos clonada puede
protegerse como cualquier otra base de datos con el flujo de trabajo de backup estandar, o bien puede
incluirse en un grupo de recursos (recientemente creado o existente). La base de datos clonada puede volver
a clonarse (clon de clones).

Después de clonar, no debe cambiar nunca el nombre de la base de datos clonada.

Si no realizé la recuperacion durante la clonado, se pueden producir errores en el backup de la
base de datos clonada debido a una recuperacién incorrecta, y es posible que deba realizar una

@ recuperacion manual. También se pueden producir errores en el backup de registro si la
ubicacioén predeterminada que se completd para los registros de archivos es un
almacenamiento de terceros o si el sistema de almacenamiento no esta configurado con
SnapCenter.

En la instalacion de AlX, puede utilizar el mandato Ikdev para bloquear y el mandato rendev para cambiar el
nombre de los discos en los que residio la base de datos clonada.

El bloqueo o cambio de nombre de dispositivos no afectara a la operacion de eliminacion de clones. En el
caso de disefios LVM de AIX construidos en dispositivos SAN, el cambio de nombre de dispositivos no sera
compatible con los dispositivos SAN clonados.

Mas informacion

+ "La restauracion o el clonado producen errores con el mensaje de error ORA-00308"
* "Error al recuperar una base de datos clonada"

» "Parametros personalizables para operaciones de backup, restauracién y clonado en sistemas AIX"

Clonar una base de datos conectable

Es posible clonar una base de datos conectables (PDB) en una base de datos diferente o
la misma CDB objetivo en el mismo host o alternativo. También es posible recuperar la
PDB clonada en un SCN o la fecha y la hora que desee.
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* Pasos*

1.

En el panel de navegacion de la izquierda, haga clic en Recursos y, a continuacion, seleccione el
plugin adecuado en la lista.

En la pagina Resources, seleccione Database o Resource Group en la lista View.
Seleccione la base de datos del tipo de instancia unica (Multitenant) desde la vista de detalles de la
base de datos o desde la vista de detalles del grupo de recursos.

Se muestra la pagina de topologia de la base de datos.

En la vista Manage Copies, seleccione los backups desde local copies (primary), Mirror copies
(secondary) o Vault copies (secondary).

Seleccione el backup en la tabla y haga clic en m

En la pagina Name, realice las siguientes acciones:
a. Seleccione PDB Clone.

b. Especifique la PDB que desea clonar.
@ Solo es posible clonar una PDB a la vez.

c. Especifique el nombre de la PDB del clon.

En la pagina Locations, realice las siguientes acciones:

Para este campo... Realice lo siguiente...

Clone el host De forma predeterminada, se completa el host de
la base de datos de origen.

Si desea crear el clon en un host alternativo,
seleccione el host que tiene la misma version de
Oracle y del sistema operativo que el host de la
base de datos de origen.

CDB de destino Seleccione la CDB en el que desea incluir la PDB
clonada.

Debe asegurarse de que la CDB de destino esté
en ejecucion.

Estado de la base de datos Active la casilla de verificacion Abrir la PDB
clonada en modo DE LECTURA y ESCRITURA
si desea abrir la PDB en modo DE LECTURAY
ESCRITURA.
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10.

Ubicaciones de los almacenes de datos De forma predeterminada, se completa la
ubicacion del archivo de datos.

La convencion de nomenclatura predeterminada
de SnapCenter para sistemas DE archivos SAN o
NFS es
FileSystemNameofsourcedatabase SCJOBID.

La convencion de nomenclatura predeterminada
de SnapCenter para grupos de discos ASM es
SC_HASHCODEOofDISKGROUP_SCJOBID. El
HASHCODEOofDISKGROUP es un numero
generado automaticamente (entre 2 y 10 digitos)
que es unico para cada grupo de discos ASM.

Si personaliza el nombre del grupo

@ de discos ASM, asegurese de que
la longitud del nombre respete el
limite admitido por Oracle.

Si desea especificar otra ruta de acceso, debe
introducir los puntos de montaje del archivo de
datos o los nombres de los grupos de discos ASM
para la base de datos del clon.

El inicio, el nombre de usuario y los detalles de grupo de Oracle se completan automaticamente desde
la base de datos de origen. Es posible cambiar los valores segun el entorno de Oracle del host donde
se creara el clon.

En la pagina PreOps, siga estos pasos:

a. Introduzca la ruta de acceso y los argumentos del script previo que desea ejecutar antes de la
operacion de clonado.

Debe almacenar el script previo en /var/opt/snapcenter/spl/scripts o en cualquier carpeta dentro de
esta ruta de acceso. De forma predeterminada, se completa la ruta de acceso
/var/opt/snapcenter/spl/scripts. Si coloco el script en cualquier carpeta dentro de esta ruta de
acceso, debe proporcionar la ruta de acceso completa hasta la carpeta donde esta ubicado el
script.

b. En la seccion Configuracion de parametros de la base de datos del clon auxiliar de la CDB,
modifique los valores de los parametros de la base de datos completados automaticamente que se
utilizan para inicializar la base de datos.

. Haga clic en Restablecer para obtener la configuracion predeterminada de los parametros de la base

de datos.

En la pagina PostOps, hasta que se selecciona Cancelar de forma predeterminada para realizar la
recuperacion de la base de datos clonada.

La opcién Until Cancel no esta seleccionada si SnapCenter no encuentra las copias de seguridad de
registro adecuadas. Puede proporcionar la ubicacién del archivo de registro externo si la copia de
seguridad del registro no esta disponible en especificar ubicaciones de archivo de registro
externo. Se pueden especificar varias ubicaciones del registro.



Si desea clonar una base de datos de origen configurada para admitir FRA y Oracle
Managed Files (OMF), el destino del registro para la recuperacion también debe
respetar la estructura de directorios de OMF.

Nombre del campo

Hasta Cancelar

Fechay hora

Until SCN (numero de cambio de sistema)
Especifique las ubicaciones de los registros de

archivos externos

Crear nuevo DBID

Crear archivo temporal para tablespace temporal

Descripcion

SnapCenter realiza la recuperacion mediante el
montaje del backup de registro mas reciente con
la secuencia ininterrumpida de archivos de
registro después de ese backup de datos que se
selecciond para la clonado.

El registro y el backup de datos deben estar en el
almacenamiento principal para realizar la clonado
en el almacenamiento principal y en el
almacenamiento secundario para realizar la
clonado en el almacenamiento secundario. La
base de datos clonada se recupera hasta el
archivo de registro faltante o dafiado.

SnapCenter recupera la base de datos hasta la
fecha y la hora especificadas.

®

SnapCenter recupera la base de datos hasta un
SCN especificado.

La hora puede especificarse en
formato de 24 horas.

Especifique la ubicacion del registro de archivos
externo.

De forma predeterminada la casilla de
verificaciéon Crear nuevo DBID no esta
seleccionada para la base de datos auxiliar de
clones.

Marque la casilla de comprobacion si desea
generar un numero unico (DBID) para la base de
datos clonada auxiliar que la diferencia entre la
base de datos de origen.

Seleccione la casilla de comprobacion si desea
crear un archivo tempfile para el espacio de tabla
temporal predeterminado de la base de datos
clonada.

Si no esta seleccionada la casilla de

comprobacion, se creara el clon de la base de
datos sin el archivo tempfile.
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Nombre del campo Descripcion

Introduzca las entradas de sql que se van a Agregue las entradas sqgl que desee aplicar al
aplicar al crear el clon crear el clon.

Introduzca los scripts que se ejecutaran después Especifique la ruta de acceso y los argumentos
de la operacion de clonado del script posterior que desea ejecutar después
de la operacion de clonado.

Debe almacenar el script posterior en
/var/opt/snapcenter/spl/scripts o en cualquier
carpeta dentro de esta ruta de acceso.

De forma predeterminada, se completa la ruta de
acceso /var/opt/snapcenter/spl/scripts. Si colocod
el script en cualquier carpeta dentro de esta ruta
de acceso, debe proporcionar la ruta de acceso
completa hasta la carpeta donde esta ubicado el
script.

11. En la pagina Notification, en la lista desplegable Email preference, seleccione los escenarios en los
que desea enviar los correos electronicos.

También debe especificar las direcciones de correo electronico del remitente y los destinatarios, asi
como el asunto del correo. Si desea adjuntar el informe de la operacion de clonado realizada,
seleccione Adjuntar informe de trabajo.

Para las notificaciones de correo electronico, se deben haber especificado los detalles del
@ servidor SMTP desde la interfaz grafica de usuario o desde el comando de PowerShell Set-
SmSmtpServer.

1. Revise el resumen vy, a continuacion, haga clic en Finalizar.
2. Supervise el progreso de la operacion haciendo clic en Monitor > Jobs.
Después de terminar

Si desea crear un backup de la PDB clonada, debe realizar un backup de la CDB de destino donde se clona la
PDB porque no es posible realizar un backup de la PDB clonada. Debe crear una relacién secundaria para la
base de datos de destino para si desea crear el backup con la relacion secundaria.

En una configuracion de RAC, el almacenamiento para la PDB clonada solo se asocia al nodo donde se
ejecutd el clon de la PDB. Las PDB de los otros nodos del RAC se encuentran en estado DE MONTAJE. Si

desea que la PDB clonada sea accesible desde los otros nodos, debe asociar manualmente el
almacenamiento a los otros nodos.

Mas informacion

+ "La restauracion o el clonado producen errores con el mensaje de error ORA-00308"

+ "Parametros personalizables para operaciones de backup, restauracion y clonado en sistemas AIX"
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Clonar backups de bases de datos de Oracle con comandos UNIX

El flujo de trabajo de clonado incluye planificar, realizar la operacion de clonado y
supervisar la operacion.

Acerca de esta tarea

Debe ejecutar los siguientes comandos para crear el archivo de especificacion del clon de la base de datos de
Oracle e iniciar la operacion de clonado.

La informacion relativa a los parametros que se pueden utilizar con el comando y sus descripciones se puede
obtener ejecutando Get-Help command_name. Como alternativa, también puede consultar la "Guia de
referencia de comandos del software SnapCenter".

* Pasos*

1. Cree una especificacion de clon de base de datos de Oracle a partir de una copia de seguridad
especificada: New-SmOracleCloneSpecification

@ Si la politica de proteccion de datos secundaria es mirror-vault unificado, especifique
solo -IncludeSecondaryDetails. No es necesario especificar -SecondaryStorageType.

Este comando crea automaticamente un archivo de especificacion de clon de base de datos de Oracle
para la base de datos de origen especificada y su backup. Ademas debe proporcionar un SID de base
de datos del clon para que el archivo de especificacion creado tenga los valores generados
automaticamente para la base de datos del clon que creara.

@ El archivo de especificacion del clon se crea en /var/opt/snapcenter/sco/clone _specs.

2. Inicie una operacién de clonado desde un grupo de recursos de clon o un backup existente: New-
SmClone

Este comando inicia una operacion de clonado. También debe proporcionar una ruta de acceso al
archivo de especificacion del clon de Oracle para la operacion de clonado. Ademas, puede especificar

las opciones de recuperacion, el host donde se realizara la operacion de clonado, scripts previos,
scripts posteriores y otros detalles.

De forma predeterminada, el archivo de destino del registro de archivos para la base de datos del clon se
completa automaticamente en SORACLE _HOME/CLONE_SIDS.
Divida el clon de una base de datos de Oracle

Es posible usar SnapCenter para dividir un recurso clonado de un recurso primario. El
clon que se divide se independiza del recurso primario.

Acerca de esta tarea
* No se puede ejecutar la operacion de division de clones en un clon intermedio.
Por ejemplo, después de crear el clon 1 a partir de un backup de la base de datos, puede realizar un
backup del clon 1 y luego clonar este backup (que seria el clon 2). Una vez creado el clon 2, el clon 1 se

convierte en un clon intermedio y la operacion de division de clones puede hacerse con el clon 1. No
obstante, esta operacion también puede ejecutarse con el clon 2.
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Después de dividir el clon 2, puede ejecutar la operacion de divisidn de clones con el clon 1, ya que este
deja de ser el clon intermedio.
» Cuando divide un clon, se eliminan las copias del backup del clon.

» Para obtener mas informacion sobre las limitaciones de las operaciones de division de clones, consulte
"Guia de gestion de almacenamiento l6gico de ONTAP 9".

* Asegurese de que el volumen o el agregado del sistema de almacenamiento estén en linea.
» Pasos*
1. En el panel de navegacion de la izquierda, haga clic en Recursos y, a continuacion, seleccione el
plugin adecuado en la lista.
2. En la pagina Resources, seleccione Database en la lista View.
3. Seleccione el recurso clonado (por ejemplo, la base de datos o el LUN) y haga clicen . .

4. Revise el tamarfo estimado del clon que se va a dividir y el espacio necesario disponible en el
agregado y, a continuacién, haga clic en Inicio.

5. Supervise el progreso de la operacion haciendo clic en Monitor > Jobs.
La operacion de division de clones se detiene si se reinicia el servicio SMCore y las bases de datos en
las que se ejecuto la operacion de division de clones aparecen como clones en la pagina Resources.
Debe ejecutar el cmdlet Stop-SmdJob para detener la operacion de division de clones y luego volver a
intentar la operacion de division de clones.
Si necesita mas o menos tiempo de sondeo para comprobar si el clon esta dividido o no, puede
cambiar el valor del parametro CloneSplitStatusCheckPollTime en el archivo
SMCoreServiceHost.exe.config. De este modo, se establece un intervalo para que SMCore sondee el

estado de la operacién de division de clones. El valor se registra en milisegundos; el predeterminado
son 5 minutos.

Por ejemplo:

<add key="CloneSplitStatusCheckPollTime" value="300000" />

Se produce un error en la operacion de inicio de divisién de clones si hay un backup, una
restauracion o una division de clones en curso. Solo debe reiniciar la operacion de division de
clones una vez que hayan finalizado las operaciones en ejecucion.

Clon dividido de una base de datos conectable

Es posible utilizar SnapCenter para dividir una base de datos conectables (PDB)
clonada.

Acerca de esta tarea

Si cred un backup de la CDB de destino donde se clona la PDB, al dividir la PDB, la PDB clonada también se
quita de todos los backups de la CDB de destino que contiene la PDB clonada.

@ Los clones de las PDB no se muestran en la vista de inventario o recursos.
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* Pasos*

1. En el panel de navegacion de la izquierda, haga clic en Recursos y, a continuacion, seleccione el
plugin adecuado en la lista.

2. Seleccione la base de datos del contenedor de origen (CDB) en la vista del recurso o grupo de
recursos.

3. En la vista Manage Copies (Administrar copias), seleccione Clones ya sea en los sistemas de
almacenamiento principal o secundario (reflejado o replicado).

4. Seleccione el clon de la PDB (targetCDB:PDBClone) y, a continuacion, haga clic en g .

5. Revise el tamafio estimado del clon que se va a dividir y el espacio necesario disponible en el
agregado y, a continuacion, haga clic en Inicio.

6. Supervise el progreso de la operacion haciendo clic en Monitor > Jobs.

Supervise las operaciones de clonado de las bases de datos de Oracle

Es posible supervisar el progreso de las operaciones de clonado de SnapCenter

mediante la pagina Jobs. El progreso de una operacion puede revisarse para determinar

cuando esta completa o si hay un problema.
Acerca de esta tarea

Los siguientes iconos aparecen en la pagina Jobs e indican el estado de la operacion:

En curso
. Completado correctamente
 x Error

Completado con advertencias o no pudo iniciarse debido a advertencias
« 9 Encola
* @ Cancelada
» Pasos*
1. En el panel de navegacion de la izquierda, haga clic en Monitor.
2. En la pagina Monitor, haga clic en trabajos.
3. En la pagina trabajos, realice los siguientes pasos:
a. Haga clic en E para filtrar la lista de modo que solo figuren las operaciones de clonado.
b. Especifique las fechas de inicio y finalizacion.
c. En la lista desplegable Tipo, seleccione Clonar.
d. En la lista desplegable Estado, seleccione el estado del clon.
e. Haga clic en aplicar para ver las operaciones que se han completado correctamente.

4. Seleccione el trabajo de clonado y, a continuacién, haga clic en Detalles para ver los detalles del
trabajo.

5. En la pagina Detalles del trabajo, haga clic en Ver registros.
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Actualizar un clon

Para actualizar el clon, puede ejecutar el comando Refresh-SmClone. Este comando
crea un backup de la base de datos, elimina el clon existente y crea un clon con el
mismo nombre.

@ No se puede actualizar un clon de una PDB.

Lo que necesitara
» Cree un backup completo en linea o una politica de backup de datos sin conexién sin conexion sin
backups programados habilitados.
» Configure la notificacion por correo electronico en la directiva solo para los fallos de copia de seguridad.

* Defina el numero de retencion de los backups bajo demanda correctamente para garantizar que no haya
backups no deseados.

* Asegurese de que solo exista asociada una politica de backup completo en linea o de backup de datos sin
conexion a un grupo de recursos identificado para la operacion de actualizacion de clonado.

* Cree un grupo de recursos con solo una base de datos.
 Si se crea un trabajo de cron para el comando clone Refresh, asegurese de que las programaciones de
SnapCenter y de cron no se superpongan para el grupo de recursos de la base de datos.

Para un trabajo de cron creado para el comando clone Refresh, asegurese de ejecutar Open-
SmConnection cada 24 horas.

» Asegurese de que el SID del clon sea unico para un host.

Si diversas operaciones de clonado de actualizacion utilizan el mismo archivo de especificacion de clon o
utilizan el archivo de especificacion de clon con el mismo SID de clon, se eliminara el clon existente con el
SID del host y, a continuacion, se creara el clon.

* Asegurese de que la politica de backup esté habilitada con proteccion secundaria y que el archivo de
especificacion del clon se cree con "-IncludeSecondaryDetails" para crear los clones con backups
secundarios.

o Si se especifica el archivo de especificacidon del clon principal pero la politica tiene seleccionada la
opcioén de actualizacion secundaria, se creara el backup y la actualizacién se transferira al secundario.
Sin embargo, el clon se creara a partir del backup primario.

> Si se especifica el archivo de especificacion del clon principal y la politica no tiene seleccionada la
opcion de actualizacion secundaria, se creara el backup en la ubicacion principal y se creara el clon a
partir de la ubicacion principal.

» Pasos*
1. Inicie una sesién de conexion con el servidor SnapCenter para el usuario especificado: Open-
SmConnection

2. Cree una especificacion de clon de base de datos de Oracle a partir de una copia de seguridad
especificada: New-SmOracleCloneSpecification

@ Si la politica de proteccion de datos secundaria es mirror-vault unificado, especifique
solo -IncludeSecondaryDetails. No es necesario especificar -SecondaryStorageType.
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Este comando crea automaticamente un archivo de especificacion de clon de base de datos de Oracle
para la base de datos de origen especificada y su backup. Ademas debe proporcionar un SID de base
de datos del clon para que el archivo de especificacion creado tenga los valores generados
automaticamente para la base de datos del clon que creara.

@ El archivo de especificacion del clon se crea en /var/opt/snapcenter/sco/clone _specs.

. Ejecute Refresh-SmClone.

Si la operacion falla con los mensajes de error "PL-SC0O-20032: CanExecute operacion fallé con el
error: PL-SCO-30031: Redo log file +SC_2959770772_clmdb/cimdb/redolog/redo01_01.log exists",
especifique un valor superior para -WaitToTriggerClone.

Para obtener informacioén detallada sobre comandos UNIX, consulte "Guia de referencia de comandos del
software SnapCenter".

Eliminar el clon de una base de datos conectables

Es posible eliminar el clon de una base de datos conectables (PDB) si ya no se necesita.

Si cred un backup de la CDB de destino donde se clona la PDB, al eliminar la clonado de la PDB, la PDB
clonada también se quita del backup de la CDB de destino.

®

Los clones de las PDB no se muestran en la vista de inventario o recursos.

» Pasos*

1.

En el panel de navegacién de la izquierda, haga clic en Recursos y, a continuacion, seleccione el
plugin adecuado en la lista.

. Seleccione la base de datos del contenedor de origen (CDB) en la vista del recurso o grupo de

recursos.

En la vista Manage Copies (Administrar copias), seleccione Clones ya sea en los sistemas de
almacenamiento principal o secundario (reflejado o replicado).

Seleccione el clon de la PDB (targetCDB:PDBClone) y, a continuacion, haga clic en T .

Haga clic en Aceptar.
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