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Instalacion del servidor SnapCenter

Flujo de trabajo de instalacion

El flujo de trabajo muestra las distintas tareas necesarias para instalar y configurar el
servidor SnapCenter.

Prepare for SnapCenter Server installation.

v

Install Snaplenter Server.

v

Leg in to SnapCenter Server,

v

Generate and configure CA Certificate.

v

Optionally, register an untrusted demain

v

Caonfigure Snaplenter Sarvers for high
availability using F5

-

Optionally, configure RBAC

v

Add storage System

b

Add licenses.

b

Provision storage.

.

Optionally, configure secure connecticn
ta SnapCenter Repository.

Prepare la instalacion del servidor SnapCenter

Requisitos de dominio y grupo de trabajo

El servidor SnapCenter se puede instalar en sistemas que estén en un dominio o en un
grupo de trabajo. El usuario utilizado para la instalacion debe tener privilegios de
administrador en el equipo en caso de grupo de trabajo y dominio.

Para instalar los plugins de SnapCenter Server y SnapCenter en hosts de Windows, debe usar uno de los
siguientes elementos:

* Dominio de Active Directory

Debe usar un usuario de dominio con derechos de administrador local. El usuario de dominio debe ser



miembro del grupo de administrador local en el host de Windows.
* Grupos de trabajo

Debe utilizar una cuenta local que tenga derechos de administrador local.

Mientras que las confianzas de dominio, bosques de multidominio y confianzas entre dominios son
compatibles, los dominios entre bosques no lo son. La documentacién de Microsoft acerca de Dominios y
confianzas de Active Directory contiene mas informacion.

Tras instalar el servidor SnapCenter, no debe cambiar el dominio en el que se encuentra el host

@ SnapCenter. Si quita el host de SnapCenter Server del dominio en el que estaba cuando se
instal6 el servidor SnapCenter y, a continuacion, intenta desinstalar SnapCenter Server, la
operacion de desinstalacion fracasara.

Requisitos de espacio y de tamaiio

Antes de instalar el servidor SnapCenter, deberia estar familiarizado con los requisitos de
espacio y tamafno. También debe aplicar las actualizaciones de sistema y seguridad
disponibles.

Elemento Requisitos

Sistemas operativos Microsoft Windows

Solo se admiten las versiones en inglés, aleman,
japonés y chino simplificado de los sistemas
operativos.

Para obtener la informacién mas reciente sobre las
versiones compatibles, consulte "Herramienta de
matriz de interoperabilidad de NetApp".

Recuento de CPU minimo 4 nucleos

RAM minimo 8 GB

@ El grupo de buffers de MySQL Server
utiliza el 20 por ciento de la RAM total.

Espacio minimo en disco duro para el software y los 4 GB
registros del servidor SnapCenter

Si tiene el repositorio de SnapCenter
@ en la misma unidad donde esta

instalado el servidor SnapCenter, se

recomienda tener 10 GB.


https://imt.netapp.com/matrix/imt.jsp?components=112389;&solution=1257&isHWU&src=IMT
https://imt.netapp.com/matrix/imt.jsp?components=112389;&solution=1257&isHWU&src=IMT

Elemento Requisitos

Espacio en disco duro minimo para el repositorio de 6 GB

SnapCenter
NOTA: Si tiene el servidor SnapCenter
@ en la misma unidad en la que esta
instalado el repositorio de SnapCenter,
se recomienda tener 10 GB.
Paquetes de software obligatorios * Microsoft .NET Framework 4.7.2 o posterior

* Windows Management Framework (WMF) 4.0 o
posterior

» PowerShell 4.0 o posterior
Para obtener informacion especifica sobre la solucion
de problemas de .NET, consulte "La actualizacion o

instalacién de SnapCenter falla para sistemas
heredados que no tienen conectividad a Internet".

Requisitos del host SAN

Si el host de SnapCenter forma parte de un entorno FC/iSCSI, puede que tenga que
instalar software adicionales en el sistema para habilitar el acceso al almacenamiento
ONTAP.

SnapCenter no incluye las utilidades de host ni DSM. Si el host de SnapCenter forma parte de un entorno
SAN, puede tener que instalar y configurar el siguiente software:

» Utilidades de host

Las utilidades de host son compatibles con FC e iSCSI, y le permiten usar MPIO en sus servidores
Windows. Para obtener mas informacion, consulte "Documentacion de utilidades de host".

» Microsoft DSM para Windows MPIO

Este software funciona con controladores Windows MPIO para gestionar varias rutas entre equipos host
de Windows y NetApp.

Se requiere un DSM para configuraciones de alta disponibilidad.

@ Si estaba utilizando ONTAP DSM, debe migrar a Microsoft DSM. Para obtener mas
informacién, consulte "Como migrar desde ONTAP DSM a Microsoft DSM".

Sistemas de almacenamiento y aplicaciones compatibles

Debe conocer cuales son los sistemas de almacenamiento, las aplicaciones y las bases
de datos compatibles.

« SnapCenter admite ONTAP 8.3.0 y versiones posteriores para proteger sus datos.


https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/SnapCenter/SnapCenter_upgrade_or_install_fails_with_%22This_KB_is_not_related_to_the_OS%22
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/SnapCenter/SnapCenter_upgrade_or_install_fails_with_%22This_KB_is_not_related_to_the_OS%22
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/SnapCenter/SnapCenter_upgrade_or_install_fails_with_%22This_KB_is_not_related_to_the_OS%22
https://docs.netapp.com/us-en/ontap-sanhost/
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/Data_ONTAP_DSM_for_Windows_MPIO/How_to_migrate_from_Data_ONTAP_DSM_4.1p1_to_Microsoft_native_DSM

« SnapCenter es compatible con Amazon FSX para ONTAP de NetApp y proteger sus datos de la version
de revision P1 del software SnapCenter 4.5.

Si utiliza Amazon FSX para ONTAP de NetApp, asegurese de que los plugins del host del servidor
SnapCenter se actualicen a 4.5 P1 o una version posterior para realizar operaciones de proteccion de
datos.

Para obtener mas informacién sobre Amazon FSX para ONTAP de NetApp, consulte "Documentacion de
Amazon FSX para ONTAP de NetApp".

» SnapCenter admite la proteccion de distintas aplicaciones y bases de datos.

Para obtener informacion detallada sobre las aplicaciones y bases de datos compatibles, consulte
"Herramienta de matriz de interoperabilidad de NetApp".

« SnapCenter 4,9 P1 y versiones posteriores admiten la proteccion de las cargas de trabajo de Oracle y
Microsoft SQL en entornos de centro de datos definido por software (SDDC) de VMware Cloud on Amazon
Web Services (AWS).

Para obtener mas informacion, consulte "Proteja las cargas de trabajo de Oracle y MS SQL mediante
NetApp SnapCenter en entornos SDDC de VMware Cloud on AWS".

Exploradores compatibles

El software SnapCenter se puede usar en diversos exploradores.

» Cromo
Si utiliza v66, es posible que no se pueda iniciar la interfaz grafica de usuario de SnapCenter.

* Internet Explorer

La interfaz de usuario de SnapCenter no se carga correctamente si se utiliza IE 10 o versiones anteriores.
Debe actualizar a IE 11.

> Tan solo se ofrece compatibilidad para las funciones de seguridad de nivel predeterminado.

Realizar cambios en la configuracion de seguridad de Internet Explorer puede dar como resultado
problemas significativos de visualizacion para el explorador.

o Es necesario deshabilitar la vista de compatibilidad de Internet Explorer.

» Microsoft Edge

Para obtener la informacion mas reciente sobre las versiones compatibles, consulte "Herramienta de matriz de
interoperabilidad de NetApp".

Requisitos de conexion y puerto

Debe asegurarse de que se cumplan los requisitos de conexiones y puertos antes de
instalar SnapCenter Server y los plugins de aplicacion o base de datos.

« Las aplicaciones no pueden compartir los puertos.


https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/what-is-fsx-ontap.html
https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/what-is-fsx-ontap.html
https://imt.netapp.com/matrix/imt.jsp?components=112389;&solution=1257&isHWU&src=IMT
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Protect-Oracle-MS-SQL-workloads-using-NetApp-SnapCenter-in-VMware-Cloud-on-AWS/ba-p/449168
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Protect-Oracle-MS-SQL-workloads-using-NetApp-SnapCenter-in-VMware-Cloud-on-AWS/ba-p/449168
https://imt.netapp.com/matrix/imt.jsp?components=112389;&solution=1257&isHWU&src=IMT
https://imt.netapp.com/matrix/imt.jsp?components=112389;&solution=1257&isHWU&src=IMT

Cada puerto debe ser dedicado a la aplicacion adecuada.

* En el caso de los puertos personalizables, puede seleccionar un puerto personalizado durante la

instalacién si no quiere usar el predeterminado.

Puede cambiar un puerto de plugin después de la instalaciéon usando el asistente Modify host.

* En el caso de los puertos fijos, tiene que aceptar el nUmero de puerto predeterminado.

» Servidores de seguridad

o Firewalls, proxies u otros dispositivos de red no deben interferir con las conexiones.

> Si especifica un puerto personalizado al instalar SnapCenter, tendra que afiadir un regla de firewall en
el host del plugin para dicho puerto en el cargador del plugin de SnapCenter.

En la tabla siguiente se enumeran los distintos puertos y sus valores predeterminados.

Tipo de puerto

Puerto SnapCenter

Puerto de comunicacion SMCore de SnapCenter

Puerto MySQL

Puerto predeterminado

8146 (HTTPS), bidireccional, personalizable, como en
la url https://server:8146

Se usa para la comunicacion entre el cliente
SnapCenter (el usuario de SnapCenter) y el servidor
SnapCenter. También se utiliza para establecer la
comunicacion de los hosts del plugin con SnapCenter
Server.

Para personalizar el puerto, consulte "Instale el
servidor SnapCenter con el asistente de instalacion.”

8145 (HTTPS), bidireccional, personalizable

El puerto se utiliza para establecer la comunicacion
entre SnapCenter Server y los hosts en los que se
han instalado los plugins de SnapCenter.

Para personalizar el puerto, consulte "Instale el
servidor SnapCenter con el asistente de instalacion.”

3306 (HTTPS), bidireccional

El puerto se utiliza para establecer la comunicacion
entre SnapCenter y la base de datos del repositorio
MySQL.

Puede crear conexiones seguras desde el servidor
SnapCenter al servidor MySQL. "Leer mas"

Para personalizar el puerto, consulte "Instale el
servidor SnapCenter con el asistente de instalacion."


https://docs.netapp.com/us-en/snapcenter/install/task_install_the_snapcenter_server_using_the_install_wizard.html
https://docs.netapp.com/us-en/snapcenter/install/task_install_the_snapcenter_server_using_the_install_wizard.html
https://docs.netapp.com/us-en/snapcenter/install/task_install_the_snapcenter_server_using_the_install_wizard.html
https://docs.netapp.com/us-en/snapcenter/install/task_install_the_snapcenter_server_using_the_install_wizard.html
https://docs.netapp.com/us-en/snapcenter/install/task_install_the_snapcenter_server_using_the_install_wizard.html
https://docs.netapp.com/us-en/snapcenter/install/task_install_the_snapcenter_server_using_the_install_wizard.html

Tipo de puerto

Hosts de plugins de Windows

Hosts de plugins de Linux o AIX

Paquete de plugins de SnapCenter para Windows,
paquete de plugins de SnapCenter para Linux o
paquete de plugins de SnapCenter para AlIX

Puerto predeterminado

135 DE FEBRERO DE 445 (TCP)

Ademas de los puertos 135 y 445, el intervalo de
puertos dinamico especificado por Microsoft también
deberia estar abierto. Operaciones de instalacion
remota Utilice el servicio Instrumental de
administracion de Windows (WMI), que busca
dinamicamente este intervalo de puertos.

Para obtener informacién sobre el intervalo de
puertos dinamicos admitido, consulte "Descripcion
general del servicio y requisitos de puertos de red
para Windows"

Los puertos se utilizan para establecer la
comunicacion entre SnapCenter Server y el host en el
que se esta instalando el plugin. Para insertar los
archivos binarios de paquetes de plugins en los hosts
de plugin de Windows, los puertos deben abrirse con
cuidado en el host del plugin y se pueden cerrar
después de su instalacion.

22 (SSH)

Los puertos se utilizan para establecer la
comunicacion entre SnapCenter Server y el host en el
que se esta instalando el plugin. Los puertos los
utiliza SnapCenter para copiar archivos binarios de
paquetes de plugin en los hosts de plugin de Linux o
AIX'y se deben abrir o ejecutar desde el firewall o las
iptables.

8145 (HTTPS), bidireccional, personalizable

El puerto se utiliza para establecer la comunicacion
entre SMCore y los hosts en los que se ha instalado
el paquete de plugins.

La ruta de comunicaciéon también debe estar abierta
entre el LIF de gestion de SVM y el servidor
SnapCenter.

Para personalizar el puerto, consulte "Afiada hosts e
instale el plugin de SnapCenter para Microsoft
Windows" o. "Afada hosts e instale el paquete de
plugins de SnapCenter para Linux o AlX."


https://support.microsoft.com/kb/832017
https://support.microsoft.com/kb/832017
https://support.microsoft.com/kb/832017
https://docs.netapp.com/us-en/snapcenter/protect-scw/task_add_hosts_and_install_snapcenter_plug_in_for_microsoft_windows.html
https://docs.netapp.com/us-en/snapcenter/protect-scw/task_add_hosts_and_install_snapcenter_plug_in_for_microsoft_windows.html
https://docs.netapp.com/us-en/snapcenter/protect-scw/task_add_hosts_and_install_snapcenter_plug_in_for_microsoft_windows.html
https://docs.netapp.com/us-en/snapcenter/protect-sco/task_add_hosts_and_installing_the_snapcenter_plug_ins_package_for_linux_or_aix.html
https://docs.netapp.com/us-en/snapcenter/protect-sco/task_add_hosts_and_installing_the_snapcenter_plug_ins_package_for_linux_or_aix.html

Tipo de puerto

Plugin de SnapCenter para base de datos de Oracle

Plugins personalizados para SnapCenter

Puerto de comunicacion del cluster de ONTAP o de
SVM

Plugin de SnapCenter para base de datos SAP HANA
vCode Spell Checkports

Puerto predeterminado

27216, personalizable

El puerto de JDBC predeterminado, lo utiliza el plugin
para Oracle para conectarse a la base de datos de
Oracle.

Para personalizar el puerto, consulte "Afada hosts e
instale el paquete de plugins de SnapCenter para
Linux o AIX."

9090 (HTTPS), fija

Se trata de un puerto interno que se usa solo en el
host del plugin personalizado; no son obligatorias las
excepciones de firewall.

La comunicacion entre SnapCenter Server y los
plugins personalizados pasa a través del puerto 8145.

443 (HTTPS), bidirectional80 (HTTP), bidireccional

El puerto se utiliza en SAL (capa de abstraccion del
almacenamiento) para establecer la comunicacion
entre el host que ejecuta SnapCenter Server y SVM.
Actualmente, el puerto también se utiliza en SAL en
SnapCenter para los hosts del plugin de Windows
para establecer la comunicacion entre el host del
plugin de SnapCenter y SVM.

3instance_number13 o 3instance_number15, HTTP o
HTTPS, bidireccional y personalizable

Para un tenant Unico de un contenedor de base de
datos multitenant (MDC), el nimero del puerto
termina en 13; para los que no son MDC, el nimero
de puerto termina en 15.

Por ejemplo, 32013 es el numero de puerto para la
instancia 20 y 31015 es el numero de puerto para la
instancia 10.

Para personalizar el puerto, consulte "Afada hosts e
instale paquetes de plugins en hosts remotos."


https://docs.netapp.com/us-en/snapcenter/protect-sco/task_add_hosts_and_installing_the_snapcenter_plug_ins_package_for_linux_or_aix.html
https://docs.netapp.com/us-en/snapcenter/protect-sco/task_add_hosts_and_installing_the_snapcenter_plug_ins_package_for_linux_or_aix.html
https://docs.netapp.com/us-en/snapcenter/protect-sco/task_add_hosts_and_installing_the_snapcenter_plug_ins_package_for_linux_or_aix.html
https://docs.netapp.com/us-en/snapcenter/protect-hana/task_add_hosts_and_install_plug_in_packages_on_remote_hosts_sap_hana.html
https://docs.netapp.com/us-en/snapcenter/protect-hana/task_add_hosts_and_install_plug_in_packages_on_remote_hosts_sap_hana.html

Tipo de puerto

Puerto de comunicacion del controlador de dominio

Puerto predeterminado

Consulte la documentacion de Microsoft para
identificar los puertos que se deben abrir en el firewall
de un controlador de dominio para que la
autenticacion funcione correctamente.

Es necesario abrir los puertos requeridos por
Microsoft en el controlador de dominio para que
SnapCenter Server, los hosts del plugin u otro cliente
de Windows puedan autenticar los usuarios.

Para modificar los detalles del puerto, consulte "Modifique los hosts de plugins".

Licencias SnapCenter

SnapCenter requiere varias licencias para permitir la proteccion de datos de
aplicaciones, bases de datos, sistemas de archivos y maquinas virtuales. El tipo de
licencia de SnapCenter que instale dependera del entorno de almacenamiento y de las

funciones que desee utilizar.

Licencia

Basado en controladora estandar de SnapCenter

Donde se la requiere

Necesaria para cabinas FAS, AFF y All SAN (ASA)

La licencia estandar de SnapCenter es una licencia
basada en la controladora y se incluye como parte del
paquete Premium. Si tiene la licencia de conjunto de
SnapManager, también obtendra el derecho de
licencia estandar de SnapCenter. Si desea instalar
SnapCenter a modo de prueba con almacenamiento
FAS, AFF o ASA, puede obtener una licencia de
evaluaciéon Premium Bundle poniéndose en contacto
con el representante de ventas.

SnapCenter también se ofrece como
parte del paquete de proteccion de
@ datos. Si ha adquirido el A400 o una
versién posterior, debe comprar el
paquete de proteccion de datos.


https://docs.netapp.com/es-es/snapcenter-49/admin/concept_manage_hosts.html#modify-plug-in-hosts

Licencia

SnapCenter basada en capacidad estandar

SnapMirror o SnapVault

SnapRestore

FlexClone

Donde se la requiere

Necesario con ONTAP Select y Cloud Volumes
ONTAP

Si es cliente de Cloud Volumes ONTAP o ONTAP
Select, necesita adquirir una licencia basada en
capacidad por TB en funcion de los datos
gestionados por SnapCenter. De forma
predeterminada, SnapCenter envia una licencia de
prueba integrada basada en capacidad estandar de
SnapCenter de 90 dias y 100 TB. Si desea obtener
mas detalles, pongase en contacto con el
representante de ventas.

ONTAP

Se requieren licencias de SnapMirror o SnapVault si
la replicacion se habilita en SnapCenter.

Necesario para restaurar y verificar backups.
En sistemas de almacenamiento principales

* Requerida en sistemas de destino de SnapVault
para realizar la verificacion remota y restaurar
desde un backup

* Requerida en sistemas de destino de SnapMirror
para realizar la verificacion remota

Necesario para clonar bases de datos y operaciones
de verificacion.

En sistemas de almacenamiento principales y
secundarios

* Requerida en sistemas de destino de SnapVault
para crear clones a partir de un backup de
almacén secundario

» Requerida en sistemas de destino de SnapMirror
para crear clones a partir de un backup de
SnapMirror secundario



Licencia Donde se la requiere

Protocolos * Licencia de iISCSI o FC para LUN

* Licencia de CIFS para recursos compartidos de
SMB

* Licencia de NFS para VMDK de tipo NFS
* Licencia de iSCSI o FC para VMDK de tipo VMFS

Requerida en sistemas de destino de SnapMirror
para suministrar datos si un volumen de origen no se
encuentra disponible

Licencias estandar de SnapCenter (opcional) Destinos secundarios

Se recomienda, pero no es obligatorio,
afiadir licencias estandar de
SnapCenter a destinos secundarios. Si
las licencias estandar de SnapCenter
estan deshabilitadas en destinos
secundarios, no puede usar

@ SnapCenter para realizar un backup de
los recursos en el destino secundario
después de realizar una operacion de
conmutacion al nodo de respaldo. Sin
embargo, se requiere una licencia de
FlexClone en destinos secundarios
para realizar operaciones de clonado y
verificacion.

@ Las licencias avanzada y SnapCenter de servicios de archivos NAS de SnapCenter quedaron
obsoletas y ya no estan disponibles.

Debe instalar una o mas licencias de SnapCenter. Para obtener informacion acerca de como agregar
licencias, consulte "Anada licencias estandar basadas en controladora de SnapCenter" o. "Afada licencias
basadas en capacidad estandar de SnapCenter".

Licencias de Single Mailbox Recovery (SMBR)

Si utiliza el plugin de SnapCenter para Exchange para gestionar bases de datos de Microsoft Exchange
Server y Single Mailbox Recovery (SMBR), necesita una licencia adicional para SMBR, la cual debe adquirirse
por separado en funcién del buzén de usuario.

NetApp® Single Mailbox Recovery ha llegado al final de la disponibilidad (EOA) el 12 de mayo de 2023. Para
obtener mas informacion, consulte "CPC-00507". NetApp continuara prestando soporte a los clientes que
hayan adquirido capacidad, mantenimiento y soporte de sus buzones mediante numeros de referencia de
marketing introducidos el 24 de junio de 2020, durante el periodo de concesién de soporte.

Single Mailbox Recovery de NetApp es un producto de partner que proporciona Ontrack. Ontrack
PowerControls ofrece capacidades similares a las de Single Mailbox Recovery de NetApp. Los clientes
pueden adquirir nuevas licencias de software Ontrack PowerControls y renovaciones de mantenimiento y
soporte de Ontrack PowerControls desde Ontrack (hasta licensingteam@ontrack.com) para la recuperacion
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https://mysupport.netapp.com/info/communications/ECMLP2885729.html
mailto:licensingteam@ontrack.com

granular de buzones después de la fecha EOA del 12 de mayo de 2023.

Métodos de autenticacion para las credenciales

Las credenciales utilizan métodos de autenticacion diferentes segun la aplicacién o el
entorno. Las credenciales autentican a los usuarios para que puedan realizar
operaciones de SnapCenter. Debe crear un conjunto de credenciales para instalar
plugins y otros conjuntos para operaciones de proteccion de datos.

Autenticacion de Windows

El método de autenticacion de Windows autentica de acuerdo con Active Directory. Para la autenticacion de
Windows, se configura Active Directory fuera de SnapCenter. SnapCenter autentica sin configuracion
adicional. Se necesita una credencial de Windows para realizar ciertas tareas, como afadir hosts, instalar
paquetes de plugins y programar trabajos.

Autenticacion de dominio que no es de confianza

SnapCenter permite la creacion de credenciales de Windows mediante usuarios y grupos que pertenecen a
dominios que no son de confianza. Para que la autenticacion se complete correctamente, debe registrar los
dominios que no son de confianza en SnapCenter.

Autenticacion de grupo de trabajo local

SnapCenter permite la creacion de credenciales de Windows con grupos y usuarios de grupo de trabajo local.
La autenticacién de Windows para usuarios y grupos de grupos de trabajo locales no ocurre en el momento de
la creacion de credenciales de Windows, sino que se aplaza hasta que se realizan el registro de host y otras
operaciones de host.

Autenticacion de SQL Server

El método de autenticacion de SQL se verifica de acuerdo con una instancia de SQL Server. Esto significa que
debe detectarse una instancia de SQL Server en SnapCenter. Por lo tanto, antes de afadir una credencial de
SQL, debe afiadir un host, instalar paquetes de plugins y actualizar los recursos. Necesita la autenticacion de
SQL Server para realizar operaciones, como programar en SQL Server o detectar recursos.

Autenticacion de Linux

El método de autenticacion de Linux autentica con un host Linux. Necesita la autenticacion de Linux durante el
paso inicial de afiadir el host Linux e instalar el paquete de plugins de SnapCenter para Linux de forma remota
desde la interfaz grafica de usuario de SnapCenter.

Autenticacion AIX

El método de autenticacion AlIX autentica con un host AIX. Necesita la autenticacion de AlX durante el paso
inicial de afadir el host AlX e instalar el paquete de plugins de SnapCenter para AIX de forma remota desde la
interfaz grafica de usuario de SnapCenter.

Autenticacion de base de datos de Oracle

El método de autenticacion de base de datos de Oracle autentica con una base de datos de Oracle. Necesita
una autenticacion de base de datos de Oracle para realizar operaciones en la base de datos de Oracle si la
autenticacion de sistema operativo (SO) esta deshabilitada en el host de bases de datos. Por lo tanto, antes
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de agregar una credencial de base de datos Oracle, debe crear un usuario de Oracle en la base de datos
Oracle con privilegios sysdba.

Autenticacion de Oracle ASM

El método de autenticacion de Oracle ASM autentica con una instancia de Oracle Automatic Storage
Management (ASM). Si debe acceder a la instancia de Oracle ASM vy si la autenticacion de sistema operativo
(SO) esta deshabilitada en el host de bases de datos, se necesita una autenticacion de Oracle ASM. Por lo
tanto, antes de afiadir una credencial de Oracle ASM, debe crear un usuario de Oracle con privilegios sysasm
en la instancia de ASM.

Autenticacion de catalogo de RMAN

El método de autenticacion de catalogo de RMAN autentica con la base de datos de catalogos de Oracle
Recovery Manager (RMAN). Si configuré un mecanismo de catalogo externo y registro la base de datos en la
base de datos de catalogos, debe afiadir una autenticacion de catadlogo de RMAN.

Conexiones de almacenamiento y credenciales

Antes de ejecutar operaciones de proteccion de datos, debe configurar las conexiones
de almacenamiento y afadir las credenciales que utilizaran SnapCenter Server y los
plugins de SnapCenter.

* Conexiones de almacenamiento

Las conexiones de almacenamiento conceden a SnapCenter Server y a los plugins de SnapCenter acceso
al almacenamiento de ONTAP. La configuracion de estas conexiones también implica la configuracion de
las funciones AutoSupport y del sistema de gestion de eventos (EMS).

* Credenciales
o Administrador de dominio o cualquier miembro del grupo de administradores

Especifique el administrador de dominio o cualquier miembro del grupo de administrador en el sistema
en el que va a instalar el plugin de SnapCenter. Los formatos validos para el campo Nombre de
usuario son:

= NetBIOS\Username

= Domain FQDN\Username

= Username@upn

o Administrador local (s6lo para grupos de trabajo)

Para los sistemas que pertenecen a un grupo de trabajo, especifique el administrador local integrado
en el sistema en el que va a instalar el plugin de SnapCenter. Puede especificar una cuenta de usuario

local que pertenezca al grupo de administradores local si la cuenta de usuario tiene privilegios
elevados o si la funcién de control de acceso de usuario estd desactivada en el sistema host.

El formato valido para el campo Username es: Username
o Credenciales para grupos de recursos individuales
Si se configuran las credenciales para grupos de recursos individuales y el nombre de usuario no tiene

privilegios de administrador completos, debe asignar al menos los privilegios de grupo de recursos y
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backup al nombre de usuario.

Autenticacion multifactor (MFA)

Gestionar la autenticaciéon multifactor (MFA)

Puede administrar la funcionalidad de autenticacién multifactor (MFA) en el servidor del
servicio de federacion de Active Directory (AD FS) y el servidor SnapCenter.

Habilitar la autenticacion multifactor (MFA)
Puede habilitar la funcionalidad MFA para SnapCenter Server con los comandos de PowerShell.

Acerca de esta tarea

« SnapCenter admite inicios de sesion basados en SSO cuando otras aplicaciones estan configuradas en el
mismo AD FS. En determinadas configuraciones de AD FS, SnapCenter puede requerir autenticacion de
usuario por motivos de seguridad, dependiendo de la persistencia de la sesiéon de AD FS.

 La informacion relativa a los parametros que se pueden utilizar con el cmdlet y sus descripciones se
puede obtener ejecutando Get-Help command name. Alternativamente, también se puede ver "Guia de
referencia de cmdlets de SnapCenter Software".

Antes de empezar

* El servicio de Federacion de Active Directory de Windows (AD FS) debe estar activo y en ejecucion en el
dominio correspondiente.

» Debe tener un servicio de autenticacion multifactor compatible con AD FS, como Azure MFA, Cisco Duo,
etc.

* La Marca de hora del servidor SnapCenter y AD FS debe ser la misma independientemente de la zona
horaria.

» Adquirir y configurar el certificado de CA autorizado para SnapCenter Server.
El certificado DE CA es obligatorio por los siguientes motivos:
o Garantiza que las comunicaciones ADFS-F5 no se interrumpan porque los certificados autofirmados

son Unicos en el nivel de nodo.

o Garantiza que durante la actualizacion, reparacion o recuperacion ante desastres en una configuracion
independiente o de alta disponibilidad, el certificado autofirmado no se vuelva a crear, con lo que se
evita la reconfiguracién de la MFA.

o Garantiza resoluciones IP-FQDN.

Para obtener informacién sobre el certificado de CA, consulte "Genere un archivo CSR de certificado
de CA".

Pasos
1. Conéctese al host de Servicios de Federacion de Active Directory (AD FS).

2. Descargue el archivo de metadatos de la federacion de AD FS desde "https://<host
FQDN>/FederationMetadata/2007-06/FederationMetadata.xml.

3. Copie el archivo descargado en el servidor SnapCenter para habilitar la funcién MFA.

4. Inicie sesion en SnapCenter Server como usuario administrador de SnapCenter mediante PowerShell.
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Con la sesion de PowerShell, genere el archivo de metadatos MFA de SnapCenter mediante el cmdlet
New-SmMultifactorAuthenticationMetadata -path.

El parametro path especifica la ruta al guardar el archivo de metadatos de MFA en el host del servidor de
SnapCenter.

Copie el archivo generado en el host AD FS para configurar SnapCenter como entidad cliente.

Habilite la MFA para el servidor de SnapCenter mediante el Set-SmMultiFactorAuthentication
cmdlet.

(Opcional) Compruebe el estado y la configuraciéon de MFA mediante Get-
SmMultiFactorAuthentication cmdlet.

a.
b.

. Vaya a la consola de administracion de Microsoft (MMC) y realice los pasos siguientes:

Haga clic en Archivo > Agregar o quitar Snapin.

En la ventana Agregar o quitar complementos, seleccione certificados y, a continuacion, haga clic en
Agregar.

. En la ventana del complemento certificados, seleccione la opcion cuenta de equipo y, a continuacion,

haga clic en Finalizar.

. Haga clic en raiz de consola > certificados — Equipo local > personal > certificados.

. Haga clic con el boton derecho del ratén en el certificado de CA vinculado a SnapCenter y, a

continuacion, seleccione todas las tareas > Administrar claves privadas.

. En el asistente de permisos, realice los siguientes pasos:

i. Haga clic en Agregar.

i. Haga clic en Ubicaciones y seleccione el host en cuestion (parte superior de la jerarquia).

ii. Haga clic en Aceptar en la ventana emergente Ubicaciones.

iv. En el campo de nombre de objeto, introduzca ‘1IS_IUSRS’ y haga clic en comprobar nombres y
haga clic en Aceptar.

Si la comprobacion se realiza correctamente, haga clic en Aceptar.

10. En el host AD FS, abra el asistente de administracion de AD FS y realice los siguientes pasos:

a.

-~ ©®© o o

Haga clic con el boton derecho del ratén en Fideicomiso del Partido > Agregar confianza del
Partido > Inicio.

Seleccione la segunda opcion y examine el archivo de metadatos de MFA de SnapCenter y haga clic
en Siguiente.

Especifique un nombre para mostrar y haga clic en Siguiente.
Elija una politica de control de acceso segun sea necesario y haga clic en Siguiente.
Seleccione la configuracion en la siguiente ficha para Predeterminado.

Haga clic en Finalizar.

SnapCenter se refleja ahora como una parte que confia en el nombre para mostrar proporcionado.

11. Seleccione el nombre y realice los siguientes pasos:
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a.
b.

Haga clic en Editar directiva de emision de reclamaciones.

Haga clic en Agregar regla y haga clic en Siguiente.



c. Especifique un nombre para la regla de reclamacion.

d. Seleccione Active Directory como almacén de atributos.

e. Seleccione el atributo como Nombre-principal-usuario y el tipo de reclamacién saliente como

Nombre-ID.
f. Haga clic en Finalizar.

12. Ejecute los siguientes comandos de PowerShell en el servidor ADFS.

Set-AdfsRelyingPartyTrust -TargetName ‘<Display name of relying party >’

-SigningCertificateRevocationCheck None

Set-AdfsRelyingPartyTrust -TargetName ‘<Display name of relying party >’

-EncryptionCertificateRevocationCheck None

13. Realice los siguientes pasos para confirmar que los metadatos se han importado correctamente.

a. Haga clic con el boton derecho del ratén en la confianza de la parte que confia y seleccione
Propiedades.

b. Asegurese de que se rellenan los campos puntos finales, identificadores y firma.

14. Cierre todas las pestafias del navegador y vuelva a abrir un navegador para borrar las cookies de sesion

existentes o activas y vuelva a iniciar sesion.
La funcionalidad MFA de SnapCenter también se puede habilitar usando las APl de REST.

Para obtener informacion sobre la solucion de problemas, consulte "Los intentos de inicio de sesion
simultaneos en varias pestafas muestran un error MFA".

Actualizar metadatos de MFA de AD FS

Debe actualizar los metadatos de la MFA de AD FS en SnapCenter cada vez que haya alguna modificacion en

el servidor de AD FS, como la actualizacion, la renovacién de certificados de CA, la recuperacién ante

desastres, etc.

Pasos

1. Descargue el archivo de metadatos de la federacion de AD FS desde "https://<host
FQDN>/FederationMetadata/2007-06/FederationMetadata.xml"

2. Copie el archivo descargado en el servidor SnapCenter para actualizar la configuracion de MFA.

3. Actualice los metadatos de AD FS en SnapCenter ejecutando el siguiente cmdlet:

Set-SmMultiFactorAuthentication -Path <location of ADFS MFA metadata xml file>

4. Cierre todas las pestanas del navegador y vuelva a abrir un navegador para borrar las cookies de sesion

existentes o activas y vuelva a iniciar sesion.

Actualice los metadatos de MFA de SnapCenter

Debe actualizar los metadatos del MFA de SnapCenter en AD FS cada vez que haya alguna modificacion en

el servidor ADFS como, por ejemplo, la reparacion, la renovacion de certificados de CA, la recuperacion ante

desastres, etc.

Pasos

1. En el host AD FS, abra el asistente de administracion de AD FS y realice los siguientes pasos:
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a. Haga clic en fideicomisos de parte.

b. Haga clic con el botén derecho del raton en la confianza de la parte que confia que se cred para
SnapCenter y haga clic en Eliminar.
Se mostrara el nombre definido por el usuario de la confianza de la parte que confia.

c. Habilite la autenticacion multifactor (MFA).

Consulte "Active la autenticacion multifactor”.

2. Cierre todas las pestafias del navegador y vuelva a abrir un navegador para borrar las cookies de sesion
existentes o activas y vuelva a iniciar sesion.

Deshabilitar la autenticacion multifactor (MFA)

Pasos

1. Deshabilite la MFA y borre los archivos de configuracion que se crearon cuando se habilité MFA con el
Set-SmMultiFactorAuthentication cmdlet.

2. Cierre todas las pestanas del navegador y vuelva a abrir un navegador para borrar las cookies de sesion
existentes o activas y vuelva a iniciar sesion.

Gestione la autenticacion multifactor (MFA) con la APl de REST, PowerShell y SCCLI

El inicio de sesién de MFA es compatible con el explorador, la APl de REST, PowerShell
y SCCLI. MFA es compatible a través de un gestor de identidades de AD FS. Puede
habilitar MFA, deshabilitar MFA y configurar MFA desde la GUI, la APl de REST,
PowerShell y SCCLI.

Configure AD FS como OAuth/OIDC

» Configurar AD FS usando el asistente de la GUI de Windows*

1. Vaya a Server Manager Dashboard > Tools > ADFS Management.

2. Vaya a ADFS > Grupos de aplicaciones.
a. Haga clic con el boton derecho en Grupos de aplicaciones.
b. Seleccione Agregar grupo de aplicaciones e introduzca Nombre de la aplicacion.
c. Seleccione Aplicacion de servidor.
d. Haga clic en Siguiente.

3. Copiar Identificador de Cliente.

Este es el ID de cliente. .. Agregar URL de devolucion de llamada (URL del servidor de SnapCenter)
en URL de redireccionamiento. .. Haga clic en Siguiente.

4. Selecciona Generar secreto compartido.
Copie el valor secreto. Este es el secreto del cliente. .. Haga clic en Siguiente.

5. En la pagina Resumen, haz clic en Siguiente.

a. En la pagina Completo, haz clic en Cerrar.
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10.

1.

12.

13.
14.

15.

16.

17.

18.

. Haga clic con el boton derecho en el recién agregado Grupo de aplicaciones y seleccione

Propiedades.

. Seleccione Anadir aplicaciéon en Propiedades de la aplicacion.

. Haga clic en Aihadir aplicacion.

Seleccione Web API y haga clic en Siguiente.

. Enla pagina Configurar API Web, introduzca la URL del servidor SnapCenter y el identificador de

cliente creados en el paso anterior en la seccién Identificador.
a. Haga clic en Agregar.
b. Haga clic en Siguiente.

En la pagina Elegir Politica de Control de Acceso, selecciona la politica de control en funcion de tus
requisitos (por ejemplo, Permitir a todos y requerir MFA) y haz clic en Siguiente.

En la pagina Configurar permiso de aplicacién, por defecto se selecciona openid como un ambito,
haga clic en Siguiente.

En la pagina Resumen, haz clic en Siguiente.
En la pagina Completo, haz clic en Cerrar.

En la pagina Sample Application Properties, haz clic en OK.
Token JWT emitido por un servidor de autorizacion (AD FS) y destinado a ser consumido por el
recurso.

La reclamacion 'aud' o de publico de este token debe coincidir con el identificador del recurso o la API
web.

Edite la WebAPI seleccionada y compruebe que la URL de devolucién de llamada (URL del servidor
de SnapCenter) y el identificador de cliente se han agregado correctamente.

Configure OpenlID Connect para proporcionar un nombre de usuario como reclamaciones.
Abra la herramienta AD FS Management ubicada en el menu Tools en la parte superior derecha del
Administrador del servidor.
a. Seleccione la carpeta Grupos de aplicaciones en la barra lateral izquierda.
b. Seleccione la APl web y haga clic en EDITAR.
c. Vaya a la pestafia Reglas de transformacion de emision
Haga clic en Agregar regla.

a. Seleccione el Enviar atributos LDAP como reclamaciones en el menu desplegable de la
plantilla de regla de reclamacion.

b. Haga clic en Siguiente.
Introduzca el nombre de la regla de reclamacion *.
a. Seleccione Active Directory en el menu desplegable del almacén de atributos.

b. Seleccione User-Principal-Name en el menu desplegable LDAP Attribute y UPN en el menu
desplegable O*utgoing Claim Type*.

c. Haga clic en Finalizar.
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Crear grupo de aplicaciones con comandos de PowerShell

Puede crear el grupo de aplicaciones, la APl web y agregar el alcance y las reclamaciones mediante
comandos de PowerShell. Estos comandos estan disponibles en formato de script automatizado. Para obtener
mas informacion, consulte <link to KB article>.

1. Cree el nuevo grupo de aplicaciones en AD FS mediante el siguiente comamnd.

New-AdfsApplicationGroup -Name $ClientRolelIdentifier
-ApplicationGroupIdentifier $ClientRolelIdentifier

ClientRoleIdentifier nombre del grupo de aplicaciones
redirectURL URL valida para redireccion después de la autorizacion

2. Cree la aplicacion de servidor de AD FS y genere el secreto de cliente.
Add-AdfsServerApplication -Name "S$ClientRoleldentifier - Server app"
-ApplicationGroupIdentifier $ClientRolelIdentifier -RedirectUri S$redirectURL
-Identifier S$identifier -GenerateClientSecret

3. Cree la aplicacion APl Web de ADFS y configure el nombre de politica que debe utilizar.

Sidentifier = (New-Guid) .Guid

Add-AdfsWebApiApplication -ApplicationGroupIldentifier $ClientRoleldentifier
-Name "App Web API"

-Identifier S$identifier -AccessControlPolicyName "Permit everyone"

4. Obtenga el ID de cliente y el secreto de cliente del resultado de los siguientes comandos, porque solo se
muestra una vez.

"client id = $Sidentifier"
"client secret: "$ (SADFSApp.ClientSecret)
5. Otorgue a la aplicacion AD FS los permisos allatclaims y openid.

Grant-AdfsApplicationPermission -ClientRoleIdentifier $identifier
-ServerRoleldentifier $identifier -ScopeNames @ ('openid')

Stransformrule = @"

@QRuleTemplate = "LdapClaims"

@RuleName = "AD User properties and Groups"

c: [Type ==
"http://schemas.microsoft.com/ws/2008/06/identity/claims/windowsaccountname",
Issuer ==

"AD AUTHORITY"]
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= 1issue(store = "Active Directory", types =
("http://schemas.xmlsoap.org/ws/2005/05/identity/claims/upn"), query =
";userPrincipalName; {0}", param = c.Value);

" @
6. Escriba el archivo de reglas de transformacion.

Stransformrule |Out-File -FilePath .\issueancetransformrules.tmp -force
-Encoding ascii $relativePath = Get-Item .\issueancetransformrules.tmp

7. Asigne un nombre a la aplicacion Web API y defina sus reglas de transformacion de emision mediante un
archivo externo.

Set-AdfsWebApilApplication -Name "$ClientRoleldentifier - Web API"
-TargetIdentifier

Sidentifier -Identifier $identifier, $redirectURL -IssuanceTransformRulesFile

SrelativePath

Actualizar tiempo de caducidad del token de acceso

Puede actualizar el tiempo de caducidad del token de acceso mediante el comando PowerShell.
Acerca de esta tarea

» Un token de acceso solo se puede utilizar para una combinacién especifica de usuario, cliente y recurso.
Los tokens de acceso no se pueden revocar y son validos hasta su vencimiento.

* De forma predeterminada, el tiempo de caducidad de un token de acceso es de 60 minutos. Este tiempo
de caducidad minimo es suficiente y se escala. Debe proporcionar el valor suficiente para evitar trabajos
criticos para el negocio en curso.

Paso

Para actualizar el tiempo de caducidad del token de acceso para un grupo de aplicaciones WEBAPI, utilice el
siguiente comando en el servidor AD FS.

+ Set-AdfsWebApiApplication -TokenLifetime 3600 -TargetName "<Web API>"

Obtenga el token portador de AD FS

Debe rellenar los parametros mencionados a continuacion en cualquier cliente REST (como Postman) y le
pedira que rellene las credenciales de usuario. Ademas, debe introducir la autenticacion de segundo factor
(algo que tiene y algo que es) para obtener el token de portador.

+ La validez del token portador se puede configurar desde el servidor de AD FS por aplicacion y el periodo de
validez predeterminado es de 60 minutos.

Campo Valor

Tipo de concesion Cddigo de autorizacion
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URL de devolucion de llamada Introduzca la URL base de la aplicacion si no tiene
una URL de devolucion de llamada.

URL de autenticacion [adfs-domain-name]/adfs/oauth2/authorized

URL de token de acceso [adfs-domain-name]/adfs/oauth2/token

ID del cliente Introduzca el ID de cliente de AD FS

Secreto de cliente Introduzca el secreto de cliente de AD FS

Ambito ID de codigo abierto

Autenticacion de cliente Enviar como cabecera de AUTENTICACION basica
Recurso En la pestafia Opciones avanzadas, agregue el

campo Recurso con el mismo valor que la URL de
devolucién de llamada, que viene como un valor
“aud” en el token JWT.

Configure MFA en SnapCenter Server mediante PowerShell, SCCLI y la APl de REST

Es posible configurar la MFA en SnapCenter Server mediante PowerShell, SCCLI y la
API DE REST.

Autenticacion CLI MFA de SnapCenter

En PowerShell y SCCLI, el cmdlet existente (Open-SmConnection) se amplia con un campo mas llamado
“AccessToken” para utilizar el token portador para autenticar al usuario.

Open-SmConnection -Credential <PSCredential> [-SMSbaseUrl <String>] [-Port
<String>] [-RoleName <String>] [ -AccessToken <string>]

Una vez ejecutado el cmdlet anterior, se crea una sesion para que el usuario respectivo ejecute mas cmdlets
de SnapCenter.

Autenticacion de la APl de REST MFA de SnapCenter

Use el token portador en el formato Authorization=Bearer <access token> en el cliente de la APl REST (como
Postman o Swagger) y mencione el nombre de rol del usuario en el encabezado para obtener una respuesta
exitosa de SnapCenter.

Flujo de trabajo de la APl de REST de MFA

Cuando MFA se configura con AD FS, debe autenticarse mediante un token de acceso (portador) para
acceder a la aplicacion SnapCenter mediante cualquier APl REST.

Acerca de esta tarea

» Puede utilizar cualquier cliente de REST, como Postman, Swagger Ul o FireCamp.
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* Obtenga un token de acceso y utilicelo para autenticar las solicitudes posteriores (APl de REST de

SnapCenter) para realizar cualquier operacion.

» Pasos*

Para autenticarse a través de AD FS MFA

1.

Configure el cliente REST para que llame al punto final de AD FS para obtener el token de acceso.
Cuando pulse el botén para obtener un token de acceso para una aplicacion, se le redirigira a la pagina
SSO de AD FS, donde debe proporcionar sus credenciales de AD y autenticarse con MFA. 1. En la pagina
SSO de AD FS, escriba su nombre de usuario o correo electronico en el cuadro de texto Nombre de
usuario.

+ Los nombres de usuario deben formatearse como usuario@dominio o dominio\usuario.

En el cuadro de texto Contrasefia, escriba la contrasefa.

3. Haga clic en Iniciar sesién.

En la seccion Opciones de inicio de sesidn, selecciona una opcion de autenticacion y autentica
(dependiendo de tu configuracion).

o Push: Aprueba la notificacion push que se envia al teléfono.

o Cdédigo QR: Utilice la aplicacion mévil AUTH Point para escanear el cédigo QR y, a continuacion,
escriba el codigo de verificacion que se muestra en la aplicaciéon

o Contrasefa de un solo uso: Escriba la contrasefa de un solo uso para el token.

Después de la autenticacion correcta, se abrira una ventana emergente que contiene el acceso, el ID y el
token de refrescamiento.

Copie el token de acceso y utilicelo en la APl de REST de SnapCenter para realizar la operacion.

En la APl de REST, debe pasar el token de acceso y el nombre de rol en la seccion de encabezado.

SnapCenter valida este token de acceso desde AD FS.
Si es un token valido, SnapCenter lo decodifica y obtiene el nombre de usuario.
Con el nombre de usuario y el nombre de rol, SnapCenter autentica al usuario para ejecutar la API.

Si la autenticacion se realiza correctamente, SnapCenter devuelve el resultado si se muestra un mensaje
de error.

Habilite o deshabilite la funcionalidad MFA de SnapCenter para la APl de REST, la interfaz de linea de comandos y la
interfaz grafica de usuario

GUI

» Pasos*

1. Inicie sesion en el servidor de SnapCenter como administrador de SnapCenter.

2. Haga clic en Ajustes > Ajustes globales > Ajustes de autenticacion
multifactorAuthentication(MFA)

3. Seleccione la interfaz (GUI/RST API/CLI) para habilitar o deshabilitar el inicio de sesion MFA.

Interfaz PowerShell
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* Pasos*

1. Ejecute los comandos de PowerShell o la CLI para habilitar la MFA en la interfaz gréafica de usuario, la
API de REST, PowerShell y SCCLI.

Set-SmMultiFactorAuthentication -IsGuiMFAEnabled -IsRestApiMFAEnabled
-IsCliMFAEnabled -Path

El parametro PATH especifica la ubicacién del archivo xml de metadatos de MFA de AD FS.

Habilita la MFA para la interfaz grafica de usuario de SnapCenter, la API de REST, PowerShell y SCCLI
configuradas con la ruta de archivo de metadatos de AD FS especificada.

1. Compruebe el estado y la configuracion de MFA mediante Get-SmMultiFactorAuthentication
cmdlet.

Interfaz SCCLI

» Pasos*

1. # sccli Set-SmMultiFactorAuthentication -IsGuiMFAEnabled true
-IsRESTAPIMFAEnabled true -IsCliMFAEnabled true -Path
"C:\ADFS metadatal\abc.xml"

2. 4 sccli Get-SmMultiFactorAuthentication
API REST

1. Ejecute la siguiente API posterior para habilitar la MFA en la interfaz grafica de usuario, la APl de REST,
PowerShell y SCCLI.

Parametro Valor

Direccién URL solicitada /api/4,9/settings/multifactorauthentication
Método HTTP Publicacion

Cuerpo de la solicitud { «IsGuiMFAEnNabled»: Falso,

«IsRestApiMFAEnabled»: Verdadero,
«IsCliIMFAEnabled»: Falso, ADFSConfigFilePath:
C:\ADFS_metadata\\abc.xml }

Cuerpo de respuesta { «MFAConfiguration»: { «IsGuiIMFAEnabled»:
Falso, «kADFSConfigFilePath»:
«C:\\ADFS_metadata\\abc.xml»,
«SCConfigFilePath»: Null,
«IsRestApiMFAEnabled»: Verdadero,
«IsCliIMFAEnabled»: Falso, «kKADFSHostName»:
«win-adfs-sc49.winscedom2.com» } }

2. Compruebe el estado y la configuracion de MFA mediante la siguiente API.

Parametro Valor
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Direccién URL solicitada /api/4,9/settings/multifactorauthentication
Método HTTP Obtenga

Cuerpo de respuesta { «MFAConfiguration»: { «IsGuiMFAEnabled»:
Falso, «kADFSConfigFilePath»:
«C:\\ADFS_metadata\\abc.xml»,
«SCConfigFilePath»: Null,
«IsRestApiMFAEnabled»: Verdadero,
«IsClIMFAEnabled»: Falso, «kADFSHostName»:
«win-adfs-sc49.winscedom2.com» } }

Instale el servidor SnapCenter

Puede ejecutar el ejecutable del instalador del servidor SnapCenter para instalar el
servidor SnapCenter.

De forma opcional, puede ejecutar diversos procedimientos de instalacion y configuracion mediante cmdlets
de PowerShell.

@ No se admite la instalacion silenciosa del servidor SnapCenter desde la linea de comandos.

Antes de empezar

» El host de SnapCenter Server debe estar actualizado con las actualizaciones de Windows y no tener
reinicios del sistema pendientes.

* Debe haberse asegurado de que no esta instalado MySQL Server en el host en el que planea instalar
SnapCenter Server.

* Debe haber habilitado la depuracién del instalador de Windows.

Consulte el sitio Web de Microsoft para obtener informacién acerca de como habilitar "Registro del
instalador de Windows".

@ No debe instalar el servidor SnapCenter en un host que tenga servidores Microsoft
Exchange Server, Active Directory o de nombres de dominio.

» Pasos*

1. Descargue el paquete de instalacion del servidor SnapCenter desde "Sitio de soporte de NetApp".

2. Inicie la instalacion del servidor SnapCenter haciendo doble clic en el archivo .exe descargado.

Tras iniciar la instalacion, se realizan todas las comprobaciones previas y si los requisitos minimos no

son los correctos, se muestran mensajes de error o de advertencia.

Puede ignorar los mensajes de advertencia y continuar con la instalacion; sin embargo, los errores
deben corregirse.

3. Revise los valores rellenados previamente necesarios para la instalacion del servidor SnapCenter y
modifiquelos si es necesario.

23


https://support.microsoft.com/kb/223300
https://support.microsoft.com/kb/223300
https://mysupport.netapp.com/site/products/all/details/snapcenter/downloads-tab

No es necesario especificar la contrasefa para la base de datos de repositorio del servidor MySQL.
Durante la instalacion del servidor SnapCenter, la contrasefia se genera automaticamente.

@ El caracter especial "%" is not supported in the custom path for the
repository database. If you include "%"™ en la ruta, la instalacion falla.

4. Haga clic en instalar ahora.

Si ha especificado valores que no son validos, se mostraran los mensajes de error adecuados. Debe
volver a introducir los valores e iniciar la instalacion.

Si hace clic en el botén Cancelar, se completara el paso que se esta ejecutando y, a
continuacion, se iniciara la operacion de reversion. El servidor SnapCenter se eliminara
por completo del host.

Sin embargo, si hace clic en Cancelar cuando se estan realizando las operaciones "reinicio del sitio
del servidor SnapCenter" o "esperando inicio del servidor SnapCenter", la instalacion continuara sin
cancelar la operacion.

Los archivos de registro siempre aparecen (los mas antiguos primero) en la carpeta %temp% del usuario
administrador. Si desea redirigir las ubicaciones de registro, inicie la instalacion del servidor SnapCenter
desde el simbolo del sistema ejecutando:C:\installer location\installer name.exe

/ log"C . \ "

Inicie sesién en SnapCenter mediante la autorizacién de
RBAC

SnapCenter admite el control de acceso basado en roles (RBAC). El administrador de
SnapCenter asigna roles y recursos a través del control de acceso basado en roles de
SnapCenter a un usuario en un grupo de trabajo o directorio activo, o a grupos en Active
Directory. El usuario de RBAC ahora puede iniciar sesion en SnapCenter con los roles
asignados.

Antes de empezar
» Debe habilitar el servicio de activacion de procesos de Windows (WAS) en Windows Server Manager.

+ Si desea utilizar Internet Explorer como explorador para iniciar sesion en el servidor SnapCenter, debe
asegurarse de que el modo protegido de Internet Explorer esta deshabilitado.

Acerca de esta tarea

Durante la instalacion, el asistente de instalacion del servidor de SnapCenter crea un acceso directo y lo
coloca en el escritorio y en el menu Inicio del host donde esté instalado SnapCenter. Ademas, al finalizar la
instalacion, el asistente de instalacion muestra la URL de SnapCenter a partir de la informacion proporcionada
durante la instalacion, la cual se puede copiar para iniciar sesion desde un sistema remoto.

Si tiene varias pestafas abiertas en el navegador web, cerrar la pestaina del navegador

@ SnapCenter no cierra la sesion de SnapCenter. Para finalizar la conexion con SnapCenter, debe
cerrar la sesion de SnapCenter haciendo clic en el botén Cerrar sesién o cerrando todo el
explorador web.
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Mejor practica: por razones de seguridad, se recomienda que no habilite su navegador para guardar su
contrasefia de SnapCenter.

La URL predeterminada de la interfaz grafica de usuario es una conexion segura con el puerto
predeterminado 8146 en el servidor donde esta instalado el servidor SnapCenter (https://server:8146). Si se
proporcioné un puerto un puerto diferente durante la instalacion de SnapCenter, se usa ese puerto.

Para la puesta en marcha de alta disponibilidad (HA), debe acceder a SnapCenter mediante la direccion IP
https://Virtual_Cluster_IP_or_FQDN:8146. del cluster virtual Si no ve la interfaz de usuario de SnapCenter al ir
a https://Virtual_Cluster_IP_or FQDN:8146 en Internet Explorer (IE), debe afadir la direccion IP o el FQDN de
cluster virtual como sitio de confianza de |IE en cada host del plugin. Otra opcién es deshabilitar la seguridad
mejorada de |IE en cada host del plugin. Para obtener mas informacién, consulte "No se puede acceder a la
direccion IP del cluster desde la red externa".

Ademas de usar la interfaz grafica de usuario de SnapCenter, es posible usar los cmdlets de PowerShell para
crear scripts para llevar a cabo operaciones de configuracion, backup y restauracion. Es posible que algunos

cmdlets se hayan modificado en cada version de SnapCenter. El "Guia de referencia de cmdlets de
SnapCenter Software" contiene los detalles.

@ Si es la primera vez que inicia sesién en SnapCenter, debe usar las credenciales que
proporcion6 durante el proceso de instalacion.

» Pasos*

1. Inicie SnapCenter desde el acceso directo creado en el escritorio de host local, o desde la URL
provista al final de la instalacion o desde la URL que proporcioné el administrador de SnapCenter.

2. Introduzca las credenciales de usuario.

Para especificar lo siguiente... Utilice uno de estos formatos...

Administrador del dominio * NetBIOS\Username
+ Sufijo Username@UPN

Por ejemplo, username@netapp.com

* El dominio FQDN\Username

Administrador local Nombre de usuario

3. Si tiene asignado mas de un rol, en el recuadro Role seleccione el rol que desea usar para esta sesion
de inicio.

Su usuario actual y el rol asociado se muestran en la esquina superior derecha de SnapCenter
después de iniciar sesion.

resultado
Aparecera la pagina Dashboard.

Si se produce un error en el registro y no se puede acceder al sitio, debe asignar el certificado SSL a
SnapCenter. "Leer mas"

25


https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/SnapCenter/Unable_to_access_cluster_IP_address_from_outside_network
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/SnapCenter/Unable_to_access_cluster_IP_address_from_outside_network
https://docs.netapp.com/us-en/snapcenter-cmdlets-49/index.html
https://docs.netapp.com/us-en/snapcenter-cmdlets-49/index.html
https://kb.netapp.com/?title=Advice_and_Troubleshooting%2FData_Protection_and_Security%2FSnapCenter%2FSnapCenter_will_not_open_with_error_%2522This_site_can%2527t_be_reached%2522

Después de terminar

Después de iniciar sesidon en SnapCenter Server como usuario con RBAC por primera vez, actualice la lista de
recursos.

Si tiene dominios de Active Directory que no son de confianza y desea que SnapCenter admita, debe registrar
esos dominios con SnapCenter antes de configurar las funciones para los usuarios en dominios que no son de
confianza. "Leer mas"

Inicie sesidén en SnapCenter con la autenticacion multifactor (MFA)

El servidor de SnapCenter admite MFA para la cuenta de dominio, que forma parte del directorio activo.

Antes de empezar
* Debe tener la MFA habilitada.

Para obtener mas informacion sobre cémo habilitar MFA, consulte "Active la autenticacion multifactor”

Acerca de esta tarea

» Solo se admite FQDN

* Los usuarios de grupos de trabajo y entre dominios no pueden iniciar sesion mediante MFA

» Pasos*

1. Inicie SnapCenter desde el acceso directo creado en el escritorio de host local, o desde la URL
provista al final de la instalacion o desde la URL que proporciono el administrador de SnapCenter.

2. Enla pagina de inicio de sesién de AD FS, introduzca Username y Password.

Cuando aparezca el mensaje de error nombre de usuario o contrasefia no valida en la pagina AD FS,
compruebe lo siguiente:

= Si el nombre de usuario o la contrasefia son validos
La cuenta de usuario debe existir en Active Directory (AD).

= Si ha superado el nUumero maximo de intentos permitidos que se establecié en AD

= SiAD y AD FS estan en funcionamiento

Modifique el tiempo de espera de sesion de interfaz grafica de usuario
predeterminada de SnapCenter

Puede modificar el tiempo de espera de sesion de la interfaz grafica de usuario de SnapCenter de modo que
sea inferior o superior al tiempo de espera predeterminado de 20 minutos.

Como funcidén de seguridad, después de un tiempo predeterminado de 15 minutos de inactividad, SnapCenter
le advertira de que se cerrara sesion en la sesion de la interfaz grafica de usuario en 5 minutos. De forma
predeterminada, SnapCenter cierra la sesion de la interfaz grafica de usuario tras 20 minutos de inactividad,
de modo que debera iniciar sesién de nuevo.

* Pasos*

1. En el panel de navegacion izquierdo, haga clic en Configuraciéon > Configuracion global.

2. En la pagina Global Settings, haga clic en Configuracion.
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3. En el campo tiempo de espera de la sesion, introduzca el nuevo tiempo de espera de la sesion en
minutos y, a continuacion, haga clic en Guardar.

Proteja el servidor web de SnapCenter mediante la desactivacion de SSL 3.0

Por motivos de seguridad, deberia deshabilitar el protocolo de capa de sockets seguros (SSL) 3.0 en Microsoft
IIS si esta activado en el servidor web de SnapCenter.

Existen defectos en el protocolo SSL 3.0 que un atacante puede utilizar para provocar fallos de conexion o
para realizar ataques de tipo "man in the middle" y observar el trafico de cifrado entre su sitio web y sus
visitantes.

* Pasos*

1. Para iniciar el Editor del Registro en el host del servidor web SnapCenter, haga clic en Inicio >
Ejecutar y, a continuacion, escriba regedit.

2. En el Editor del Registro, desplacese hasta
HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Control\SecurityProviders\SCHANNEL\Protoco
IS\SSL 3.0\

= Si la clave del servidor ya existe:
i. Seleccione el DWORD activado y, a continuacion, haga clic en Editar > Modificar.
i. Cambie el valor a 0y, a continuacion, haga clic en Aceptar.

= Si la clave del servidor no existe:

i. Haga clic en Editar > Nuevo > clave y, a continuacion, asigne un nombre al servidor de
claves.

i. Con la nueva clave de servidor seleccionada, haga clic en Edicion > Nuevo > DWORD.
ii. Asigne un nombre al nuevo DWORD activado y, a continuacion, introduzca 0 como el valor.

3. Cierre el Editor del Registro.

Configurar certificado de CA

Genere un archivo CSR de certificado de CA

Es posible generar una solicitud de firma de certificacion (CSR) e importar el certificado
gue puede obtenerse de una entidad de certificacién (CA) con la CSR generada. El
certificado tendra una clave privada asociada.

CSR es un bloque de texto codificado que se da a un proveedor de certificados autorizado para obtener el
certificado de CA firmado.

@ La longitud de la clave RSA del certificado de CA debe ser de 3072 bits como minimo.

Para obtener informacioén sobre como generar una CSR, consulte "Cémo generar el archivo CSR de
certificado de CA".

Si posee el certificado de CA para su dominio (*.domain.company.com) o su sistema
@ (machine1.domain.company.com), puede omitir la generacion del archivo CSR del certificado
de CA. Puede implementar el certificado de CA existente con SnapCenter.
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Para las configuraciones de cluster, el nombre de cluster (FQDN de cluster virtual) y los respectivos nombres
de host se deben mencionar en el certificado de CA. El certificado se puede actualizar rellenando el campo
Nombre Alternativo del Asunto (SAN) antes de adquirir el certificado. Para un certificado de comodines
(*.domain.company.com), el certificado contendra implicitamente todos los nombres de host del dominio.

Importar certificados de CA

Debe importar los certificados de CA a SnapCenter Server y a los plugins de host de
Windows mediante la consola de gestion de Microsoft (MMC).

Pasos

1. Vaya a la consola de administracién de Microsoft (MMC) y, a continuacion, haga clic en Archivo >
Agregar o quitar Snapin.

2. En la ventana Agregar o quitar complementos, seleccione certificados y, a continuacion, haga clic en
Agregar.

3. En la ventana del complemento certificados, seleccione la opcion cuenta de equipo y, a continuacion,
haga clic en Finalizar.

4. Haga clic en raiz de consola > certificados — Equipo local > entidades de certificacion raiz de
confianza > certificados.

5. Haga clic con el boton secundario en la carpeta “entidades de certificacion raiz de confianza” y, a
continuacion, seleccione todas las tareas > Importar para iniciar el asistente de importacion.

6. Complete el asistente de la siguiente manera:

En esta ventana del asistente... Haga lo siguiente...
Importar clave privada Seleccione la opcion Si, importe la clave privada vy,
a continuacion, haga clic en Siguiente.

Importar formato de archivo No realice cambios; haga clic en Siguiente.

Seguridad Especifique la nueva contrasefa que se utilizara
para el certificado exportado y, a continuacién, haga
clic en Siguiente.

Finalizacion del Asistente para importacion de Revise el resumen y, a continuacion, haga clic en
certificados Finalizar para iniciar la importacion.
@ El certificado de importacion se debe empaquetar con la clave privada (los formatos
admitidos son: *.pfx, *.p12 y *.p7b).

7. Repita el paso 5 para la carpeta “personal”.

Obtenga la huella digital del certificado de CA

Una huella digital de certificado es una cadena hexadecimal que identifica un certificado.
La huella digital se calcula a partir del contenido del certificado mediante un algoritmo de
huella digital.
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Pasos
1. Realice lo siguiente en la interfaz gréafica de usuario:

. Haga dobile clic en el certificado.

a
b. En el cuadro de dialogo Certificado, haga clic en la ficha Detalles.

o

Desplacese por la lista de campos y haga clic en Thumbprint.
d. Copie los caracteres hexadecimales del cuadro.

e. Quite los espacios entre los numeros hexadecimales.

Por ejemplo, si la huella digital es: "a9 09 50 2d 2a e4 e4 14 33 f8 38 86 b0 0d 42 77 a3 2a 7b",
después de quitar los espacios, sera: "a90d8 2dd82a41433e6f83886b00d4277a32a7b".

2. Realice lo siguiente desde PowerShell:

a. Ejecute el siguiente comando para enumerar la huella digital del certificado instalado e identificar el
certificado instalado recientemente por el nombre del sujeto.

Get-Childltem -Path Cert:\LocalMachine\My

b. Copie la huella digital.

Configure el certificado de CA con servicios de plugins de host de Windows

Debe configurar el certificado de CA con servicios de plugins del host de Windows para
activar el certificado digital instalado.

Realice los siguientes pasos en el servidor de SnapCenter y en todos los hosts del plugin donde ya se hayan
implementado certificados de CA.

Pasos

1. Elimine el enlace existente del certificado con el puerto 8145 predeterminado de SMCore. Para ello,
ejecute el siguiente comando:

> netsh http delete sslcert ipport=0.0.0.0: <SMCore Port>
Por ejemplo:
> netsh http delete sslcert ipport=0.0.0.0:8145
Enlace el certificado recientemente instalado con los servicios de

plugins del host de Windows mediante la ejecucidédn de los siguientes

comandos:

> Scert = “ <certificate thumbprint> ”

> Sguid = [guid]::NewGuid () .ToString ("B")

> netsh http add sslcert ipport=0.0.0.0: <SMCore Port> certhash=Scert
appid="$guid"

Por ejemplo:
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> Scert "a909502dd82ae41433e6£83886b00d4277a32a7b”

> Sguid [guid] : :NewGuid () .ToString ("B")

> netsh http add sslcert ipport=0.0.0.0: <SMCore Port> certhash=Scert
appid="$guid"

Configurar el certificado de CA con el sitio SnapCenter
Debe configurar el certificado de CA con el sitio SnapCenter en el host de Windows.

» Pasos*
1. Abra el Administrador de IIS en el servidor de Windows donde esta instalado SnapCenter.
En el panel de navegacion izquierdo, haga clic en conexiones.
Expanda el nombre del servidor y Sitios.
Seleccione el sitio web de SnapCenter en el que desea instalar el certificado SSL.
Vaya a Acciones > Editar sitio, haga clic en Enlaces.
En la pagina vinculaciones, seleccione enlace para https.
Haga clic en Editar.

En la lista desplegable Certificado SSL, seleccione el Certificado SSL importado recientemente.

© ® N o g &~ WD

Haga clic en Aceptar.

Si el certificado de CA implementado recientemente no aparece en el menu desplegable,
compruebe si el certificado de CA esta asociado a la clave privada.

©

@ Asegurese de que el certificado se agregue mediante la siguiente ruta: Raiz de consola >
certificados — Equipo local > entidades de certificacidn raiz de confianza > certificados.

Habilite los certificados de CA para SnapCenter

Debe configurar los certificados de CA y habilitar la validacién de certificados de CA para
el servidor SnapCenter.

Antes de empezar
 Es posible habilitar o deshabilitar los certificados de CA con el cmdlet Set-SmCertificateSettings.
» Puede mostrar el estado del certificado del servidor SnapCenter mediante el cmdlet de Get-
SmCertificateSettings.

La informacion relativa a los parametros que se pueden utilizar con el cmdlet y sus descripciones se puede
obtener ejecutando Get-Help nombre_comando. Alternativamente, puede consultar la "Guia de referencia de
cmdlets de SnapCenter Software".

» Pasos®

1. En la pagina Configuracion, vaya a Configuraciéon > Configuracion global > Configuracion del
certificado CA.
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2. Seleccione Activar validacion de certificados.

3. Haga clic en aplicar.

Después de terminar

El host de la pestafia Managed hosts muestra un candado y el color del candado indica el estado de la
conexion entre SnapCenter Server y el host del plugin.

** Indica que no hay ningun certificado de CA habilitado o asignado al host del plugin.
5 * * Indica que el certificado CA se ha validado correctamente.
B * * Indica que el certificado CA no se pudo validar.

g * 1" indica que no se ha podido recuperar la informacién de conexion.

@ Cuando el estado es amarillo o verde, las operaciones de proteccién de datos se completan

correctamente.

Configure y habilite la comunicaciéon SSL bidireccional

Configure la comunicacién SSL bidireccional

Debe configurar la comunicacién SSL bidireccional para asegurar la comunicacion mutua
entre el servidor de SnapCenter y los plugins.

Antes de empezar

Genero el archivo CSR de certificado de CA con la longitud minima admitida de clave de 3072.
El certificado de CA debe admitir la autenticacion de servidor y la autenticacion de cliente.
Debe tener un certificado de CA con detalles de clave privada y huella digital.

Debe haber activado la configuracion SSL unidireccional.
Para obtener informacion detallada, consulte "Configurar seccion de certificado de CA."

Debe haber habilitado la comunicacion SSL bidireccional en todos los hosts del plugin y el servidor de
SnapCenter.

El entorno con algunos hosts o servidor no habilitado para la comunicacion SSL bidireccional no esta
soportado.

Pasos*
1. Para enlazar el puerto, ejecute los siguientes pasos en el host de servidor SnapCenter para el puerto
8146 del servidor web 1IS de SnapCenter (predeterminado) y otra vez para el puerto 8145 de SMCore

(predeterminado) mediante comandos de PowerShell.

a. Quite la vinculacién de puertos de certificado autofirmado de SnapCenter existente mediante el
siguiente comando de PowerShell.

> netsh http delete sslcert ipport=0.0.0.0:<SMCore port/IIS port>

Por ejemplo:
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b.

> netsh http delete sslcert ipport=0.0.0.0:8145
> netsh http delete sslcert ipport=0.0.0.0:8146
Enlace el certificado de CA recién adquirido con el servidor SnapCenter y el puerto SMCore.

> Scert

“<CA certificate thumbprint>”

> $Sguid = [guid]::NewGuid() .ToString ("B")

> netsh http add sslcert ipport=0.0.0.0: <SMCore Port/IIS port>
certhash=Scert appid="S$guid" clientcertnegotiation=enable
verifyclientcertrevocation=disable

> netsh http show sslcert ipport=0.0.0.0:<SMCore Port/IIS port>

Por ejemplo:

> Scert = “abcl23abcl23abcl23abcl23”

> Sguid = [guid]::NewGuid() .ToString ("B")

> netsh http add sslcert ipport=0.0.0.0:8146 certhash=Scert appid="S$guid"
clientcertnegotiation=enable verifyclientcertrevocation=disable

> $Sguid = [guid]::NewGuid() .ToString ("B")

> netsh http add sslcert ipport=0.0.0.0:8145 certhash=$cert appid="$guid"
clientcertnegotiation=enable verifyclientcertrevocation=disable

> netsh http show sslcert ipport=0.0.0.0:8146

> netsh http show sslcert ipport=0.0.0.0:8145

2. Para acceder al permiso al certificado de CA, afiada el usuario del servidor web IIS predeterminado
«lIS AppPool\SnapCenter» de SnapCenter en la lista de permisos de certificados siguiendo los
siguientes pasos para acceder al certificado de CA recién adquirido.

a.

Vaya a la consola de administracion de Microsoft (MMC) y, a continuacion, haga clic en Archivo >
Agregar o quitar Snapin.

En la ventana Agregar o quitar complementos, seleccione certificados y, a continuacion, haga clic
en Agregar.

En la ventana del complemento certificados, seleccione la opcién cuenta de equipo y, a
continuacion, haga clic en Finalizar.

Haga clic en raiz de consola > certificados — Equipo local > personal > certificados.
Seleccione el certificado SnapCenter.

Para iniciar el asistente para agregar usuarios\permisos, haga clic con el botén derecho en el
certificado de CA y seleccione Todas las tareas > Gestionar claves privadas.

Haga clic en Agregar, en el Asistente de seleccion de usuarios y grupos cambie la ubicacion a
nombre de equipo local (en la parte superior de la jerarquia)



h. Afada el usuario IS AppPool\SnapCenter y proporcione permisos de control completos.

3. Para el permiso IS del certificado CA, agregue la nueva entrada de claves de registro DWORD en el
servidor SnapCenter desde la siguiente ruta:

En el editor del registro de Windows, vaya a la ruta mencionada a continuacion,

HKey Local Machine\SYSTEM\CurrentControlSet\Control\SecurityProv
ders\SCHANNEL

4. Cree una nueva entrada de clave de registro DWORD en el contexto de la configuracion del registro
SCHANNEL.

SendTrustedIssuerList = 0

ClientAuthTrustMode = 2

Configure el plugin de Windows de SnapCenter para la comunicacion SSL bidireccional

Es necesario configurar el plugin de Windows de SnapCenter para la comunicacion SSL bidireccional
mediante comandos de PowerShell.

Antes de empezar
Asegurese de que la huella digital del certificado de CA esté disponible.

» Pasos*

1. Para enlazar el puerto, realice las siguientes acciones en el host del plugin de Windows para el puerto

SMCore 8145 (predeterminado).

a. Quite la vinculacion de puertos de certificado autofirmado de SnapCenter existente mediante el
siguiente comando de PowerShell.

> netsh http delete sslcert ipport=0.0.0.0:<SMCore port>
Por ejemplo:
> netsh http delete sslcert ipport=0.0.0.0:8145

b. Enlace el certificado de CA recién adquirido con el puerto SMCore.

> Scert = “<CA certificate thumbprint>”

> Sguid [guid] : :NewGuid () .ToString ("B")

> netsh http add sslcert ipport=0.0.0.0: <SMCore Port> certhash=S$cert
appid="$guid" clientcertnegotiation=enable
verifyclientcertrevocation=disable

> netsh http show sslcert ipport=0.0.0.0:<SMCore Port>

Por ejemplo:
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> Scert = “abcl23abcl23abcl23abcl23”
> $guid = [guid]::NewGuid () .ToString ("B")

> netsh http add sslcert ipport=0.0.0.0:8145 certhash=$cert appid="S$guid"
clientcertnegotiation=enable verifyclientcertrevocation=disable

> netsh http show sslcert ipport=0.0.0.0:8145

Active la comunicacion SSL bidireccional

Es posible habilitar la comunicacion SSL bidireccional para proteger la comunicacién
mutua entre el servidor SnapCenter y los plugins mediante comandos de PowerShell.

Antes de empezar
Ejecute los comandos para todos los plugins y el agente de SMCore primero y luego para el servidor.
» Pasos*
1. Para habilitar la comunicacion SSL bidireccional, ejecute los siguientes comandos en el servidor de
SnapCenter para los plugins, el servidor y para cada uno de los agentes para los que se necesita la

comunicacién SSL bidireccional.

> Set-SmConfigSettings -Agent -configSettings @{"EnableTwoWaySSL"="true"}
-HostName <Plugin HostName>

> Set-SmConfigSettings -Agent -configSettings @{"EnableTwoWaySSL"="true"}
-HostName localhost

> Set-SmConfigSettings -Server -configSettings @{"EnableTwoWaySSL"="true"}

1. Realice la operacion de reciclaje del pool de aplicaciones de SnapCenter de IS con el siguiente
comando. > Restart-WebAppPool -Name "SnapCenter"

2. Para los plugins de Windows, reinicie el servicio SMCore ejecutando el siguiente comando de
PowerShell:

> Restart-Service -Name SnapManagerCoreService

Desactive la comunicacion SSL bidireccional

Puede deshabilitar la comunicacion SSL bidireccional mediante comandos de PowerShell.
Acerca de esta tarea

* Ejecute los comandos para todos los plugins y el agente de SMCore primero y luego para el servidor.

« Cuando deshabilita la comunicacion SSL bidireccional, el certificado de CA 'y su configuracion no se
eliminan.

 Para afiadir un nuevo host a SnapCenter Server, es necesario deshabilitar el SSL bidireccional para todos
los hosts del plugin.
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* NLB y F5 no son compatibles.

» Pasos*

1.

Para deshabilitar la comunicacion SSL bidireccional, ejecute los siguientes comandos en servidor de
SnapCenter para todos los hosts del plugin y el host de SnapCenter.

> Set-SmConfigSettings -Agent -configSettings @{"EnableTwoWaySSL"="false"}
-HostName <Agent HostName>

> Set-SmConfigSettings -Agent -configSettings @{"EnableTwoWaySSL"="false"}
-HostName localhost

> Set-SmConfigSettings -Server -configSettings @{"EnableTwoWaySSL"="false"}

1.

Realice la operacion de reciclaje del pool de aplicaciones de SnapCenter de IIS con el siguiente
comando. > Restart-WebAppPool -Name "SnapCenter"

2. Para los plugins de Windows, reinicie el servicio SMCore ejecutando el siguiente comando de

PowerShell:

> Restart-Service -Name SnapManagerCoreService

Configure la autenticacidon basada en certificados

Exporte certificados de entidad de certificacion (CA) del servidor SnapCenter

Es necesario exportar los certificados de CA del servidor de SnapCenter a los hosts del
plugin mediante la consola de gestiéon de Microsoft (MMC).

Antes de empezar

Debe haber configurado el SSL bidireccional.

» Pasos*

1.

Vaya a la consola de administraciéon de Microsoft (MMC) y, a continuacion, haga clic en Archivo >
Agregar o quitar Snapin.

En la ventana Agregar o quitar complementos, seleccione certificados y, a continuacién, haga clic en
Agregar.

En la ventana Certificados Snap-in, seleccione la opcion Cuenta de computadora y luego haga clic
en Finalizar.

Haga clic en Console root > Certificados - Equipo local > Personal > Certificados.

5. Haga clic con el botdon derecho en el certificado de CA adquirido, que se utiliza para el servidor

SnapCenter y, a continuacion, seleccione Todas las tareas > Exportar para iniciar el asistente de
exportacion.

Realice las siguientes acciones en el asistente.
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Para esta opcion... Haga lo siguiente...

Exportar clave privada Seleccione No, no exporte la clave privada y luego
haga clic en Siguiente.

Exportar formato de archivo Haga clic en Siguiente.

Nombre de archivo Haga clic en Examinar y especifique la ruta del
archivo para guardar el certificado, y haga clic en
Siguiente.

Finalizacion del Asistente para exportacion de Revise el resumen y, a continuacion, haga clic en

certificados Finalizar para iniciar la exportacion.

@ La autenticacion basada en certificados no se admite para las configuraciones de alta
disponibilidad de SnapCenter y el plugin de SnapCenter para VMware vSphere.

Importe el certificado de una entidad de certificacion (CA) en los hosts del plugin
de Windows

Para usar el certificado de CA de servidor de SnapCenter exportado, es necesario
importar el certificado relacionado a los hosts del plugin de Windows de SnapCenter
mediante la consola de gestion de Microsoft (MMC).

» Pasos*

1. Vaya a la consola de administracién de Microsoft (MMC) y, a continuacion, haga clic en Archivo >
Agregar o quitar Snapin.

2. En la ventana Agregar o quitar complementos, seleccione certificados y, a continuacion, haga clic en
Agregar.

3. En la ventana Certificados Snap-in, seleccione la opcion Cuenta de computadora y luego haga clic
en Finalizar.

4. Haga clic en Console root > Certificados - Equipo local > Personal > Certificados.

5. Haga clic con el botdn derecho en la carpeta “Personal” y seleccione Todas las tareas > Importar
para iniciar el asistente de importacion.

6. Realice las siguientes acciones en el asistente.

Para esta opcion... Haga lo siguiente...
Ubicacion de tienda Haga clic en Siguiente.
Archivo para importar Seleccione el certificado de servidor SnapCenter que

termina con la extension .cer.

Almacén de certificados Haga clic en Siguiente.
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Para esta opcion... Haga lo siguiente...

Finalizacion del Asistente para exportacion de Revise el resumen y, a continuacion, haga clic en
certificados Finalizar para iniciar la importacion.

Importe el certificado de CA a los plugins de host UNIX y configure los certificados
raiz o intermedios en el almacén de confianza de SPL

Importe el certificado de CA en los hosts del plugin UNIX
Debe importar el certificado de CA a los hosts del plugin de UNIX.
Acerca de esta tarea
* Puede gestionar la contrasefa del almacén de claves del SPL y el alias de la pareja de claves firmada de

CA en uso.

» La contrasefa para el almacén de claves SPL y para toda la contrasefia de alias asociada de la clave
privada deben ser la misma.

» Pasos*

1. Puede recuperar la contrasefa predeterminada del almacén de claves del SPL desde el archivo de
propiedades del SPL. Es el valor correspondiente a la clave SPL. KEYSTORE PASS.

2. Cambie la contrasefia del almacén de claves: $ keytool -storepasswd -keystore
keystore.jks

3. Cambie la contrasefa para todos los alias de las entradas de clave privada en el almacén de claves
por la misma contrasefa utilizada para el almacén de claves: $ keytool -keypasswd -alias
"<alias name>" -keystore keystore.jks

4. Actualice lo mismo para la clave spl KEYSTORE_PASS IN spl.properties" archivo.

5. Reinicie el servicio después de cambiar la contrasefia.

Configure los certificados intermedios o de raiz para el almacén de confianza SPL

Debe configurar los certificados intermedios o raiz para el almacén de confianza de SPL.
Debe anadir el certificado de CAraiz y luego los certificados de CA intermedios.

» Pasos*

1. Desplacese hasta la carpeta que contiene el almacén de claves de SPL:
/var/opt/snapcenter/spl/etc

2. Busque el archivo keystore. jks.

3. Enumere los certificados afiadidos al almacén de claves: $ keytool -list -v -keystore
keystore.jks

4. Anada un certificado raiz o intermedio: $ keytool -import -trustcacerts -alias
<AliasNameForCerticateToBeImported> -file /<CertificatePath> -keystore
keystore.jks

5. Reinicie el servicio después de configurar los certificados raiz o intermedios en el almacén de
confianza de SPL.
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Configure la pareja de claves firmados de CA para el almacén de confianza SPL

Debe configurar el par de claves firmado de CA como el almacén de confianza del SPL.

» Pasos*

1.
2.

Navegue a la carpeta que contiene el almacén de claves del SPL /var/opt/snapcenter/spl/etc.
Busque el archivo keystore.jks" .

Enumere los certificados anadidos al almacén de claves: $ keytool -list -v -keystore
keystore.jks

. Agregue el certificado de CA con clave publica y privada. $ keytool -importkeystore

-srckeystore <CertificatePathToImport> -srcstoretype pkcsl2 -destkeystore
keystore.jks —-deststoretype JKS

Enumere los certificados anadidos al almacén de claves. $ keytool -list -v -keystore
keystore.jks

Compruebe que el almacén de claves contiene el alias correspondiente al nuevo certificado de CA,
que se afiadio al almacén de claves.

. Cambie la contrasefa de clave privada afiadida para el certificado de CA a la contrasefia del almacén

de claves.

La contrasefa predeterminada del almacén de claves de SPL es el valor de la clave
spl_ KEYSTORE_PASS in spl.properties archivo.

$ keytool -keypasswd -alias "<aliasNameOfAddedCertInKeystore>" -keystore
keystore.jks"

1.

2.

3.

Si el nombre del alias del certificado de CA es largo y contiene espacio o caracteres especiales
(ll*ll nn

,","), cambie el nombre del alias por un nombre simple: $ keytool -changealias -alias
"<OrignalAliasName>" -destalias "<NewAliasName>" -keystore keystore.jks’

Configure el nombre de alias desde el almacén de claves ubicado en spl.properties archivo.
Actualice este valor contra la clave SPL_CERTIFICATE_ALIAS.

Reinicie el servicio después de configurar el par de claves firmado de CA en el almacén de confianza
SPL.

Habilite la autenticacion basada en certificados

Para habilitar la autenticacion basada en certificados para SnapCenter Server y los hosts
del plugin de Windows, ejecute el siguiente cmdlet de PowerShell. Para los hosts del
plugin de Linux, se habilita la autenticacion basada en certificado cuando se habilita SSL
bidireccional.

» Para habilitar la autenticacion basada en certificados de cliente:

Set-SmConfigSettings -Agent -configSettings
@{"EnableClientCertificateAuthentication"="true"} —-HostName[hostname]

» Para desactivar la autenticacion basada en certificados de cliente:
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@{"EnableClientCertificateAuthentication"="false"} -HostName [hostname] "

Configure Active Directory, LDAP y LDAPS

Registrar dominios de Active Directory que no son de confianza

Debe registrar Active Directory en el servidor de SnapCenter para administrar hosts,
usuarios y grupos de varios dominios de Active Directory que no son de confianza.

Antes de empezar
Protocolo LDAP y LDAPS

» Puede registrar los dominios de directorio activo que no son de confianza mediante los protocolos LDAP o
LDAPS.
» Debe haber habilitado la comunicacion bidireccional entre los hosts del plugin y SnapCenter Server.

» Laresolucion de DNS se debe configurar desde el servidor de SnapCenter a los hosts del plugin y
viceversa.

Protocolo LDAP
* El nombre de dominio completo (FQDN) debe poder resolverse de SnapCenter Server.

Puede registrar un dominio no confiable con el FQDN. Si el FQDN no se puede resolver desde el servidor
SnapCenter, puede registrarse con una direccion IP de una controladora de dominio y esto debe poder
resolverse desde el servidor SnapCenter.

Protocolo LDAPS

* Los certificados DE CA son necesarios para que LDAPS proporcione un cifrado completo durante la
comunicacion del directorio activo.

"Configure el certificado de cliente de CA para LDAPS"

» Se debe tener acceso a los nombres de host del controlador de dominio (DCHostName) desde el servidor
SnapCenter.

Acerca de esta tarea
» Puede utilizar la interfaz de usuario de SnapCenter, los cmdlets de PowerShell o la API DE REST para
registrar un dominio que no es de confianza.
» Pasos*
1. En el panel de navegacion de la izquierda, haga clic en Configuracion.
En la pagina Configuracion, haga clic en Configuracién global.

En la pagina Global Settings (Configuracion global), haga clic en Configuracién de dominio.

A 0N

Haga clic *

para registrar un nuevo dominio.
5. En la pagina Registrar nuevo dominio, seleccione LDAP o LDAPS.

a. Si selecciona LDAP, especifique la informacion necesaria para registrar el dominio que no es de
confianza para LDAP:
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Para este campo...

Nombre de dominio

Dominio FQDN

Direcciones IP del controlador de dominio

Realice lo siguiente...

Especifique el nombre NetBIOS para el
dominio.

Especifique el FQDN y haga clic en resolver.

Si el dominio FQDN no se puede resolver
desde el servidor SnapCenter, especifique una
0 mas direcciones IP de las controladoras de
dominio.

Para obtener mas informacion, consulte
"Agregue la IP del controlador de dominio para
dominios que no sean de confianza desde la
interfaz grafica de usuario".

b. Si selecciona LDAPS, especifique la informacion obligatoria para registrar el dominio que no es de

confianza de LDAPS:

Para este campo...

Nombre de dominio

Dominio FQDN

Nombres de controladores de dominio

Direcciones IP del controlador de dominio

6. Haga clic en Aceptar.

Realice lo siguiente...

Especifique el nombre NetBIOS para el
dominio.

Especifique el FQDN.

Especifique uno o mas nombres de
controladores de dominio y haga clic en
resolver.

Si los nombres de los controladores de dominio
no se pueden resolver desde el servidor
SnapCenter, debe rectificar las resoluciones
DNS.

Configure el certificado de cliente de CA para LDAPS

Debe configurar el certificado de cliente de CA para LDAPS en el servidor SnapCenter
cuando la LDAPS de Windows con los certificados de CA.

» Pasos*

1. Vaya a la consola de administracion de Microsoft (MMC) y, a continuacion, haga clic en Archivo >

Agregar o quitar Snapin.

2. En la ventana Agregar o quitar complementos, seleccione certificados y, a continuacion, haga clic en

Agregar.
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3. En la ventana del complemento certificados, seleccione la opcion cuenta de equipo y, a continuacion,
haga clic en Finalizar.

4. Haga clic en raiz de consola > certificados — Equipo local > entidades de certificacion raiz de
confianza > certificados.

5. Haga clic con el boton secundario en la carpeta “entidades de certificacion raiz de confianza” y, a
continuacién, seleccione todas las tareas > Importar para iniciar el asistente de importacion.

6. Complete el asistente de la siguiente manera:

En esta ventana del asistente... Haga lo siguiente...

En la segunda pagina del asistente Haga clic en examinar, seleccione el Root
Certificate y haga clic en Siguiente.

Finalizacién del Asistente para importacion de Revise el resumen y, a continuacion, haga clic en
certificados Finalizar para iniciar la importacion.

7. Repita los pasos 5y 6 para los certificados intermedios.

Configuracién de la alta disponibilidad

Configurar servidores SnapCenter para alta disponibilidad mediante F5

Para admitir la alta disponibilidad (ha) en SnapCenter, puede instalar el equilibrador de
carga F5. F5 permite al servidor SnapCenter admitir configuraciones activo-pasivo en
hasta dos hosts que se encuentran en la misma ubicacion. Para utilizar el equilibrador de
carga F5 en SnapCenter, debe configurar SnapCenter Server y el equilibrador de carga
F5.

@ Si ha actualizado desde SnapCenter 4.2.x y anteriormente utilizaba balanceo de carga de red
(NLB), puede continuar utilizando dicha configuracién o cambiar a F5.

La imagen del flujo de trabajo enumera los pasos para configurar SnapCenter Server para una alta
disponibilidad utilizando el equilibrador de carga F5. Para obtener instrucciones detalladas, consulte "Como
configurar instancias de SnapCenter Server para obtener una alta disponibilidad mediante el balanceador de
carga F5".
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Identify two existing SnapCenter Servers,
or install SnapCenter Server (5C1) on
hostl and SnapCenter Server (SC2) on

host2.

.

Export SnapCenter certificates for SC1
and 5C2,

.

Configure F5 Load Balancer for
SnapCenter Servers and disable the 5C2
node member.

v

Import SnapCenter certificates into F5
Load Balancer.

v

Configure an F5 cluster in SnapCenter
between 5C1 and 5C2.

v

Enable 5C2 node member.

Debe ser miembro del grupo de administradores locales en SnapCenter Server (ademas de tener la
asignacion del rol de administrador de SnapCenter) para usar los siguientes cmdlets con el fin de agregar y
quitar clusteres de F5:

* Add-SmServerCluster

* Add-SmServer

* Remove-SmServerCluster

Para obtener mas informacion, consulte "Guia de referencia de cmdlets de SnapCenter Software".

Informacién de configuraciéon adicional de F5

» Después de instalar y configurar SnapCenter para alta disponibilidad, edite el acceso directo del escritorio
de SnapCenter para que apunte a la IP del cluster de F5.

+ Si se produce una conmutacion por error entre los servidores SnapCenter y existe también una sesion
SnapCenter, debe cerrar el explorador e iniciar sesion en SnapCenter de nuevo.

* En la configuracion del equilibrador de carga (NLB o F5), si agrega un nodo que se resuelve parcialmente
mediante el nodo NLB o F5, y si el nodo SnapCenter no puede conectarse a este nodo, la pagina de host
de SnapCenter cambia entre los hosts a estado en ejecucion con frecuencia. Para resolver este problema,
debe asegurarse de que los dos nodos SnapCenter puedan resolver el host en el nodo NLB o F5.

* Los comandos SnapCenter para la configuracion de MFA deben ejecutarse en todos los nodos. La
configuracion de partes de confianza se debe realizar en el servidor de Active Directory Federation
Services (AD FS) mediante los detalles del cluster F5. El acceso a la interfaz de usuario de SnapCenter en
el nivel de nodo se bloqueara una vez que tenga habilitada la MFA.

» Durante la conmutacion por error, la configuracion del registro de auditoria no se reflejara en el segundo
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nodo. Por lo tanto, debe repetir manualmente la configuracién del registro de auditoria en el nodo pasivo
F5 cuando esté activo.

Configure el balanceador de carga de red de Microsoft manualmente

Es posible configurar el balanceo de carga de red de Microsoft (NLB) para configurar la
funcion de alta disponibilidad de SnapCenter. En SnapCenter 4.2, debe configurar
manualmente NLB fuera de la instalacion de SnapCenter para obtener alta
disponibilidad.

Para obtener mas informacién acerca de como configurar el balanceo de carga de red (NLB) con SnapCenter,
consulte "Cémo configurar NLB con SnapCenter".

@ SnapCenter 4.1.1 0 una configuracion compatible con una version anterior de balanceo de
carga de red (NLB) al instalar SnapCenter.

Cambie de NLB a F5 para ofrecer alta disponibilidad

Es posible cambiar la configuracion de alta disponibilidad de SnapCenter de balanceo de
carga de red (NLB) para usar el balanceador de carga F5.

* Pasos*
1. Configurar servidores SnapCenter para obtener alta disponibilidad mediante F5. "Leer mas".
2. En el host de SnapCenter Server, inicie PowerShell.
3. Inicie una sesion con el cmdlet Open-SmConnection y, a continuacion, introduzca sus credenciales.

4. Actualice el servidor SnapCenter para que apunte a la direccién IP del cluster F5 mediante el cmdlet
Update-SmServerCluster.

La informacion relativa a los parametros que se pueden utilizar con el cmdlet y sus descripciones se
puede obtener ejecutando Get-Help nombre_comando. También puede consultar la
https://docs.netapp.com/us-en/snapcenter-cmdlets-49/index.html

Alta disponibilidad del repositorio MySQL de SnapCenter

La replicacion de MySQL es una de las caracteristicas de MySQL Server que permite
replicar datos de un servidor de bases de datos de MySQL (maestro) a otro servidor de
bases de datos de MySQL (esclavo). SnapCenter admite la replicacion de MySQL para
alta disponibilidad solamente en dos nodos habilitados para el balanceo de carga de red
(NLB, Network Load Balancing).

SnapCenter ejecuta operaciones de lectura o escritura en el repositorio maestro y enruta su conexion hacia el
repositorio esclavo cuando se produce un fallo en el repositorio maestro. En ese caso, el repositorio esclavo
se convierte en repositorio maestro. SnapCenter también admite la replicaciéon en sentido inverso, que se
habilita unicamente en casos de conmutacion por error.

Si desea usar la funcion de alta disponibilidad de MySQL, debe configurar Network Load Balancer (NLB) en el
primer nodo. El repositorio de MySQL se instala en este nodo, como parte integral de la propia instalacion. Al
instalar SnapCenter en el segundo nodo, debe unirlo al F5 del primer nodo y crear una copia del repositorio de
MySQL en el segundo nodo.
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SnapCenter proporciona los cmdlets de Get-SmRepositoryConfig y Set-SmRepositoryConfig PowerShell para
gestionar la replicacion de MySQL.

La informacion relativa a los parametros que se pueden utilizar con el cmdlet y sus descripciones se puede
obtener ejecutando Get-Help nombre_comando. Alternativamente, también puede consultar la "Guia de
referencia de cmdlets de SnapCenter Software".

Debe tener en cuenta las limitaciones relacionadas con la funcién de alta disponibilidad de MySQL.:

El balanceo de carga de red y la alta disponibilidad de MySQL tan solo se admiten en dos nodos.

No es posible conmutar y cambiar de una instalacion independiente de SnapCenter a una instalacion con
balanceo de carga de red o viceversa ni hacerlo de una configuracion independiente de MySQL a una
configuracion de alta disponibilidad de MySQL.

La funcién de conmutacién automatica por error no es viable si los datos del repositorio esclavo no estan
sincronizados con los datos del repositorio maestro.

Puede iniciar una conmutacion por error forzada con ayuda del cmdlet Set-SmRepositoryConfig.
Cuando se inicia la conmutacién por error, los trabajos que estén ejecutandose pueden sufrir errores.
Si se produce una conmutacién por error debida a que MySQL Server o SnapCenter Server estan

inoperativos, cualquiera de los trabajos que estén ejecutandose podria fallar. Después de producirse un
error y conmutar al segundo nodo, todos los siguientes trabajos se ejecutaran correctamente.

Para obtener informacioén acerca de como configurar la alta disponibilidad, consulte "Cémo configurar NLB y
ARR con SnapCenter".

Exportar certificados SnapCenter
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1. Vaya a la consola de administracion de Microsoft (MMC) y, a continuacion, haga clic en Archivo >
Agregar o quitar complemento.

2. En la ventana Agregar o quitar complementos, seleccione certificados y, a continuacion, haga clic en
Agregar.

3. En la ventana del complemento certificados, seleccione la opcion Mi cuenta de usuario y, a
continuacion, haga clic en Finalizar.

4. Haga clic en raiz de consola > certificados - Usuario actual > entidades de certificacion raiz de
confianza > certificados.

5. Haga clic con el botdn derecho del raton en el certificado que tiene el nombre descriptivo de
SnapCenter y, a continuacion, seleccione todas las tareas > Exportar para iniciar el asistente de
exportacion.

6. Complete el asistente de la siguiente manera:

En esta ventana del asistente... Haga lo siguiente...

Exportar clave privada Seleccione la opcion Si, exporte la clave
privada y, a continuacion, haga clic en Siguiente.

Exportar formato de archivo No realice cambios; haga clic en Siguiente.
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En esta ventana del asistente... Haga lo siguiente...

Seguridad Especifique la nueva contrasefia que se utilizara
para el certificado exportado y, a continuacion,
haga clic en Siguiente.

Archivo a exportar Especifique un nombre de archivo para el
certificado exportado (debe utilizar .pfx) y, a
continuacién, haga clic en Siguiente.

Finalizacion del Asistente para exportacion de Revise el resumen y, a continuacion, haga clic en
certificados Finalizar para iniciar la exportacion.
resultado

Los certificados se exportan en formato .pfx.

Configurar el control de acceso basado en roles (RBAC)

Anada un usuario o grupo y asigne roles y activos

Para configurar el control de acceso basado en roles para usuarios de SnapCenter, es
posible afladir usuarios o grupos y asignar roles. El rol determina las opciones a las que
los usuarios de SnapCenter pueden acceder.

Antes de empezar
* Inicio sesion con el rol de administrador de SnapCenter.

* Cre0 las cuentas de usuario o de grupo en Active Directory mediante el sistema operativo o la base de
datos. No se puede usar SnapCenter para crear estas cuentas.

Desde SnapCenter 4.5, solo puede incluir los siguientes caracteres especiales en nombres
de usuario y nombres de grupos: Espacio ( ), guion (-), guion bajo (_) y dos puntos (:). Si
desea utilizar una funciéon que ha creado en una version anterior de SnapCenter con estos

@ caracteres especiales, puede deshabilitar la validacién del nombre de la funcion cambiando
el valor del parametro 'DisableSQLInjtionValidation' a TRUE en el archivo web.config
ubicado en el que esta instalado SnapCenter WebApp. Después de modificar el valor, no es
necesario reiniciar el servicio.

» SnapCenter incluye varios roles predefinidos.
Es posible asignar estos roles al usuario o crear roles nuevos.
* Los usuarios DE AD y los grupos de AD que se agregan al control de acceso basado en roles de

SnapCenter deben tener el permiso DE LECTURA en el contenedor usuarios y en el contenedor equipos
de Active Directory.

* Después de asignar un rol a un usuario o grupo que contiene los permisos correspondientes, debe asignar
el acceso de usuario a activos de SnapCenter, como hosts y conexiones de almacenamiento.

De este modo, los usuarios pueden realizar las acciones para las cuales tienen permisos sobre los activos
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que les asignaron.
» Es necesario asignar un rol al usuario o grupo en algiin momento para aprovechar los permisos y las
eficiencias de RBAC.

* Puede asignar activos como host, grupos de recursos, politicas, conexion de almacenamiento, plugin, y
las credenciales para el usuario mientras crea el usuario o el grupo.

 Los activos minimos que debe asignar un usuario para realizar ciertas operaciones son los siguientes:

Funcionamiento Asignacion de activos

Proteja los recursos host, politica

Backup host, grupo de recursos, politica
Restaurar host, grupo de recursos

Clonar host, grupo de recursos, politica
Ciclo de vida de clon host

Cree un grupo de recursos host

» Cuando se agrega un nodo nuevo a un cluster de Windows o a un activo DAG (Grupo de disponibilidad de
base de datos de Exchange Server) y si este nodo nuevo se asigna a un usuario, debe reasignar el activo
al usuario o grupo para incluir el nodo nuevo al usuario o grupo.

Debe reasignar el usuario o el grupo de RBAC al cluster o DAG para incluir el nodo nuevo al usuario o
grupo de RBAC. Por ejemplo, tiene un cluster de dos nodos y ha asignado un usuario o un grupo RBAC al
cluster. Cuando afiada otro nodo al cluster, debe reasignar al usuario o grupo de RBAC al cluster para
incluir el nodo nuevo del usuario o grupo de RBAC.

» Si tiene pensado replicar copias de Snapshot, la conexién de almacenamiento tanto para el volumen de
origen como de destino debe asignarse al usuario que realiza la operacion.

Antes de asignar acceso a los usuarios, deberia afiadir activos.

Si utiliza las funciones del plugin de SnapCenter para VMware vSphere para proteger maquinas
virtuales, VMDK o almacenes de datos, debe utilizar la interfaz grafica de usuario de VMware

@ vSphere para afadir un usuario de vCenter a un rol del plugin de SnapCenter para VMware
vSphere. Para obtener mas informacion sobre los roles de VMware vSphere, consulte "Roles
predefinidos del plugin de SnapCenter para VMware vSphere".

» Pasos*
1. En el panel de navegacion de la izquierda, haga clic en Configuracion.
2. Enla pagina Configuracion, haga clic en usuarios y acceso > 4.

3. En la pagina Agregar usuarios/grupos desde Active Directory o Workgroup:
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Para este campo... Realice lo siguiente...

Tipo de acceso Seleccione dominio o grupo de trabajo

Para el tipo de autenticacién de dominio, debe
especificar el nombre de dominio del usuario o
grupo al que desea anadir el usuario a un rol.

De forma predeterminada, se completa
automaticamente con el nombre de dominio que
ha iniciado sesion.

Debe registrar el dominio que no
es de confianza en la pagina

@ Configuracién > Configuracion
global > Configuracién de
dominio.

Tipo Seleccione User o Group

SnapCenter solo admite el grupo

@ de seguridad y no el grupo de
distribucién.

Nombre de usuario a. Escriba el nombre de usuario parcial y, a
continuacion, haga clic en Agregar.

El nombre de usuario distingue
entre mayusculas y
minusculas.

b. Seleccione el nombre de usuario en la lista de
busqueda.

Cuando agrega usuarios de un
dominio diferente o de un dominio
que no es de confianza, debe

@ escribir el nombre de usuario
completamente porque no hay lista
de busqueda para usuarios de
varios dominios.

Repita este paso para afiadir usuarios o grupos
adicionales al rol seleccionado.

Funciones Seleccione el rol al que desea anadir el usuario.

4. Haga clic en asignar y, a continuacion, en la pagina asignar activos:

a. Seleccione el tipo de activo en la lista desplegable activo.
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b. En la tabla Asset, seleccione el activo.
Los activos solo aparecen si el usuario ha afiadido los activos a SnapCenter.

c. Repita este procedimiento para todos los activos necesarios.
d. Haga clic en Guardar.

5. Haga clic en Enviar.

Después de agregar usuarios o grupos y asignar roles, actualice la lista de recursos.

Crear un rol

Ademas de usar los roles de SnapCenter existentes, es posible crear roles propios y
personalizar los permisos.

Inicid sesion con el rol de administrador de SnapCenter.
» Pasos*

1. En el panel de navegacion de la izquierda, haga clic en Configuracion.
En la pagina Configuracion, haga clic en roles.

Haga clicen .

A 0 DN

En la pagina Add Role, especifique un nombre y una descripcién para el nuevo rol.

Desde SnapCenter 4.5, sélo puede incluir los siguientes caracteres especiales en
nombres de usuario y nombres de grupos: Espacio ( ), guioén (-), guion bajo (_) y dos
puntos (:). Si desea utilizar una funcion que ha creado en una version anterior de

@ SnapCenter con estos caracteres especiales, puede deshabilitar la validacion del
nombre de la funcion cambiando el valor del parametro 'DisableSQLInjtionValidation' a
TRUE en el archivo web.config ubicado en el que esta instalado SnapCenter WebApp.
Después de modificar el valor, no es necesario reiniciar el servicio.

5. Seleccione todos los miembros de esta funciéon pueden ver los objetos de otros miembros para
permitir que otros miembros de la funcion vean recursos como volumenes y hosts después de
actualizar la lista de recursos.

Debe anular la seleccion de esta opcion si no desea que los miembros del rol vean los objetos a los
que se asignaron otros miembros.

Cuando se habilita esta opcion, no es necesario asignar a los usuarios acceso a los objetos
0 recursos si los usuarios pertenecen al mismo rol que el usuario que creo los objetos o
recursos.

1. En la pagina permisos, seleccione los permisos que desea asignar a la funcion o haga clic en
Seleccionar todo para conceder todos los permisos a la funcion.

2. Haga clic en Enviar.
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Anadir un rol de RBAC de ONTAP mediante comandos de inicio de sesion de
seguridad

Puede utilizar los comandos Security login para afnadir un rol de RBAC de ONTAP si los
sistemas de almacenamiento ejecutan ONTAP almacenado en cluster.

Antes de empezar

» Antes de crear un rol de RBAC de ONTAP para sistemas de almacenamiento que ejecutan ONTAP
almacenado en cluster, debe identificar los siguientes aspectos:

o Latarea (o las tareas) que desee ejecutar
o Los privilegios necesarios para ejecutar esas tareas

« Para configurar un rol de RBAC es necesario que lleve a cabo las siguientes acciones:
o Conceda privilegios a comandos o directorios de comandos.
Hay dos niveles de acceso para cada directorio de comandos/comandos: Acceso total y solo lectura.
Siempre debe asignar los privilegios de acceso total en primer lugar.

> Asigne roles a los usuarios.

> Varie su configuraciéon segun si los plugins de SnapCenter estan conectados a la IP de administrador

del cluster para todo el cluster en conjunto o estan directamente conectados a una maquina virtual
SVM dentro del cluster.

Acerca de esta tarea

Para simplificar la configuracion de estos roles en los sistemas de almacenamiento, puede utilizar la
herramienta RBAC User Creator for Data ONTAP, que se encuentra en el foro de comunidades de NetApp.

Esta herramienta se encarga automaticamente de configurar los privilegios de ONTAP correctamente. Por
ejemplo, la herramienta RBAC User Creator for Data ONTAP agrega automaticamente los privilegios en el
orden correcto, para que los privilegios de acceso total aparezcan primero. Si afiade primero los privilegios
solo de lectura y después anade los privilegios de acceso total, ONTAP Marca los privilegios de acceso total
como duplicados y los omite.

Si posteriormente actualiza SnapCenter u ONTAP, debe volver a ejecutar la herramienta RBAC
User Creator for Data ONTAP para actualizar los roles de usuario que ha creado previamente.

@ Los roles de usuario creados para una version anterior de SnapCenter o ONTAP no funcionan
correctamente con las versiones actualizadas. Cuando vuelva a ejecutar la herramienta,
automaticamente se encarga de la actualizacidén. No es necesario que vuelva a recrear los
roles.

Mas informacién sobre la configuracion de roles de RBAC de ONTAP, consulte "Guia completa de
autenticacion de administrador y RBAC de ONTAP 9".

Para salvaguardar la consistencia, la documentacién de SnapCenter se refiere a los roles como

@ funciones que usan privilegios. La GUI del Administrador del sistema de OnCommand utiliza el
término Attribute en lugar de Privilege. Al configurar roles de RBAC de ONTAP, ambos términos
significan lo mismo.

» Pasos*
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1. En el sistema de almacenamiento, introduzca el comando siguiente para crear un rol nuevo:

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

= svm_name es el nombre de la maquina virtual SVM. Si deja este espacio en blanco, se tomara de
forma predeterminada el administrador del cluster.

= role_name es el nombre que usted especifica para el rol.

= Command es la capacidad de ONTAP.

@ Debe repetir este comando para cada permiso. Recuerde que los comandos de
acceso total deben enumerarse antes que los comandos de solo lectura.

Para obtener mas informacion sobre la lista de permisos, consulte "Comandos de la CLI de ONTAP
para crear roles y asignar permisos".

2. Cree un nombre de usuario introduciendo el comando siguiente:

security login create -username <user name\> -application ontapi -authmethod
<password\> -role <name of role in step 1\> -vserver <svm name\> -comment
"user description"
= user_name es el nombre de usuario que va a crear.
= <password> es su contrasefia. Si no especifica una contrasefa, el sistema le solicitara una.
= svm_name es el nombre de la maquina virtual SVM.
3. Para asignar el rol al usuario, introduzca el siguiente comando:
security login modify username <user name\> -vserver <svm name\> -role

<role name\> -application ontapi -application console -authmethod
<password\>

= <user_name> es el nombre del usuario que cred en el paso 2. Este comando permite que usted
modifique el usuario para asociarlo al rol.

= <svm_name> es el nombre de la SVM.

= <role_name> es el nombre del rol que cred en el paso 1.

= <password> es su contrasefa. Si no especifica una contrasefia, el sistema le solicitara una.

4. Compruebe que el usuario se ha creado correctamente introduciendo el comando siguiente:
security login show -vserver <svm name\> -user-or-group-name <user name\>

User_name es el nombre del usuario que creo en el Paso 3.

Cree roles de SVM con privilegios minimos

Hay varios comandos de la CLI de ONTAP que debe ejecutar cuando crea un rol para un
usuario de SVM nuevo en ONTAP. Este rol es obligatorio si configura SVM en ONTAP
para su uso con SnapCenter y no desea utilizar el rol vsadmin.
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Pasos*

1. En el sistema de almacenamiento, cree un rol y asigne todos los permisos al rol.

security login role create -vserver <svm name\>- role <SVM Role Name\>
-cmddirname <permission\>

®

Debe repetir este comando para cada permiso.

1. Cree un usuario y asigne el rol a ese usuario.

security login create -user <user name\> -vserver <svm name\> -application

ontapi -authmethod password -role <SVM Role Name\>

2. Desbloquee el usuario.

security login unlock -user <user name\> -vserver <svm name\>

Comandos de la CLI de ONTAP para crear roles de SVM y asignar permisos

Hay varios comandos de la CLI de ONTAP que debe ejecutar para crear roles de SVM y asignar permisos.

security login role create -vserver SVM Name -role SVM Role Name -cmddirname

"snapmirror list-destinations" -access all

security login role create -vserver SVM Name

"event generate-autosupport-log"

—-access all

security login role create -vserver SVM Name

"job history show" -access all

security login role

"job stop" -access all

security login role
"lun" -access all

security login role
"lun create"

security login role
"lun delete"

security login role

—-access all

create -vserver
create -vserver
create -vserver
create -vserver

—-access all

create -vserver

"lun igroup add" -access all

security login role
"lun igroup create”

security login role
"lun igroup delete”

security login role
"lun igroup rename"

security login role

create
—-access all

—vVsServer

create
—-access all

—vVServer

create
—-access all

—vVsServer

create -vserver

"lun igroup show" -access all

SVM_Name

SVM Name

SVM name

SVM name

SVM name

SVM name

SVM name

SVM name

SVM name

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname
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security login role create -vserver SVM name

"lun mapping add-reporting-nodes" -access all

security login role create -vserver SVM Name
"lun mapping create" -access all

security login role create -vserver SVM name
"lun mapping delete" -access all

security login role create -vserver SVM name
"lun mapping remove-reporting-nodes" -access

security login role create -vserver SVM name

"lun mapping show" -access all

security login role create -vserver SVM name

"lun modify" -access all

security login role create -vserver SVM name

"lun move-in-volume" -access all

security login role create -vserver SVM name
"lun offline"™ -access all

security login role create
"lun online"™ -access all

-vserver SVM name

security login role create
—access all

-vserver SVM name
"lun resize"

security login role create
"lun serial”™ -access all

-vserver SVM name

security login role create
"lun show" -access all

-vserver SVM name

security login role create -vserver SVM Name
"network interface" -access readonly

security login role create -vserver SVM name
"snapmirror policy add-rule" -access all

security login role create -vserver SVM name
"snapmirror policy modify-rule" -access all

security login role create -vserver SVM name
"snapmirror policy remove-rule" -access all

security login role create -vserver SVM name
"snapmirror policy show" -access all

security login role create -vserver SVM name
"snapmirror restore" -access all

security login role create -vserver SVM name
"snapmirror show" -access all

security login role create -vserver SVM Name
"snapmirror show-history" -access all

security login role create -vserver SVM name

-role

-role

-role

-role

all

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname



"snapmirror update" -access all

security login role create -vserver SVM name
"snapmirror update-ls-set" -access all

security login role create -vserver SVM name

"version" -access all

security login role create -vserver SVM name
"volume clone create" -access all

security login role
"volume clone show"

create -vserver SVM name
—access all

security login role create -vserver SVM name

"volume clone split start™ -access all

security login role create -vserver SVM name

"volume clone split stop" -access all

security login role create -vserver SVM name

"volume create" -access all

security login role create -vserver SVM name

"volume destroy" -access all

security login role create -vserver SVM name

"volume file clone create" -access all

security login role create -vserver SVM name
"volume file show-disk-usage" -access all

security login role create -vserver SVM name
"volume modify" -access all

security login role create -vserver
"volume offline" -access all

SVM name

security login role create -vserver
"volume online" -access all

SVM name

security login role create -vserver
"volume gtree create" -access all

SVM name

security login role create -vserver
"volume gtree delete" -access all

SVM name

security login role create -vserver
"volume gtree modify" -access all

SVM_ name

create
—-access all

security login role
"volume gtree show"

-vserver SVM name

security login role create -vserver

—-access all

SVM name
"volume restrict"

security login role create -vserver SVM name

"volume show" -access all

security login role create -vserver SVM name

"volume snapshot create" -access all

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname
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security login role create -vserver SVM name

"volume snapshot delete" -access all

security login role create -vserver SVM name
"volume snapshot modify" -access all

security login role create -vserver SVM name

"volume snapshot rename" -access all

security login role create -vserver SVM name

"volume snapshot restore" -access all

security login role create -vserver SVM name
"volume snapshot restore-file" -access all

security login role create -vserver SVM name

"volume snapshot show" -access all

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

security login role create -vserver SVM name
"volume unmount" -access all

security login role create -vserver SVM name
"vserver cifs share create" -access all
security login role create -vserver SVM name
"vserver cifs share delete" -access all
security login role create -vserver SVM name
"vserver cifs share show" -access all
security login role create -vserver SVM name
"vserver cifs show" -access all

security login role create -vserver SVM name
"vserver export-policy create" -access all
security login role create -vserver SVM name
"vserver export-policy delete" -access all
security login role create -vserver SVM name
"vserver export-policy rule create" -access all
security login role create -vserver SVM name
"vserver export-policy rule show" -access all
security login role create -vserver SVM name
"vserver export-policy show" -access all
security login role create -vserver SVM Name
"vserver iscsi connection show" -access all
security login role create -vserver SVM name
"vserver" -access readonly

security login role create -vserver SVM name
"vserver export-policy" -access all

security login role create -vserver SVM name
"vserver iscsi" -access all

security login role create -vserver SVM Name

-role

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname
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-cmddirname
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"volume clone split status" -access all

®* security login role create -vserver SVM name -role SVM Role Name -cmddirname
"volume managed-feature" -access all

Cree roles de cluster ONTAP con privilegios minimos

Debe crear un rol de cluster de ONTAP con privilegios minimos para poder no usar el rol
de administrador de ONTAP para realizar operaciones en SnapCenter. Es posible
ejecutar varios comandos de la CLI de ONTAP para crear el rol del cluster de ONTAP y
asignar privilegios minimos.

» Pasos*
1. En el sistema de almacenamiento, cree un rol y asigne todos los permisos al rol.

security login role create -vserver <cluster name\>- role <role name\>
-cmddirname <permission\>

@ Debe repetir este comando para cada permiso.

1. Cree un usuario y asigne el rol a ese usuario.

security login create -user <user name\> -vserver <cluster name\>
-application ontapi -authmethod password -role <role name\>

2. Desbloquee el usuario.

security login unlock -user <user name\> -vserver <cluster name\>

Comandos de la CLI de ONTAP para crear roles de cluster y asignar permisos

Hay varios comandos de la CLI de ONTAP que debe ejecutarse para crear roles de cluster y asignar permisos.

* security login role create -vserver Cluster name or cluster name -role
Role Name -cmddirname "metrocluster show" -access readonly

®* security login role create -vserver Cluster name or cluster name -role
Role Name -cmddirname "cluster identity modify" -access all

®* security login role create -vserver Cluster name -role Role Name -cmddirname
"cluster identity show" -access all

® security login role create -vserver Cluster name -role Role Name -cmddirname
"cluster modify" -access all

®* security login role create -vserver Cluster name -role Role Name -cmddirname
"cluster peer show" -access all

®* security login role create -vserver Cluster name -role Role Name -cmddirname
"cluster show" -access all

®* security login role create -vserver Cluster name -role Role Name -cmddirname
"event generate-autosupport-log" -access all
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security login role create -vserver Cluster name
"job history show" -access all

security login role create -vserver Cluster name
"job stop" -access all

security login role create -vserver Cluster name
"lun" -access all

security login role create -vserver Cluster name
"lun create" -access all

security login role create -vserver Cluster name

"lun delete" -access all

security login role create -vserver Cluster name

"lun igroup add" -access all

security login role create

"lun igroup create"

-vserver Cluster name

—-access all

security login role create

"lun igroup delete"

-vserver Cluster name

—-access all

security login role create -vserver Cluster name

"lun igroup modify" -access all

security login role create -vserver Cluster name

"lun igroup rename" -access all

security login role create -vserver
"lun igroup show" -access all

Cluster name

security login role create -vserver Cluster name
"lun mapping add-reporting-nodes" -access all

security login role create -vserver Cluster name
"lun mapping create" -access all

security login role create -vserver Cluster name
"lun mapping delete" -access all

security login role create -vserver Cluster name
"lun mapping remove-reporting-nodes" -access all

security login role create -vserver Cluster name

"lun mapping show" -access all

security login role create -vserver Cluster name

"lun modify" -access all

security login role create -vserver Cluster name

"lun move-in-volume" -access all

security login role create -vserver Cluster name

"lun offline" -access all

security login role create -vserver Cluster name

"lun online" -access all

security login role create -vserver Cluster name

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname
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"lun persistent-reservation clear" -access all

security login role create -vserver Cluster name

"lun resize" -access all

security login role create -vserver Cluster name
"lun serial"™ -access all

security login role create -vserver Cluster name

"lun show" -access all

security login role create -vserver Cluster name
"network interface create" -access readonly
security login role create -vserver Cluster name
"network interface delete" -access readonly
security login role create -vserver Cluster name
"network interface modify" -access readonly
security login role create -vserver Cluster name
"network interface show" -access readonly
security login role create -vserver Cluster name
"security login" -access readonly

-role

-role

-role

-role

-role

-role

-role

-role

security login role create -role Role Name -cmddirname

-vserver Cluster name -access all

security login role create -role Role Name -cmddirname

destinations" -vserver Cluster name -access all

security login role create -vserver Cluster name
"snapmirror policy add-rule" -access all

security login role create -vserver Cluster name
"snapmirror policy create" -access all

security login role create -vserver Cluster name
"snapmirror policy delete" -access all

security login role create -vserver Cluster name

"snapmirror policy modify" -access all

security login role create -vserver Cluster name
"snapmirror policy modify-rule" -access all

security login role create -vserver Cluster name
"snapmirror policy remove-rule" -access all

security login role create -vserver Cluster name
"snapmirror policy show" -access all

security login role create -vserver Cluster name
"snapmirror restore" -access all

security login role create -vserver Cluster name
"snapmirror show" -access all

security login role create -vserver Cluster name
"snapmirror show-history" -access all

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

"snapmirror create"

"snapmirror list-

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

-cmddirname

-cmddirname

-cmddirname
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-cmddirname

-cmddirname

-cmddirname
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security login role create -vserver Cluster name
"snapmirror update" -access all

security login role create -vserver Cluster name
"snapmirror update-ls-set" -access all

security login role create -vserver Cluster name
"system license add" -access all

security login role create -vserver Cluster name
"system license clean-up" -access all

security login role create -vserver Cluster name
"system license delete" -access all

security login role create -vserver Cluster name
"system license show" -access all

security login role create -vserver Cluster name
"system license status show" -access all

security login role create -vserver Cluster name
"system node modify" -access all

security login role create -vserver
"system node show" -access all

Cluster name

security login role create -vserver
"system status show" -access all

Cluster name

security login role create -vserver
—access all

Cluster name
"version"

security login role create -vserver
"volume clone create" -access all

Cluster name

create
—-access all

security login role
"volume clone show"

-vserver Cluster name

security login role create -vserver Cluster name

"volume clone split start" -access all

security login role create -vserver Cluster name

"volume clone split stop" -access all

security login role create -vserver Cluster name

"volume create" -access all

security login role create -vserver Cluster name

"volume destroy" -access all

security login role create -vserver Cluster name

"volume file clone create" -access all

security login role create -vserver Cluster name
"volume file show-disk-usage" -access all

security login role create -vserver Cluster name
"volume modify" -access all

security login role create -vserver Cluster name

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name
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"volume offline" -access all

security login role create -vserver
"volume online" -access all

security login role create -vserver
"volume gtree create" -access all

security login role create -vserver
"volume gtree delete" -access all

security login role create -vserver
"volume gtree modify" -access all

security login role create -vserver

"volume gtree show" -access all

security login role create -vserver

"volume restrict" -access all

security login role create -vserver

"volume show" -access all

security login role create -vserver
"volume snapshot create"

security login role create -vserver
"volume snapshot delete"

security login role create -vserver

"volume snapshot modify" -access all

security login role create -vserver

—-access all

—-access all

Cluster name

Cluster name

Cluster name

Cluster name

Cluster name

Cluster name

Cluster name

Cluster name

Cluster name

Cluster name

Cluster name

"volume snapshot promote" -access all

security login role create -vserver

"volume snapshot rename" -access all

security login role create -vserver

Cluster name

Cluster name

"volume snapshot restore" -access all

security login role create -vserver

Cluster name

"volume snapshot restore-file" -access all

security login role create -vserver
"volume snapshot show" -access all

security login role create -vserver

"volume unmount" -access all

security login role create -vserver

"vserver" -access all

security login role create -vserver
"vserver cifs create" -access all
security login role create -vserver
"vserver cifs delete" -access all
security login role create -vserver
"vserver cifs modify" -access all

Cluster name

Cluster name

Cluster name

Cluster name

Cluster name

Cluster name

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name
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° security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver cifs share modify" -access all

* security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver cifs share create" -access all

* security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver cifs share delete" -access all

* security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver cifs share modify" -access all

®* security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver cifs share show" -access all

®* security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver cifs show" -access all

®* security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver create" -access all

®* security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver export-policy create" -access all

® security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver export-policy delete" -access all

® security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver export-policy rule create" -access all

®* security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver export-policy rule delete" -access all

° security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver export-policy rule modify" -access all

° security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver export-policy rule show" -access all

° security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver export-policy show" -access all

° security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver iscsi connection show" -access all

* security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver modify" -access all

* security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver show" -access all

Configure los grupos de aplicaciones de IIS para habilitar los permisos de lectura
de Active Directory

Puede configurar Servicios de Internet Information Server (lIS) en Windows Server para
crear una cuenta personalizada del grupo de aplicaciones cuando necesite habilitar los
permisos de lectura de Active Directory para SnapCenter.

60



* Pasos*
1. Abra el Administrador de IIS en el servidor de Windows donde esta instalado SnapCenter.
2. En el panel de navegacién izquierdo, haga clic en grupos de aplicaciones.

3. Seleccione SnapCenter en la lista grupos de aplicaciones y, a continuacion, haga clic en
Configuracion avanzada en el panel acciones.

4. Seleccione identidad y, a continuacion, haga clic en ... para editar la identidad del grupo de
aplicaciones SnapCenter.

5. En el campo cuenta personalizada, introduzca un nombre de usuario de dominio o de administrador de
dominio con permiso de lectura de Active Directory.

6. Haga clic en Aceptar.

La cuenta personalizada reemplaza la cuenta de ApplicationPoolldentity integrada para el grupo de
aplicaciones de SnapCenter.

Configure los ajustes del registro de auditoria

Se generan registros de auditoria para cada una de las actividades del servidor
SnapCenter. De forma predeterminada, los registros de auditoria se protegen en la
ubicacién predeterminada instalada C:\Program Files\NetApp\SnapCenter
WebApp\audit\.

Los registros de auditoria se protegen mediante la generacion de resumen firmados digitalmente para cada
uno de los eventos de auditoria para protegerlos de la modificacion no autorizada. El resumen generado se
mantiene en el archivo de suma de comprobacion de auditoria independiente y se realizan comprobaciones
de integridad periddicas para garantizar la integridad del contenido.

Inicid sesion con el rol de administrador de SnapCenter.
Acerca de esta tarea

* Las alertas se envian en las siguientes situaciones:

o La programacion de comprobacion de integridad del registro de auditoria o el servidor de syslog estan
habilitados o deshabilitados

o Errores en la comprobacion de integridad del registro de auditoria, el registro de auditoria o el registro
del servidor de syslog

o Poco espacio en disco
* El correo electronico se envia solo cuando la comprobacion de integridad falla.

* Debe modificar simultaneamente las rutas del directorio de registro de auditoria y del directorio de registro
de suma de comprobacion de auditoria. Solo no puede modificar uno de ellos.

» Cuando se modifican las rutas del directorio de registro de auditoria y del directorio de registro de suma de
comprobacion de auditoria, no se puede realizar la comprobacion de integridad en los registros de
auditoria presentes en la ubicacion anterior.

« Las rutas de acceso del directorio de registro de auditoria y del directorio de suma de comprobacion de
auditoria deben estar en la unidad local del servidor SnapCenter.

No se admiten las unidades compartidas o0 montadas en red.
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« Si el protocolo UDP se utiliza en la configuracién del servidor de syslog, los errores debido a que el puerto
esta inactivo o no esta disponible no se pueden capturar como un error o una alerta en SnapCenter.

* Es posible usar comandos Set-SmAuditSettings y Get-SmAuditSettings para configurar los registros de
auditoria.

La informacion relativa a los parametros que se pueden utilizar con el cmdlet y sus descripciones se
puede obtener ejecutando Get-Help nombre_comando. Alternativamente, también puede consultar el
"Guia de referencia de cmdlets de SnapCenter Software".

» Pasos*

1.

En la pagina Configuracion, vaya a Configuraciéon > Configuraciéon global > Configuracién del
registro de auditoria.

En la seccidon Registro de auditoria, introduzca los detalles.

Introduzca el directorio Registro de auditoria y el directorio Registro de suma de comprobacion de
auditoria

a. Introduzca el tamafio maximo del archivo
b. Introduzca el numero maximo de archivos de registro
c. Introduzca el porcentaje de uso de espacio en disco para enviar una alerta

(Opcional) Activar Registrar hora UTC.

5. (Opcional) Activar Comprobacién de integridad del registro de auditoria y hacer clic en Iniciar

comprobacion de integridad para verificacion de integridad bajo demanda.

También puede ejecutar el comando Start-SmAuditintegrityCheck para iniciar la comprobacion de
integridad bajo demanda.

(Opcional) habilite los registros de auditoria reenviados al servidor de syslog remoto e introduzca los
detalles del servidor de syslog.

Debe importar el certificado del servidor de syslog en la raiz de confianza para el protocolo TLS 1.2.

a. Introduzca el host de servidor de syslog
b. Introduzca el puerto del servidor de syslog
c. Introduzca el protocolo de servidor de syslog
d. Introduzca el formato RFC
Haga clic en Guardar.

Puede ver comprobaciones de integridad de auditoria y de espacio en disco haciendo clic en Monitor
> Jobs.

Anadir sistemas de almacenamiento

Debe configurar el sistema de almacenamiento que ofrezca acceso SnapCenter al
almacenamiento de ONTAP o Amazon FSX para ONTAP de NetApp a fin de realizar
operaciones de proteccion y aprovisionamiento de datos.

Puede anadir una SVM independiente o un cluster compuesto por multiples SVM. Si utiliza Amazon FSX para
ONTAP de NetApp, puede agregar la LIF de administrador FSX compuesta por varias SVM mediante la
cuenta fsxadmin o afadir FSX SVM en SnapCenter.
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Antes de empezar

» Debe tener los permisos necesarios en el rol de administrador de infraestructura para crear conexiones de
almacenamiento.

* Debe asegurarse de que no se encuentren en curso las instalaciones de plugins.

No debe haber instalaciones de complementos de host en curso al afiadir una conexién a sistemas de
almacenamiento, ya que puede que la caché del host no se actualice y que el estado de las bases de
datos pueda aparecer en la interfaz grafica de usuario de SnapCenter como «'no disponible para el
backup' o «'no en el almacenamiento de NetApp'».

* Los nombres de los sistemas de almacenamiento deben ser Unicos.

SnapCenter no admite varios sistemas de almacenamiento con el mismo nombre en clusteres diferentes.
Cada uno de los sistemas de almacenamiento que admite SnapCenter debe tener un nombre Unico y una
direccion IP de LIF de datos unica.

Acerca de esta tarea

« Al configurar sistemas de almacenamiento, también es posible habilitar las funciones sistema de gestion
de eventos (EMS) y AutoSupport. La herramienta AutoSupport recoge datos sobre el estado del sistema y
los envia automaticamente al soporte técnico de NetApp para que el equipo pueda solucionar problemas
en el sistema.

Si se habilitan estas funciones, SnapCenter envia la informacion de AutoSupport al sistema de
almacenamiento y mensajes de EMS al syslog del sistema de almacenamiento cuando se protege un
recurso, una operacion de restauracion o clonado se completa correctamente o una operacion genera
errores.

« Si planifica replicar copias de Snapshot en un destino de SnapMirror o un destino de SnapVault, debe
configurar conexiones al sistema de almacenamiento para la SVM o el cluster de destino, asi como la
SVM o el cluster de origen.

Si cambia la contrasena del sistema de almacenamiento, se pueden producir errores en las

@ operaciones programadas, de backup bajo demanda y de restauracion. Después de cambiar la
contrasefia del sistema de almacenamiento, puede actualizar la contrasefia haciendo clic en
Modificar en la ficha almacenamiento.

* Pasos*

1. En el panel de navegacion izquierdo, haga clic en sistemas de almacenamiento.
2. En la pagina Storage Systems, haga clic en Nuevo.

3. En la pagina Add Storage System, proporcione la siguiente informacion:
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Para este campo...

Sistema de almacenamiento

Nombre de usuario/Contrasefa

Realice lo siguiente...

Introduzca el nombre o la direccion IP del sistema
de almacenamiento.

Los nombres de los sistemas de
almacenamiento, sin incluir el
nombre de dominio, deben tener
15 caracteres o0 menos, y los

@ nombres deben poder resolverse.
Para crear conexiones del sistema
de almacenamiento con nombres
de mas de 15 caracteres, se puede
usar el cmdlet Add-
SmStorageConnectionPowerShell.

En el caso de los sistemas de
almacenamiento con configuracion
MetroCluster (MCC), se

@ recomienda registrar tanto
clusteres locales como de otros
fabricantes para garantizar
operaciones no disruptivas.

SnapCenter no admite varias SVM con el mismo
nombre en clusteres diferentes. Cada una de las
SVM que admite SnapCenter debe tener un
nombre Unico.

Después de anadir la conexion de

@ almacenamiento a SnapCenter, no
debe cambiar el nombre de la SVM
o el cluster mediante ONTAP.

Si se aflade SVM con un nombre

@ corto o FQDN, debe poder
resolverse tanto del SnapCenter
como del host del plugin.

Introduzca las credenciales del usuario de
almacenamiento que tenga los privilegios
necesarios para acceder al sistema de
almacenamiento.



Para este campo... Realice lo siguiente...

Sistema de gestion de eventos (EMS) y Si desea enviar mensajes de EMS al syslog del

configuracion de AutoSupport sistema de almacenamiento, o si desea que se
envien mensajes de AutoSupport al sistema de
almacenamiento cuando se aplica la proteccion,
se completan correctamente operaciones de
restauracion o se producen errores en las
operaciones, seleccione la casilla de
comprobacion correspondiente.

Al seleccionar la casilla de verificacién Enviar
notificacion AutoSupport para operaciones
con errores al sistema de almacenamiento,
también se selecciona la casilla de verificacion
Registrar eventos del servidor SnapCenter a
syslog porque se requiere la mensajeria EMS
para habilitar las notificaciones AutoSupport.

4. Haga clic en mas opciones si desea modificar los valores predeterminados asignados a la plataforma,
el protocolo, el puerto y el tiempo de espera.

a. En Plataforma, seleccione una de las opciones de la lista desplegable.
Si la SVM es el sistema de almacenamiento secundario en una relaciéon de copia de seguridad,
seleccione la casilla de verificacion Secundaria. Cuando se selecciona la opcion secundario,
SnapCenter no realiza una comprobacion de licencia inmediatamente.

Si ha agregado SVM en SnapCenter, el usuario debe seleccionar el tipo de plataforma del menu
desplegable manualmente.

a. En Protocol, seleccione el protocolo que se configurd durante la configuracion del SVM o el cluster,
que suele ser HTTPS.

b. Introduzca el puerto que acepta el sistema de almacenamiento.
El puerto 443 predeterminado normalmente funciona.

c. Introduzca el tiempo en segundos que debe transcurrir antes de que se interrumpan los intentos de
comunicacion.

El valor predeterminado es 60 segundos.

d. Sila SVM tiene varias interfaces de gestion, seleccione la casilla de comprobacion Preferred IP y, a
continuacion, introduzca la direccion IP preferida para las conexiones con la SVM.

e. Haga clic en Guardar.

1. Haga clic en Enviar.
resultado
En la pagina Storage Systems, en el menu desplegable Tipo realice una de las siguientes acciones:

» Seleccione ONTAP SVM si desea ver todas las SVM que se han afiadido.
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Si ha afiadido SVM FSX, las SVM FSX aparecen aqui.
» Seleccione clusteres ONTAP si desea ver todos los clusteres que se han agregado.
Si ha agregado clusteres FSX utilizando fsxadmin, los clusteres FSX se enumeran aqui.

Cuando hace clic en el nombre del cluster, todas las SVM que forman parte del cluster se muestran en la
seccion Storage Virtual Machines.

Si se anade una nueva SVM al cluster de ONTAP mediante la GUI de ONTAP, haga clic en Rediscover
para ver la SVM recién afiadida.

Si actualiz6 los sistemas de almacenamiento FAS o AFF a All SAN Array (ASA), debe actualizar
la conexién de almacenamiento en el servidor SnapCenter para reflejar el nuevo tipo de
almacenamiento en SnapCenter.

Después de terminar

Un administrador de cluster debe habilitar AutoSupport en cada nodo del sistema de almacenamiento para
enviar notificaciones por correo electronico desde todos los sistemas de almacenamiento a los que tiene
acceso SnapCenter. Para ello, ejecute el siguiente comando desde la linea de comandos del sistema de
almacenamiento:

autosupport trigger modify -node nodename -autosupport-message client.app.info
-to enable -noteto enable

@ El administrador de maquinas virtuales de almacenamiento (SVM) no tiene acceso a
AutoSupport.

Anada licencias estandar basadas en controladora de
SnapCenter

Una licencia estandar basada en controladora de SnapCenter es obligatoria si se utilizan
controladoras de almacenamiento FAS, AFF o Todas las cabinas SAN (ASA).

La licencia basada en controladora tiene las siguientes caracteristicas:

« Autorizacion para licencia estandar de SnapCenter incluida con la compra de los paquetes Premium o
Flash Bundle (no con el paquete basico)
» Uso de almacenamiento ilimitado

» Para habilitar esta funcion, se la debe anadir directamente a las controladoras de almacenamiento FAS,
AFF o ASA mediante el administrador del sistema de ONTAP o la linea de comandos de clusteres de
almacenamiento

@ No se introduce ninguna informacion de licencia en la interfaz grafica de usuario de
SnapCenter para las licencias basadas en controladora de SnapCenter.

» Se bloqueod en el nimero de serie de la controladora

Para obtener informacion sobre las licencias necesarias, consulte "Licencias SnapCenter".
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Paso 1: Verifique si la licencia de SnapManager Suite esta instalada

Es posible utilizar la interfaz grafica de usuario de SnapCenter para ver si hay una licencia de la suite
SnapManager instalada en sistemas de almacenamiento primarios FAS, AFF o ASA, y para identificar qué
sistemas de almacenamiento pueden requerir licencias de la suite SnapManager. Las licencias de
SnapManager Suite se aplican solo a las SVM o clusteres de FAS, AFF y ASA en sistemas de
almacenamiento principales.

Si ya tiene una licencia suite de SnapManager en la controladora, la autorizacion para la

@ licencia estandar basada en controladora de SnapCenter se proporciona automaticamente. Los
nombres de licencia SnapManagerSuite y estandar basada en controladora de SnapCenter se
utilizan indistintamente, pero se refieren a la misma licencia.

Pasos
1. En el panel de navegacion izquierdo, selecciona Sistemas de almacenamiento.

2. Enla pagina Storage Systems, en el menu desplegable Tipo, seleccione si desea ver todas las SVM o
clusteres que se anadieron:

o Para ver todas las SVM que se han afnadido, seleccione ONTAP SVMs.

o Para ver todos los clusteres que se han agregado, seleccione cliusteres ONTAP.

Cuando selecciona el nombre del cluster, todas las SVM que son parte del cluster se muestran en la
seccion Storage Virtual Machines.

3. En la lista Storage Connections, localice la columna Controller License.

La columna Controller License muestra el siguiente estado:

o

Indica que hay una licencia de SnapManager Suite instalada en un sistema de almacenamiento
primario FAS, AFF o ASA.

@ Indica que no hay una licencia de SnapManager Suite instalada en un sistema de
almacenamiento primario de FAS, AFF o ASA.

o

> No aplicable indica que una licencia de SnapManager Suite no es aplicable debido a que la
controladora de almacenamiento se encuentra en plataformas de almacenamiento Cloud Volumes
ONTAP, ONTAP Select o secundario.

Paso 2: Identificar las licencias instaladas en la controladora

Es posible usar la linea de comandos ONTAP para ver todas las licencias instaladas en la controladora. Debe
ser un administrador de clusteres en los sistemas FAS, AFF o ASA.

@ En la controladora, la licencia basada en controladora SnapCenter estandar se muestra como
una licencia SnapManagerSuite.

Pasos
1. Inicie sesion en la controladora de NetApp mediante la linea de comandos de ONTAP.

2. Introduzca el comando license show y a continuacion, visualice el resultado para determinar si esta
instalada la licencia SnapManagerSuite.
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Resultado de ejemplo

clusterl::> license show
(system license show)

Serial Number: 1-80-0000xx
Owner: clusterl

Package Type Description Expiration

Serial Number: 1-81-000000000000000000000000xx
Owner: clusterl-01

Package Type Description Expiration
NF'S license NFS License =
CIFS license CIFS License =
iSCSI license 1iSCSI License =
FCP license FCP License =
SnapRestore license SnapRestore License =
SnapMirror license SnapMirror License =
FlexClone license FlexClone License =
SnapVault license SnapVault License =

SnapManagerSuite license SnapManagerSuite License -

En el ejemplo, la licencia SnapManagerSuite esta instalada. Por lo tanto, no se requiere afiadir ninguna
otra licencia mas con SnapCenter.

Paso 3: Recupere el numero de serie de la controladora

Debe tener el numero de serie de la controladora para recuperar el numero de serie de su licencia basada en
controladora. Para recuperar el numero de serie de la controladora, utilice la linea de comandos de ONTAP.
Debe ser un administrador de clusteres en los sistemas FAS, AFF o ASA.

Pasos

1. Inicie sesidn en la controladora con la linea de comandos de ONTAP.

2. Introduzca el comando system show -instance y, después, revise la salida para encontrar el nimero de
serie de la controladora.
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Resultado de ejemplo

clusterl::> system show -instance

Node: fasxxXXX—XX—XX—XX
Owner:

Location: RTP 1.5

Model: FAS8080

Serial Number: 123451234511
Asset Tag: -

Uptime: 143 days 23:46
NVRAM System ID: XXXXXXXXX
System ID: XXXXXXXXXX
Vendor: NetApp

Health: true

Eligibility: true
Differentiated Services: false
All-Flash Optimized: false

Node: fas8080-41-42-02
Owner:

Location: RTP 1.5

Model: FAS8080

Serial Number: 123451234512
Asset Tag: -

Uptime: 144 days 00:08
NVRAM System ID: XXXXXXXXX
System ID: XXXXXXXXXX
Vendor: NetApp

Health: true

Eligibility: true
Differentiated Services: false
All-Flash Optimized: false
2 entries were displayed.

3. Registre los numeros de serie.

Paso 4: Recupere el numero de serie de la licencia basada en controladora

Si utiliza almacenamiento FAS o AFF, puede recuperar la licencia basada en controladora de SnapCenter
desde el sitio de soporte de NetApp antes de instalarla mediante la linea de comandos de ONTAP.

Antes de empezar
* Debe tener credenciales de inicio de sesion validas en el sitio de soporte de NetApp.

Si no introduce credenciales validas, no se devuelve informacién a su busqueda.
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* Debe tener el nimero de serie de la controladora.

Pasos
1. Inicie sesién en la "Sitio de soporte de NetApp".

2. Vaya a sistemas > licencias de software.

3. En el area Criterios de seleccion, asegurese de que esta seleccionado Numero de serie (ubicado en la
parte posterior de la unidad), introduzca el numero de serie del controlador y, a continuacion, seleccione
Ir!.

Software Licenses

Selection Criteria

Choose a method by which to search

» |Serial Number (located on back of unit) v| Enter Value: : Gol|

Enter the Cluster Serial Number value without dashes.

-0R -
» Show Me All: | Serial Numbers with Licenses v| For Company: |:| Go'

Se muestra una lista de licencias para la controladora especificada.

4. Localice y registre la licencia SnapManagerSuite o estandar de SnapCenter.

Paso 5: Ahnada una licencia basada en controladora

Puede utilizar la linea de comandos de ONTAP para afiadir una licencia basada en controladora de
SnapCenter cuando utilice sistemas FAS, AFF o ASAy tenga una licencia estandar o una licencia
SnapManagerSuite de SnapCenter.

Antes de empezar
» Debe ser un administrador de clisteres en los sistemas FAS, AFF o ASA.

* Debe tener las licencias estandar o SnapManagerSuite de SnapCenter.

Acerca de esta tarea

Si desea instalar SnapCenter a modo de prueba con almacenamiento FAS, AFF o ASA, puede obtener una
licencia de evaluacion Premium Bundle para instalarla en su controladora.

Si desea instalar SnapCenter a modo de prueba, debe ponerse en contacto con su representante de ventas
para obtener una licencia de evaluacién Premium Bundle para instalarla en su controladora.

Pasos
1. Inicie sesion en el cluster de NetApp mediante la linea de comandos ONTAP.

2. Afnada la clave de licencia de SnapManagerSuite:
system license add -license-code license key
Este comando solo esta disponible en el nivel de privilegios de administrador.

3. Verifique que se haya instalado la licencia de SnapManagerSuite:
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license show

Paso 6: Eliminar la licencia de prueba

Si utiliza una licencia estandar de SnapCenter basada en controladora y necesita eliminar la licencia de
prueba basada en capacidad (numero de serie que termina en «'50'»), debe utilizar comandos MySQL para
eliminar manualmente la licencia de prueba. La licencia de prueba no se puede eliminar con la interfaz grafica
de usuario de SnapCenter.

La eliminacién manual de una licencia de prueba solo es necesaria si utiliza una licencia

@ estandar basada en controladora de SnapCenter. Si adquirié una licencia basada en capacidad
estandar de SnapCenter y la afiade a la interfaz grafica de usuario de SnapCenter, la licencia
de prueba se sobrescribe automaticamente.

Pasos
1. En el servidor de SnapCenter, abra una ventana de PowerShell para restablecer la contrasefia de MySQL.

a. Ejecute el cmdlet Open-SmConnection para iniciar una sesion de conexion con SnapCenter Server
para una cuenta de administrador de SnapCenter.

b. Ejecute el comando set-SmRepositoryPassword para restablecer la contrasefia de MySQL.

Para obtener informacién sobre los cmdlets, consulte "Guia de referencia de cmdlets de SnapCenter
Software".

2. Abra el simbolo del sistema y ejecute mysql -u root -p para conectarse a MySQL.
MySQL le solicita la contrasefa. Introduzca las credenciales que proporciond al restablecer la contrasefia.
3. Elimine la licencia de prueba de la base de datos:

use nsm; ~DELETE FROM nsm License WHERE nsm License Serial Number='510000050";

Anada licencias basadas en capacidad estandar de
SnapCenter

Se utiliza una licencia de capacidad estandar de SnapCenter para proteger datos en
plataformas ONTAP Select y Cloud Volumes ONTAP.

Una licencia de capacidad tiene las siguientes caracteristicas:
+ Se compone de un numero de serie de nueve digitos con el formato 51xxxxxxx

Se utilizan el numero de serie y credenciales validas de inicio de sesion del sitio de soporte de NetApp
para habilitar la licencia mediante la interfaz grafica de usuario de SnapCenter.

» Esta disponible como licencia perpetua por separado, con el coste basado en la capacidad de

almacenamiento utilizada o en el tamafo de los datos que se desean proteger, el que sea mas bajo, y los
datos se gestionan mediante SnapCenter

* Disponible por terabytes

Por ejemplo, puede obtener una licencia basada en capacidad para 1 TB, 2 TB, 4 TB, etc.
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» Disponible como licencia de prueba de 90 dias con autorizacion de capacidad de 100 TB

Para obtener informacion sobre las licencias necesarias, consulte "Licencias SnapCenter".

SnapCenter calcula automaticamente el uso de la capacidad una vez al dia a medianoche en los sistemas de
almacenamiento de ONTAP Select y Cloud Volumes ONTAP que gestiona. Cuando utiliza una licencia
estandar Capacity, SnapCenter calcula la capacidad sin utilizar restando la capacidad usada en todos los
volumenes de la capacidad total de la licencia. Si la capacidad utilizada supera la capacidad de la licencia,
aparecera una advertencia de uso excesivo en el panel de SnapCenter. Si ha configurado los umbrales de
capacidad y las notificaciones en SnapCenter, se enviara un correo electronico cuando la capacidad usada
llegue al umbral que haya especificado.

Paso 1: Calcular los requisitos de capacidad

Antes de obtener una licencia basada en capacidad de SnapCenter, debe calcular la cantidad de capacidad
en un host que debe gestionar SnapCenter.

Debe ser un administrador de clusteres en los sistemas Cloud Volumes ONTAP o ONTAP Select.

Acerca de esta tarea

SnapCenter calcula la capacidad real utilizada. Si el tamafio del sistema de archivos o de la base de datos es
1 TB, pero solo se utilizan 500 GB del espacio, SnapCenter calcula los 500 GB de capacidad utilizada. La
capacidad de volumen se calcula después de la deduplicacion y la compresién, y se basa en la capacidad
utilizada de todo el volumen.

Pasos
1. Inicie sesion en la controladora de NetApp mediante la linea de comandos de ONTAP.

2. Para ver la capacidad de volumen utilizada, escriba el comando.

select::> vol show -fields used -volume Engineering,Marketing

vserver volume used

AASHA Engineering 2.13TB
Vsl Marketing 2.62TB
2 entries were displayed.

La capacidad utilizada combinada para los dos volimenes es menor de 5 TB; por lo tanto, si desea
proteger 5 TB de datos, el requisito minimo de licencia basada en capacidad de SnapCenter es 5 TB.

Sin embargo, si desea proteger solo 2 TB del total de 5 TB de capacidad utilizada total, puede adquirir una
licencia basada en capacidad de 2 TB.
Paso 2: Recupere el numero de serie de licencia basada en capacidad

Su numero de serie de licencia basada en capacidad de SnapCenter esta disponible en su confirmacién de
pedido o en su paquete de documentacién. Sin embargo, si no posee este nimero de serie, puede
recuperarlo en el sitio de soporte de NetApp.

Debe tener credenciales de inicio de sesion validas en el sitio de soporte de NetApp.
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Pasos
1. Inicie sesion en la "Sitio de soporte de NetApp".

2. Vaya a sistemas > licencias de software.

3. En el area criterios de seleccion, elija SC_STANDARD en el menu desplegable Mostrar todos: Numeros
de serie y licencias.

Software Licenses

Selection Criteria
Choose a method by which to search

> |5eria| Number (located on back of unit) v| Enter Value: |:| Go!|

Enter the Cluster Serial Number value without dashes.

-0R -
» Show Me All: |Serial Numbers with Licenses |For Company: |:| Go!

4. Escriba el nombre de su empresa y, a continuacion, seleccione Ir!.
Se muestra el numero de serie de licencia de SnapCenter de nueve digitos con el formato 51xxxxxxx.

5. Registre el numero de serie.

Paso 3: Generar un archivo de licencia de NetApp

Si no desea especificar las credenciales del sitio de soporte de NetApp y el nimero de serie de la licencia de
SnapCenter en la interfaz grafica de usuario de SnapCenter; o si no tiene acceso a Internet al sitio de soporte
de NetApp desde SnapCenter, puede generar un archivo de licencia de NetApp (NLF). A continuacion, puede
descargar y almacenar el archivo en una ubicacion accesible desde el host de SnapCenter.

Antes de empezar
* Debe usar SnapCenter con ONTAP Select o Cloud Volumes ONTAP.

» Debe tener credenciales de inicio de sesidn validas en el sitio de soporte de NetApp.

* Debe tener un numero de serie de nueve digitos de la licencia en formato 51xxxxxxx.

Pasos
1. Desplacese hasta la "Generador de archivos de licencia de NetApp".

2. Especifique la informacion obligatoria.

3. En el campo linea de productos, seleccione Estandar SnapCenter (basado en la capacidad) en el menu
desplegable.

4. En el campo Product Serial Number, especifique el nimero de serie de la licencia de SnapCenter
5. Leay acepte la Politica de confidencialidad de datos de NetApp y seleccione Enviar.

6. Guarde el archivo de licencia y, a continuacion, guarde la ubicacion del archivo.

Paso 4: Aihada una licencia basada en capacidad

Si utiliza SnapCenter con las plataformas ONTAP Select o Cloud Volumes ONTAP, debe instalar una o varias
licencias basadas en capacidad de SnapCenter.
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Antes de empezar
* Debe iniciar sesién como usuario administrador de SnapCenter.

» Debe tener credenciales de inicio de sesion validas en el sitio de soporte de NetApp.
» Debe tener un numero de serie de nueve digitos de la licencia en formato 51xxxxxxx.

Si desea utilizar un archivo de licencia de NetApp (NLF) para anadir la licencia, debe conocer la ubicacion
de ese archivo.

Acerca de esta tarea
Puede realizar las siguientes tareas en la pagina Settings:

* Adadir una licencia.
* Vea los detalles de la licencia para localizar rapidamente informacion sobre cada licencia.

» Modifique una licencia cuando desee reemplazar la licencia existente, por ejemplo, para actualizar la
capacidad de licencia o modificar la configuracion de umbrales de notificacion.

» Elimine una licencia cuando desee reemplazar una licencia existente o cuando ya no se necesite la
licencia.

La licencia de prueba (numero de serie que finaliza con 50) no se puede eliminar mediante

@ la interfaz grafica de usuario de SnapCenter. La licencia de prueba se sobrescribe
automaticamente cuando se afiade una licencia estandar basada en capacidad de
SnapCenter obtenida.

Pasos
1. En el panel de navegacion izquierdo, selecciona Configuracion.

2. En la pagina Configuracion, seleccione Software.
3. En la seccion Licencia de la pagina Software, seleccione Ahadir.

4. En el asistente Add SnapCenter License, seleccione uno de los siguientes métodos para obtener la
licencia que desea afnadir:
Para este campo... Realice lo siguiente...

Introduzca sus credenciales de inicio de sesién en a. Introduzca su nombre de usuario de NSS.
el sitio de soporte de NetApp (NSS) para importar

! . b. Introduzca su contrasefia de NSS.
licencias
c. Introduzca el nimero de serie de la licencia
basada en controladora.
Archivo de licencia de NetApp a. Desplacese hasta la ubicacion del archivo de

licencia y seleccionelo.

b. Seleccione Abrir.

5. En la pagina Notifications, introduzca el umbral de capacidad en el que SnapCenter debe enviar
notificaciones por correo electronico, de EMS y de AutoSupport.

El umbral predeterminado es de 90 %.
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6. Para configurar el servidor SMTP para las notificaciones por correo electrénico, seleccione Ajustes >
Ajustes globales > Ajustes del servidor de notificaciones y, a continuacion, introduzca los siguientes

detalles:
Para este campo... Realice lo siguiente...
Preferencia de correo electronico Seleccione Always o Never.

Proporcionar configuracion de correo electronico Si selecciona siempre, especifique lo siguiente:

 Direccidén de correo electréonico del remitente

 Direccidén de correo electréonico del destinatario

» Opcional: Edite la linea de asunto
predeterminada

El asunto predeterminado es el siguiente:
"Notificacién de capacidad de licencia de
SnapCenter".

7. Sidesea que se envien mensajes de Event Management System (EMS) al syslog del sistema de
almacenamiento o que se envien mensajes de AutoSupport al sistema de almacenamiento debido a las
operaciones con errores, seleccione las casillas de comprobacién apropiadas. Se recomienda habilitar
AutoSupport como ayuda para la solucién de problemas que se puedan presentar.

8. Seleccione Siguiente.

9. Revisa el resumen y luego selecciona Finalizar.

Aprovisione su sistema de almacenamiento

Aprovisionar almacenamiento en hosts Windows

Configurar el almacenamiento de LUN

Es posible utilizar SnapCenter para configurar un LUN conectado mediante FC o
mediante iISCSI. También es posible utilizar SnapCenter para conectar un LUN existente
a un host Windows.

Los LUN son la unidad basica de almacenamiento en una configuracion SAN. El host Windows considera a

los LUN de su sistema como discos virtuales. Para obtener mas informacion, consulte "Guia de configuracion
DE SAN de ONTAP 9".

Establecer una sesion iSCSI

Si se utiliza iISCSI para conectarse a un LUN, es necesario establecer una sesion iSCSI para poder crear el
LUN y habilitar la comunicacion.

Antes de empezar

» Definié el nodo del sistema de almacenamiento como un destino iSCSI.

* |nici6 el servicio iISCSI en el sistema de almacenamiento. "Leer mas"
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Acerca de esta tarea

Solo es posible establecer una sesién iSCSI entre las mismas versiones de IP, ya sea de IPv6 a IPv6 o de
IPv4 a IPv4.

Es posible usar una direccion IPv6 local de vinculo para la gestion de sesiones iSCSI y la comunicacion entre
un host y un destino unicamente cuando ambos se encuentran en la misma subred.

El cambio de nombre de un iniciador de iISCSI afecta el acceso a los destinos iISCSI. Después de cambiar el
nombre, es posible que sea necesario volver a configurar los destinos a los que accede el iniciador para que
puedan reconocer el nuevo nombre. Es necesario reiniciar el host después de cambiar el nombre de un
iniciador de iSCSI.

Si el host tiene mas de una interfaz de iISCSI, una vez que se establece una sesion iSCSI con SnapCenter
mediante una direccion IP en la primera interfaz, no se puede establecer una sesion iISCSI desde otra interfaz
con una direccion IP diferente.
» Pasos™
1. En el panel de navegacion de la izquierda, haga clic en hosts.
2. En la pagina hosts, haga clic en iSCSI Session.

3. En la lista desplegable Storage Virtual Machine, seleccione la maquina virtual de almacenamiento
(SVM) para el destino iSCSI.

N

. En la lista desplegable Host, seleccione el host para la sesion.

()]

. Haga clic en establecer sesion.
Se mostrara el asistente Establish Session.

6. En el asistente Establish Session, identifique el destino:

En este campo... Introduzca...

Nombre del nodo de destino El nombre de nodo del destino iISCSI

Si ya existe un nombre de nodo de destino, el
nombre se muestra en formato de solo lectura.

Direccion del portal de destino La direccion IP del portal de red de destino
Puerto del portal de destino El puerto TCP del portal de red de destino
Direccidén del portal del iniciador La direccioén IP del portal de red del iniciador

7. Cuando esté satisfecho con las entradas, haga clic en conectar.
SnapCenter establecera la sesion iISCSI.

8. Repita este procedimiento para establecer una sesion para cada destino.

76



Desconecte una sesion iSCSI

En algunas ocasiones, es posible que sea necesario desconectar una sesion iSCSI de un destino en el que
existen varias sesiones.

» Pasos*

1.
2.
3.

En el panel de navegacion de la izquierda, haga clic en hosts.
En la pagina hosts, haga clic en iSCSI Session.

En la lista desplegable Storage Virtual Machine, seleccione la maquina virtual de almacenamiento
(SVM) para el destino iSCSI.

En la lista desplegable Host, seleccione el host para la sesion.

En la lista de sesiones iSCSI, seleccione la sesién que desea desconectar y haga clic en desconectar
sesion.

En el cuadro de didlogo desconectar sesion, haga clic en Aceptar.

SnapCenter desconectara la sesion iSCSI.

Cree y gestione grupos

Es posible crear grupos de iniciadores (iGroup) para especificar los hosts que pueden
acceder a un LUN determinado en el sistema de almacenamiento. Se puede usar
SnapCenter para crear un igroup en un host de Windows, cambiar su nombre,
modificarlo o eliminarlo.

Cree un igroup

Es posible usar SnapCenter para crear un igroup en un host de Windows. El igroup se mostrara en el
asistente Create Disk o Connect Disk al asignar el igroup a un LUN.

» Pasos*

1,
2
3.
4.

En el panel de navegacion de la izquierda, haga clic en hosts.
En la pagina hosts, haga clic en iGroup.
En la pagina iGroups, haga clic en Nuevo.

En el cuadro de dialogo Create iGroup, defina el igroup:

En este campo... Realice lo siguiente...

Sistema de almacenamiento Seleccione la maquina virtual de almacenamiento
SVM para el LUN que desea asignar al igroup.

Host Seleccione el host en el que desea crear el
igroup.

Nombre del iGroup Introduzca el nombre del igroup.

Iniciadores Seleccione el iniciador.
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5.

En este campo... Realice lo siguiente...

Tipo Seleccione el tipo de iniciador, iISCSI, FCP o
mixto (FCP e iSCSI).

Cuando se sienta conforme con las entradas, haga clic en Aceptar.

SnapCenter creara el igroup en el sistema de almacenamiento.

Cambiar el nombre de un igroup

Es posible utilizar SnapCenter para cambiar el nombre de un igroup existente.

* Pasos*

1.
2.
3.

En el panel de navegacion de la izquierda, haga clic en hosts.
En la pagina hosts, haga clic en iGroup.

En la pagina Initiator Groups, haga clic en el campo Storage Virtual Machine para mostrar una lista
de las SVM disponibles y, a continuacion, seleccione la SVM para el igroup cuyo nombre desea
cambiar.

En la lista de iGroup de la SVM, seleccione el igroup cuyo nombre desea cambiar y haga clic en
Rename.

En el cuadro de dialogo Rename igroup, introduzca el nuevo nombre para el igroup y haga clic en
Rename.

Modificar un igroup

Es posible usar SnapCenter para afadir iniciadores de igroups a un grupo existente. Durante la creacion de
un igroup, puede afadir un solo host. Si desea crear un igroup para un cluster, puede modificar el igroup a fin
de afiadir nodos a ese igroup.

» Pasos*

1.
2.
3.

En el panel de navegacion de la izquierda, haga clic en hosts.
En la pagina hosts, haga clic en iGroup.

En la pagina Initiator Groups, haga clic en el campo Storage Virtual Machine para mostrar una lista
desplegable de SVM disponibles y seleccione la SVM para el igroup que desea modificar.

En la lista de grupos de iniciadores, seleccione un igroup y haga clic en Add Initiator to igroup.

5. Seleccione un host.

Seleccione los iniciadores y haga clic en Aceptar.

Eliminar un igroup

Es posible usar SnapCenter para eliminar un igroup cuando ya no se necesita.

» Pasos*

1.
2.
3.
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desplegable de las SVM disponibles y seleccione la SVM para el igroup que desea eliminar.

4. En la lista de grupos de iniciadores de la SVM, seleccione el igroup que desea eliminar y haga clic en
Delete.

5. En el cuadro de dialogo Delete igroup, haga clic en OK.

SnapCenter eliminara el igroup.

Crear y gestionar discos

El host de Windows ve los LUN en el sistema de almacenamiento como discos virtuales.

Es posible usar SnapCenter para crear y configurar un LUN conectado a FC o conectado
a iSCSI.

» SnapCenter solo admite discos basicos. No se admiten los discos dinamicos.

» Para GPT solo una particion de datos y para MBR se permite una particion primaria que tiene un volumen
formateado con NTFS o CSVFS y tiene una ruta de montaje.

* Estilos de particion compatibles: GPT, MBR; en una maquina virtual UEFI de VMware, solo se admiten
discos iSCSI

@ SnapCenter no admite cambiar el nombre de un disco. Si se cambia el nombre de un disco
gestionado por SnapCenter, se producira un error en las operaciones de SnapCenter.

Ver los discos en un host
Es posible ver los discos en cada host Windows que administra con SnapCenter.

* Pasos*
1. En el panel de navegacion de la izquierda, haga clic en hosts.
2. En la pagina hosts, haga clic en Disks.

3. Seleccione el host en la lista desplegable Host.

Se muestra una lista de los discos.

Vea los discos en cluster

Puede ver los discos en cluster en el cluster que gestiona con SnapCenter. Los discos en cluster solo se
muestran cuando selecciona el cluster en el menu desplegable hosts.

» Pasos*
1. En el panel de navegacion de la izquierda, haga clic en hosts.
2. En la pagina hosts, haga clic en Disks.

3. Seleccione el cluster en la lista desplegable Host.

Se muestra una lista de los discos.

Crear LUN o discos conectados mediante FC o iSCSI

El host de Windows ve los LUN en el sistema de almacenamiento como discos virtuales. Es posible usar
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SnapCenter para crear y configurar un LUN conectado a FC o conectado a iSCSI.

Si desea crear y formatear discos fuera de SnapCenter, solo se admiten sistemas de archivos NTFS y CSVFS.

Antes de empezar
» Cre6 un volumen para el LUN en su sistema de almacenamiento.

El volumen solo debe contener LUN y solo LUN creados con SnapCenter.

@ No se puede crear un LUN en un volumen de clones creado en SnapCenter a menos que el
clon ya se encuentre dividido.

* Inicio el servicio iISCSI o FC en el sistema de almacenamiento.
 Si utiliza iISCSI, debe haber establecido una sesion iSCSI con el sistema de almacenamiento.
 El paquete de plugins de SnapCenter para Windows debe instalarse unicamente en el host donde se crea
el disco.
Acerca de esta tarea
* No se puede conectar un LUN a mas de un host a menos que el LUN se comparta entre los hosts de un
cluster de conmutacién al nodo de respaldo de Windows Server.

* Si un LUN se comparte entre los hosts de un cluster de conmutacion al nodo de respaldo de Windows
Server donde se utilizan volumenes compartidos de cluster (CSV), es necesario crear el disco en el host
propietario del grupo de clusteres.

* Pasos*
1. En el panel de navegacion de la izquierda, haga clic en hosts.
En la pagina hosts, haga clic en Disks.

Seleccione el host en la lista desplegable Host.

> w N

Haga clic en Nuevo.
Se abrira el asistente Create Disk.

5. En la pagina LUN Name, identifique el LUN:

En este campo... Realice lo siguiente...

Sistema de almacenamiento Seleccione la maquina virtual de almacenamiento
SVM para el LUN.

Ruta de LUN Haga clic en examinar para seleccionar la ruta
completa de la carpeta que contiene el LUN.

Nombre de LUN Introduzca el nombre del LUN.

Tamano del cluster Seleccione el tamafio de la asignacion de bloques
LUN para el cluster.

El tamafio del cluster varia segun el sistema
operativo y las aplicaciones.
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En este campo...

Etiqueta de LUN

6. En la pagina Disk Type, seleccione el tipo de disco:

Seleccione...

Disco dedicado

Disco compartido

Volumen compartido de cluster (CSV)

Realice lo siguiente...

De forma opcional, puede introducir un texto
descriptivo para el LUN.

Si...

Solo un host puede acceder al LUN.

Ignore el campo Grupo de recursos.

El LUN se comparte entre los hosts de un cluster
de conmutacién al nodo de respaldo de Windows
Server.

Introduzca el nombre del grupo de recursos del
cluster en el campo Grupo de recursos. Es
necesario crear el disco en un solo host del
cluster de conmutacion al nodo de respaldo.

El LUN se comparte entre los hosts de un cluster
de conmutacion al nodo de respaldo de Windows
Server donde se utilizan volumenes compartidos
de cluster.

Introduzca el nombre del grupo de recursos del
cluster en el campo Grupo de recursos.
Asegurese de que el host en el que se crea el
disco sea el propietario del grupo de clusteres.

7. En la pagina Drive Properties, especifique las propiedades de la unidad:

Propiedad

Asignacion automatica del punto de montaje

Asignar letra de unidad

Descripcion

SnapCenter asigna de forma automatica un punto
de montaje de volumen segun la unidad del
sistema.

Por ejemplo, si la unidad del sistema es C:, la
asignacién automatica crea un punto de montaje
de volumen debajo de la unidad C: (C:\scmnpt\).
La asignacion automatica no es compatible con
los discos compartidos.

Monte el disco en la unidad seleccionada en la
lista desplegable adyacente.
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Propiedad

Utilice punto de montaje de volumen

No asigne la letra de unidad ni el punto de
montaje de volumen

Tamafo de LUN

Use thin provisioning para el volumen que aloja
este LUN

Elija el tipo de particion

Descripcion

Monte el disco en la ruta de unidad especificada
en el campo adyacente.

La raiz del punto de montaje de volumen debe
ser propiedad del host en el que se crea el disco.

Seleccione esta opcidn si prefiere montar el disco
manualmente en Windows.

Especifique el tamafio del LUN; el valor minimo
es 150 MB.

Seleccione MB, GB o TB en la lista desplegable
contigua.

Aprovisione con thin provisioning el LUN.

Thin provisioning solo asigna la cantidad de
espacio de almacenamiento que se necesita en
un momento. Esto permite que el LUN se
expanda de forma eficiente hasta la capacidad
maxima disponible.

Asegurese de que el espacio disponible en el
volumen sea suficiente para acomodar todo el
almacenamiento de LUN que considere
necesario.

Seleccione una particion GPT para una tabla de
particiones GUID o una particion MBR para un
registro de arranque maestro.

Las particiones MBR pueden generar problemas
de desalineacion en los clusteres de conmutacion
al nodo de respaldo de Windows Server.

No se admiten los discos de
particion de firmware extensible
unificado (UEFI).

8. En la pagina Map LUN, seleccione el iniciador de iSCSI o FC en el host:



En este campo... Realice lo siguiente...

Host Haga doble clic en el nombre del grupo de
clusteres para ver una lista desplegable de los
hosts que pertenecen al cluster y, a continuacion,
seleccione el host para el iniciador.

Este campo solo se muestra si el LUN se
comparte entre los hosts de un cluster de
conmutacion al nodo de respaldo de Windows
Server.

Elija iniciador del host Seleccione Fibre Channel 0 iSCSl y, a
continuacion, seleccione el iniciador en el host.

Puede seleccionar varios iniciadores de FC si
utiliza FC con I/o multivia (MPIO).

9. En la pagina Group Type, especifique si desea asignar un igroup existente al LUN o crear un igroup

nuevo:
Seleccione... Si...

Cree un nuevo igroup para los iniciadores Desea crear un nuevo igroup para los iniciadores
seleccionados seleccionados.

Seleccione un igroup existente o especifique un  Desea especificar un igroup existente para los
nuevo igroup para los iniciadores seleccionados iniciadores seleccionados o crear un nuevo igroup
con el nombre que especifique.

Escriba el nombre del igroup en el campo igroup
name. Escriba las primeras letras del nombre del
igroup existente para que el campo se complete
automaticamente.

10. En la pagina Resumen, revise las selecciones y, a continuacion, haga clic en Finalizar.

SnapCenter creara el LUN y lo conectara a la unidad o la ruta de unidad especificadas en el host.

Cambiar el tamaiio de un disco

Es posible aumentar o reducir el tamarfio de un disco a medida que el sistema de almacenamiento necesite
cambiar.

Acerca de esta tarea

» Para las LUN con thin provisioning, el tamafo de la geometria de las lun de ONTAP se muestra como el
tamafio maximo.

» Para el LUN con aprovisionamiento grueso, se muestra el tamafio expandible (tamafio disponible en el
volumen) como tamafio maximo.

* Los LUN con particiones tipo MBR tienen un limite de tamano de 2 TB.

83



* Los LUN con particiones tipo GPT tienen un limite de tamafo del sistema de almacenamiento de 16 TB.

» Se recomienda realizar una copia de Snapshot antes de cambiar el tamafio de un LUN.

* Si se necesita restaurar un LUN de una copia de Snapshot realizada antes de cambiar el tamafio del LUN,
SnapCenter cambia automaticamente el tamafo del LUN al tamafio de la copia de Snapshot.

Después de la operacién de restauracion, los datos anadidos a la LUN después de cambiar su tamafio
deben restaurarse a partir de una copia Snapshot realizada después de cambiar su tamafio.
» Pasos*
1. En el panel de navegacion de la izquierda, haga clic en hosts.
2. En la pagina hosts, haga clic en Disks.

3. Seleccione el host en la lista desplegable Host.
Se muestra una lista de los discos.

4. Seleccione el disco cuyo tamafio desea cambiar y, a continuacion, haga clic en Cambiar tamafo.

5. En el cuadro de didlogo Resize Disk, use la herramienta deslizante para especificar el tamafio nuevo
del disco, o bien introduzca el tamafio nuevo en el campo Size.

Si introduce el tamano manualmente, debe hacer clic fuera del campo Size para que los
@ botones Shrink o Expand se habiliten segun sea apropiado. Ademas, debe hacer clic en
MB, GB o TB para especificar la unidad de medida.

6. Cuando se sienta conforme con las entradas, haga clic en Shrink o Expand, segun corresponda.

SnapCenter cambiara el tamafio del disco.

Conectar un disco

Es posible usar el asistente Connect Disk para conectar un LUN existente a un host o volver a conectar un
LUN que se ha desconectado.

Antes de empezar
* Inicio el servicio iISCSI o FC en el sistema de almacenamiento.

» Si utiliza iISCSI, debe haber establecido una sesion iSCSI con el sistema de almacenamiento.

* No se puede conectar un LUN a mas de un host a menos que el LUN se comparta entre los hosts de un
cluster de conmutacién al nodo de respaldo de Windows Server.

» Si el LUN se comparte entre los hosts de un cluster de conmutacion al nodo de respaldo de Windows
Server donde se utilizan volumenes compartidos de cluster (CSV), es necesario conectar el disco en el
host propietario del grupo de clusteres.

» Se debe instalar el plugin para Windows unicamente en el host donde se conecta el disco.
» Pasos®

1. En el panel de navegacion de la izquierda, haga clic en hosts.

2. En la pagina hosts, haga clic en Disks.

3. Seleccione el host en la lista desplegable Host.

4. Haga clic en conectar.

84



Se abrira el asistente Connect Disk.

5. En la pagina LUN Name, identifique el LUN al que se desea conectar:

En este campo...

Sistema de almacenamiento

Ruta de LUN

Nombre de LUN

Tamano del cluster

Etiqueta de LUN

6. En la pagina Disk Type, seleccione el tipo de disco:

Seleccione...

Disco dedicado

Disco compartido

Volumen compartido de cluster (CSV)

Realice lo siguiente...

Seleccione la maquina virtual de almacenamiento
SVM para el LUN.

Haga clic en examinar para seleccionar la ruta
completa del volumen que contiene el LUN.

Introduzca el nombre del LUN.

Seleccione el tamafio de la asignacion de bloques
LUN para el cluster.

El tamafio del cluster varia segun el sistema
operativo y las aplicaciones.

De forma opcional, puede introducir un texto
descriptivo para el LUN.

Si...

Solo un host puede acceder al LUN.

El LUN se comparte entre los hosts de un cluster
de conmutacion al nodo de respaldo de Windows
Server.

Solo es necesario conectar el disco a un host del
cluster de conmutacién al nodo de respaldo.

El LUN se comparte entre los hosts de un cluster
de conmutacion al nodo de respaldo de Windows
Server donde se utilizan volumenes compartidos
de cluster.

Asegurese de que el host en el que se conecta al
disco sea el propietario del grupo de clusteres.

7. En la pagina Drive Properties, especifique las propiedades de la unidad:
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Propiedad

Asignacion automatica

Asignar letra de unidad

Utilice punto de montaje de volumen

No asigne la letra de unidad ni el punto de
montaje de volumen

Descripcion

Permita que SnapCenter asigne de forma
automatica un punto de montaje de volumen
segun la unidad del sistema.

Por ejemplo, si la unidad del sistema es C:, la
propiedad de asignacion automatica crea un
punto de montaje de volumen debajo de la unidad
C: (C:\scmnpt\). La propiedad de asignacién
automatica no es compatible con los discos
compartidos.

Monte el disco en la unidad seleccionada en la
lista desplegable contigua.

Monte el disco en la ruta de unidad especificada
en el campo contiguo.

La raiz del punto de montaje de volumen debe
ser propiedad del host en el que se crea el disco.

Seleccione esta opcidn si prefiere montar el disco
manualmente en Windows.

8. En la pagina Map LUN, seleccione el iniciador de iSCSI o FC en el host:

En este campo...

Host

Elija iniciador del host

Realice lo siguiente...

Haga doble clic en el nombre del grupo de
clusteres para ver una lista desplegable de los
hosts que pertenecen al cluster y, a continuacion,
seleccione el host para el iniciador.

Este campo solo se muestra si el LUN se
comparte entre los hosts de un cluster de
conmutacion al nodo de respaldo de Windows
Server.

Seleccione Fibre Channel 0 iSCSl y, a
continuacion, seleccione el iniciador en el host.

Puede seleccionar varios iniciadores de FC si
utiliza FC con MPIO.

9. En la pagina Group Type, especifique si desea asignar un igroup existente al LUN o crear un igroup

nuevo:



Seleccione... Si...

Cree un nuevo igroup para los iniciadores Desea crear un nuevo igroup para los iniciadores
seleccionados seleccionados.

Seleccione un igroup existente o especifique un  Desea especificar un igroup existente para los
nuevo igroup para los iniciadores seleccionados iniciadores seleccionados o crear un nuevo igroup
con el nombre que especifique.

Escriba el nombre del igroup en el campo igroup
name. Escriba las primeras letras del nombre del
igroup existente para que el campo se complete
automaticamente.

10. En la pagina Resumen, revise las selecciones y haga clic en Finalizar.

SnapCenter conecta el LUN a la unidad o la ruta de unidad especificada en el host.

Desconectar un disco

Es posible desconectar un LUN de un host sin afectar el contenido del LUN, con una excepcién: Si se
desconecta un clon antes de haberlo dividido, se pierde el contenido del clon.

Antes de empezar
» Asegurese de que ninguna aplicacioén utilice el LUN.

* Asegurese de que el LUN no se supervise con software de supervision.

« Si el LUN es compartido, asegurese de quitar las dependencias de recursos de cluster del LUN y verificar
que todos los nodos en el cluster estén encendidos, funcionen correctamente y estén disponibles para
SnapCenter.

Acerca de esta tarea

Si desconecta un LUN en un volumen FlexClone que ha creado SnapCenter y ningun otro LUN del volumen
esta conectado, SnapCenter lo elimina. Antes de desconectar el LUN, SnapCenter muestra un mensaje para
advertir que se puede eliminar el volumen de FlexClone.

Para evitar la eliminaciéon automatica del volumen de FlexClone, se recomienda cambiar el nombre del
volumen antes de desconectar el ultimo LUN. Al cambiar el nombre del volumen, asegurese de cambiar varios
caracteres, no solo el ultimo caracter del nombre.
* Pasos*
1. En el panel de navegacion de la izquierda, haga clic en hosts.
2. En la pagina hosts, haga clic en Disks.

3. Seleccione el host en la lista desplegable Host.
Se muestra una lista de los discos.

4. Seleccione el disco que desea desconectar y haga clic en desconectar.

5. En el cuadro de didlogo desconectar disco, haga clic en Aceptar.
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SnapCenter desconectara el disco.

Eliminar un disco

Es posible eliminar un disco cuando ya no se necesita. Después de eliminar un disco, no se puede recuperar.

» Pasos*
1. En el panel de navegacion de la izquierda, haga clic en hosts.
2. Enla pagina hosts, haga clic en Disks.

3. Seleccione el host en la lista desplegable Host.
Se muestra una lista de los discos.

4. Seleccione el disco que desea eliminar y, a continuacion, haga clic en Eliminar.

5. En el cuadro de dialogo Eliminar disco, haga clic en Aceptar.

SnapCenter eliminara el disco.

Cree y gestione recursos compartidos de SMB

Para configurar un recurso compartido de SMB3 en una maquina virtual de
almacenamiento (SVM), se puede usar la interfaz de usuario de SnapCenter o cmdlets
de PowerShell.

Mejor practica: se recomienda utilizar los cmdlets porque le permite aprovechar las plantillas proporcionadas
con SnapCenter para automatizar la configuraciéon de recursos compartidos.

Las plantillas engloban practicas recomendadas para configuraciones de volimenes y recursos compartidos.
Las plantillas se encuentran en la carpeta Templates de la carpeta de instalacion para el paquete de plugins
de SnapCenter para Windows.

Si se siente comodo, puede seguir los modelos proporcionados para crear sus propias
plantillas. Debe revisar los parametros en la documentacion de cmdlet antes de crear una
plantilla personalizada.

Cree un recurso compartido de SMB

Puede usar la pagina SnapCenter Shares para crear un recurso compartido de SMB3 en una maquina virtual
de almacenamiento (SVM).

No se puede usar SnapCenter para realizar backups de bases de datos en recursos compartidos de SMB. La
compatibilidad con SMB se limita al aprovisionamiento.
» Pasos*
1. En el panel de navegacion de la izquierda, haga clic en hosts.
2. En la pagina hosts, haga clic en shares.
3. Seleccione la SVM de la lista desplegable Storage Virtual Machine.

4. Haga clic en Nuevo.
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Se abrira el cuadro de dialogo New Share.

5. En el cuadro de dialogo New Share, defina el recurso compartido:

En este campo... Realice lo siguiente...

Descripcion Introduzca un texto descriptivo para el recurso
compartido.

Nombre del recurso compartido Introduzca el nombre del recurso compartido, por

ejemplo, test_share.

El nombre que se introduce para el recurso
compartido también se utiliza como nombre del
volumen.

El nombre del recurso compartido:

* Debe ser una cadena UTF-8.

* No debe incluir los siguientes caracteres:
Caracteres de control de 0x00 a 0x1F (ambos
inclusive), 0x22 (comillas dobles) y los
caracteres especiales \ / [ ]

(vertical bar) < >+ =,; , ?

Comparta la ruta * Haga clic en el campo para introducir una
nueva ruta de acceso al sistema de archivos,
por ejemplo, /.

» Haga doble clic en el campo para seleccionar
una de la lista de rutas de acceso al sistema
de archivos.

6. Cuando se sienta conforme con las entradas, haga clic en Aceptar.

SnapCenter creara el recurso compartido de SMB en la SVM.

Eliminar un recurso compartido de SMB

Es posible eliminar un recurso compartido de SMB cuando ya no se necesita.

» Pasos*
1. En el panel de navegacion de la izquierda, haga clic en hosts.
2. En la pagina hosts, haga clic en shares.

3. En la pagina Shares, haga clic en el campo Storage Virtual Machine para ver una lista desplegable
de las maquinas virtuales de almacenamiento (SVM) disponibles y seleccione la SVM para el recurso
compartido que desea eliminar.

4. En la lista de recursos compartidos de la SVM, seleccione el recurso que desea eliminar y haga clic en
Eliminar.

5. En el cuadro de didlogo Eliminar recurso compartido, haga clic en Aceptar.
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SnapCenter eliminara el recurso compartido de SMB de la SVM.

Recupere espacio en el sistema de almacenamiento

Si bien NTFS hace un seguimiento del espacio disponible en un LUN cuando se
modifican o se eliminan archivos, no provee la nueva informacién al sistema de
almacenamiento. Es posible ejecutar la recuperacion de espacio mediante el cmdlet de
PowerShell en el host del plugin para Windows a fin de garantizar que los bloques recién
liberados se marquen como disponibles en el almacenamiento.

Si ejecuta el cmdlet en un host de plugin remoto, debe ejecutar el cmdlet SnapCenterOpen-SMConnection
para abrir una conexién con el servidor de SnapCenter.

Antes de empezar

* Antes de ejecutar una operacion de restauracion, debe asegurarse de que el proceso de recuperacion de
espacio se haya completado.

 Si el LUN se comparte entre los hosts de un clister de conmutacion al nodo de respaldo de Windows
Server, debe ejecutar la recuperacion de espacio en el host propietario del grupo de clusteres.

» Para que el almacenamiento alcance un rendimiento optimo, la recuperacion de espacio debe ejecutarse
con la mayor frecuencia posible.

Debe asegurarse de que se haya analizado el sistema de archivos NTFS completo.

Acerca de esta tarea
» La recuperacion de espacio consume mucho tiempo y recursos de CPU, por lo que generalmente se

recomienda ejecutar la operaciéon cuando el uso del sistema de almacenamiento y del host de Windows es
bajo.

* En la recuperacion de espacio, se recupera casi todo el espacio disponible, aunque no el 100 %.

* No debe ejecutar la desfragmentacion del disco al mismo tiempo que esta realizando la recuperacion de
espacio.

Ya que al hacerlo se ralentiza el proceso de recuperacion.

Paso
Desde el simbolo del sistema de PowerShell en el servidor de aplicaciones, escriba el siguiente comando:
Invoke-SdHostVolumeSpaceReclaim -Path drive path

Drive_path es la ruta de la unidad asignada al LUN.

Aprovisionar el almacenamiento mediante cmdlets de PowerShell

Si no desea utilizar la interfaz grafica de usuario de SnapCenter para realizar trabajos de
aprovisionamiento de hosts y reclamacion de espacio, puede utilizar los cmdlets de
PowerShell que ofrece el plugin de SnapCenter para Microsoft Windows. Puede usar los
cmdlets directamente o afiadirlos a scripts.
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Si ejecuta los cmdlets en el host de un plugin remoto, debe ejecutar el cmdlet SnapCenter Open-
SMConnection para abrir una conexion con el servidor SnapCenter.

La informacion relativa a los parametros que se pueden utilizar con el cmdlet y sus descripciones se puede
obtener ejecutando Get-Help nombre_comando. Alternativamente, también puede consultar la "Guia de
referencia de cmdlets de SnapCenter Software".

Si los cmdlets de PowerShell de SnapCenter se rompen debido a la eliminacion de SnapDrive para Windows
del servidor, consulte "Los cmdlets de SnapCenter se rompen cuando se desinstala SnapDrive para
Windows".

Aprovisione almacenamiento en entornos VMware

Es posible usar el plugin de SnapCenter para Microsoft Windows en entornos de
VMware para crear y gestionar LUN, asi como para gestionar copias de Snapshot.

Plataformas de sistemas operativos invitados compatibles con VMware

* Versiones compatibles de Windows Server
» Configuraciones de clusteres de Microsoft

Compatible con un maximo de 16 nodos admitidos en VMware al usar el iniciador de software iSCSI de
Microsoft, o hasta dos nodos usando FC

* LUN de RDM

Compatible con un maximo de 56 LUN de RDM con cuatro controladoras SCSI LS| Logic para RDMS
normales, o0 42 LUN de RDM con tres controladoras SCSI LS| Logic en una configuracién del plugin para
Windows de buzén a buzén MSCS para maquinas virtuales VMware

Admite controladoras SCSI paravirtual de VMware. Los discos RDM pueden admitir 256 discos.

Para obtener la informacion mas reciente sobre las versiones compatibles, consulte "Herramienta de matriz de
interoperabilidad de NetApp".

Limitaciones relacionadas con el servidor ESXi de VMware

* No se admite la instalacion del plugin para Windows en un cluster de Microsoft de maquinas virtuales
donde se utilizan credenciales de ESXi.

Al instalar el plugin para Windows en maquinas virtuales almacenadas en cluster, se deben utilizar
credenciales de vCenter.

* Todos los nodos almacenados en cluster deben utilizar el mismo ID objetivo (en el adaptador SCSI virtual)
para el mismo disco almacenado en cluster.

* Cuando se crea un LUN de RDM fuera del plugin para Windows, es necesario reiniciar el servicio de
plugin para que este pueda reconocer el disco recientemente creado.

* No se pueden utilizar iniciadores de iSCSI y FC al mismo tiempo en un sistema operativo invitado de
VMware.
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Privilegios minimos de vCenter requeridos para operaciones de RDM en SnapCenter

Debe tener los siguientes privilegios de vCenter en el host para ejecutar operaciones de RDM en un sistema
operativo invitado:

* Almacén de datos: Quitar archivo

* Host: Configuracion > Configuracion de la particion de almacenamiento

* Maquina virtual: Configuracién

Debe asignar estos privilegios a una funcion en el nivel de Virtual Center Server. El rol al que se asignen estos
privilegios no puede asignarse a quien no tenga privilegios de usuario raiz.

Después de asignar estos privilegios, puede instalar el plugin para Windows en el sistema operativo invitado.

Gestione LUN de RDM FC en un cluster de Microsoft

Es posible utilizar el plugin para Windows para gestionar un cluster de Microsoft mediante LUN de RDM FC,
pero primero es necesario crear el quérum de RDM compartido y el almacenamiento compartido fuera del
plugin, para luego anadir los discos a las maquinas virtuales del cluster.

A partir de ESXi 5.5, también es posible utilizar hardware ESX iSCSI| y FCoE para gestionar un cluster de
Microsoft. El plugin para Windows incluye soporte preconfigurado para clusteres de Microsoft.

Requisitos

El plugin para Windows ofrece compatibilidad con clusteres de Microsoft que utilizan LUN de RDM FC en dos
maquinas virtuales distintas que pertenecen a dos servidores ESX o ESXi diferentes, también denominadas
clusteres en todos los cuadros, cuando se satisfacen requisitos de configuracion especificos.

* Las maquinas virtuales (VM) deben ejecutar la misma versién de Windows Server.

* Las versiones del servidor ESX o ESXi deben ser las mismas para cada host primario de VMware.

» Cada host primario debe tener al menos dos adaptadores de red.

* Debe haber al menos un almacén de datos de VMware Virtual Machine File System (VMFS) compartido
entre los dos servidores ESX o ESXi.

* VMware recomienda que el almacén de datos compartido se cree en una FC SAN.
Si es necesario, el almacén de datos compartido también puede crearse a través de iISCSI.

» EI LUN de RDM compartido debe estar en modo de compatibilidad fisica.

* EI LUN de RDM compartido debe crearse manualmente fuera del plugin para Windows.
No se pueden usar discos virtuales para almacenamiento compartido.

* Debe haber una controladora SCSI configurada en cada maquina virtual en el cluster que se encuentra en
modo de compatibilidad fisica:

Windows Server 2008 R2 requiere que configure la controladora SCSI LSI Logic SAS en cada maquina
virtual. Los LUN compartidos no pueden utilizar las controladoras LS| Logic SAS si solo existe una de su
tipo y ya esta conectada a la unidad C.

No se admiten controladoras SCSI de tipo paravirtual en clusteres de Microsoft de VMware.
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Cuando agrega un controlador SCSI a un LUN compartido en una maquina virtual en modo
@ de compatibilidad fisica, debe seleccionar la opcion asignaciones de dispositivos sin
formato (RDM) y no la opcion Crear un nuevo disco en VMware Infrastructure Client.

* Los clusteres de maquinas virtuales de Microsoft no pueden formar parte de un cluster de VMware.

» Es necesario utilizar credenciales de vCenter, no de ESX o ESXi al instalar el plugin para Windows en
maquinas virtuales que pertenecen a un cluster de Microsoft.

* El plugin para Windows no puede crear un iGroup individual con iniciadores de varios hosts.

El igroup que contiene los iniciadores de todos los hosts ESXi debe crearse en la controladora de

almacenamiento antes de crear los LUN de RDM que se utilizaran como discos de clusteres compartidos.

» Asegurese de crear un LUN de RDM en ESXi 5.0 con un iniciador FC.

Cuando se crea un LUN de RDM, se crea un iGroup con ALUA.

Limitaciones

El plugin para Windows admite clusteres de Microsoft cuando se utilizan LUN de RDM FC/iSCSI en maquinas

virtuales diferentes pertenecientes a servidores ESX o ESXi diferentes.
@ Esta funcion no es compatible con las versiones anteriores a ESX 5.5i.

* El plugin para Windows no admite clusteres en almacenes de datos ESX iSCSI y NFS.

* El plugin para Windows no admite iniciadores mixtos en un entorno de clusteres.
Los iniciadores deben ser FC o Microsoft iSCSI, pero no ambos.
* No se admiten los iniciadores de ESX iSCSI y los adaptadores de bus de host en los discos compartidos

de un cluster de Microsoft.

* El plugin para Windows no admite la migracion de maquinas virtuales con vMotion si las maquinas
virtuales forman parte de un cluster de Microsoft.

* El plugin para Windows no admite MPIO en maquinas virtuales de un cluster de Microsoft.

Cree un LUN de RDM FC compartido

Para poder utilizar LUN de RDM FC a fin de compartir almacenamiento entre los nodos de un cluster de
Microsoft, primero es necesario crear el disco de quérum compartido y el disco de almacenamiento
compartido, y afiadirlos a las dos maquinas virtuales en el cluster.

El disco compartido no se crea mediante el plugin para Windows. Debe crear y luego agregar el LUN
compartido a cada maquina virtual del cluster. Para obtener mas informacion, consulte "Equipos virtuales en
cluster entre hosts fisicos".

Configure las conexiones MySQL protegidas con
SnapCenter Server

Es posible generar certificados de capa de sockets seguros (SSL) y archivos de claves
para proteger la comunicacion entre SnapCenter Server y MySQL Server en
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configuraciones independientes o configuraciones de balanceo de carga de red (NLB).

Configure conexiones MySQL protegidas para configuraciones de servidor
SnapCenter independientes

Es posible generar certificados de capa de sockets seguros (SSL) y archivos de claves para proteger la
comunicacion entre SnapCenter Server y MySQL Server. Los certificados y los archivos de claves se deben
configurar en MySQL Server y SnapCenter Server.

Se generan los siguientes certificados:

* Certificado de CA

* Archivo de claves privadas y certificado publico de servidor

 Archivo de claves privadas y certificado publico de cliente

* Pasos*
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1. Para configurar los certificados de SSL y los archivos de claves para servidores y clientes MySQL en

Windows, utilice el comando openssil.

Para obtener mas informacion, consulte "MySQL version 5.7: Creacion de claves y certificados SSL
mediante openssl"

El valor de nombre comun que se usa para el certificado de servidor, el certificado de
cliente y los archivos de claves debe ser distinto del valor de nombre comun que se

@ utiliza para el certificado de CA. Si los valores de nombre comun son los mismos, el
certificado y los archivos de claves producen errores en los servidores compilados con
OpenSSL.

Mejor practica: debe utilizar el nombre de dominio completo (FQDN) del servidor como nombre
comun para el certificado de servidor.

. Copie los certificados de SSL y los archivos de claves en la carpeta MySQL Data.

La ruta predeterminada de la carpeta MySQL Data es
C:\ProgramData\NetApp\SnapCenter\MySQL Data\Data\.

3. Actualice las rutas del certificado de CA, del certificado publico de servidor, del certificado publico de

cliente, de la clave privada de servidor y de la clave privada de cliente en el archivo de configuracion
del servidor MySQL (my.ini).

La ruta predeterminada del archivo de configuracién del servidor MySQL (my.ini) es
C:\ProgramData\NetApp\SnapCenter\MySQL Data\my.ini.

Debe especificar las rutas del certificado de CA, del certificado publico de servidor y de
la clave privada de servidor en la seccion [mysqld] del archivo de configuracion del
servidor MySQL (my.ini).

Debe especificar las rutas del certificado de CA, del certificado publico de cliente y de la clave privada
de cliente en la seccion [client] del archivo de configuracion del servidor MySQL (my.ini).

En el siguiente ejemplo, se muestran los certificados y los archivos de claves copiados en la seccion
[mysqld] del archivo my.ini en la carpeta predeterminada


https://dev.mysql.com/doc/refman/5.7/en/creating-ssl-files-using-openssl.html
https://dev.mysql.com/doc/refman/5.7/en/creating-ssl-files-using-openssl.html

C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data

ssl-ca="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/ca.pem"

ssl-cert="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/server-

cert.pem"

ssl-key="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/server-
key.pem"

En el siguiente ejemplo, se muestran las rutas actualizadas en la seccion [client] del archivo my.inil.

ssl-ca="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/ca.pem"

ssl-cert="C:/ProgrambData/NetApp/SnapCenter/MySQL Data/Data/client-

cert.pem"

ssl-key="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/client-
key.pem"

. Detenga la aplicacion web del servidor SnapCenter en el servidor de informacion de Internet (11S).
. Reinicie el servicio MySQL.

. Actualice el valor de la clave MySQLProtocol en el archivo web.config.

En el siguiente ejemplo, se muestra el valor de la clave MySQLProtocol actualizada en el archivo
web.config.

<add key="MySQLProtocol" wvalue="SSL" />

. Actualice el archivo web.config con las rutas proporcionadas en la seccion [client] del archivo my.inil.

En el siguiente ejemplo, se muestran las rutas actualizadas en la seccion [client] del archivo my.inil.

<add key="ssl-client-cert" value="C:/ProgramData/NetApp/SnapCenter/MySQL
Data/Data/client-cert.pem" />
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<add key="ssl-client-key" value="C:/ProgramData/NetApp/SnapCenter/MySQL
Data/Data/client-key.pem" />

<add key="ssl-ca" value="C:/ProgramData/NetApp/SnapCenter/MySQL
Data/Data/ca.pem" />

1. Inicie la aplicacion web del servidor SnapCenter en IIS.

Configure conexiones MySQL protegidas para configuraciones de alta
disponibilidad

Es posible generar certificados de capa de sockets seguros (SSL) y archivos de claves para los dos nodos de
alta disponibilidad (ha) a fin de proteger la comunicacion entre SnapCenter Server y los servidores MySQL.
Los certificados y los archivos de claves se deben configurar en las instancias de MySQL Server y en los
nodos ha.

Se generan los siguientes certificados:
« Certificado de CA

Se genera un certificado de CA en uno de los nodos ha, y este certificado de CA se copia en el otro nodo
ha.

« Certificado publico de servidor y archivos de claves privadas de servidor en los dos nodos de alta
disponibilidad

« Certificado publico de cliente y archivos de claves privadas de cliente en los dos nodos de alta
disponibilidad

» Pasos*

1. Para el primer nodo ha, configure los certificados de SSL y los archivos de claves para servidores y
clientes MySQL en Windows con el comando openssi.

Para obtener mas informacion, consulte "MySQL version 5.7: Creacion de claves y certificados SSL
mediante openssl"

El valor de nombre comun que se usa para el certificado de servidor, el certificado de
cliente y los archivos de claves debe ser distinto del valor de nombre comun que se

@ utiliza para el certificado de CA. Si los valores de nombre comun son los mismos, el
certificado y los archivos de claves producen errores en los servidores compilados con
OpenSSL.

Mejor practica: debe utilizar el nombre de dominio completo (FQDN) del servidor como nombre
comun para el certificado de servidor.

2. Copie los certificados de SSL y los archivos de claves en la carpeta MySQL Data.

La ruta predeterminada de la carpeta MySQL Data es C:\ProgramData\NetApp\SnapCenter\MySQL
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Data\Data\.

3. Actualice las rutas del certificado de CA, del certificado publico de servidor, del certificado publico de
cliente, de la clave privada de servidor y de la clave privada de cliente en el archivo de configuracion
del servidor MySQL (my.ini).

La ruta predeterminada del archivo de configuracion del servidor MySQL (my.ini) es
C:\ProgramData\NetApp\SnapCenter\MySQL Data\my.inl.

Debe especificar las rutas del certificado de CA, del certificado publico de servidor y de
la clave privada de servidor en la seccion [mysqld] del archivo de configuracion del
servidor MySQL (my.ini).

Debe especificar las rutas del certificado de CA, del certificado publico de cliente y de la clave privada
de cliente en la seccion [client] el archivo de configuracion del servidor MySQL (my.ini).

En el siguiente ejemplo, se muestran los certificados y los archivos de claves copiados en la seccion
[mysqld] del archivo my.ini en la carpeta predeterminada C:/ProgramData/NetApp/SnapCenter/MySQL
Data/Data.

ssl-ca="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/ca.pem"

ssl-cert="C:/ProgrambData/NetApp/SnapCenter/MySQL Data/Data/server-
cert.pem"

ssl-key="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/server-
key.pem"

En el siguiente ejemplo, se muestran las rutas actualizadas en la seccion [client] del archivo my.inil.

ssl-ca="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/ca.pem"

ssl-cert="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/client-
cert.pem"

ssl-key="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/client-
key.pem"

4. Para el segundo nodo ha, copie el certificado de CA 'y genere un certificado publico de servidor,
archivos de claves privadas de servidor, un certificado publico de cliente y archivos de claves privadas
de cliente. siga estos pasos:

a. En la carpeta MySQL Data del segundo nodo NLB, copie el certificado de CA generado en el
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primer nodo de alta disponibilidad.

La ruta predeterminada de la carpeta MySQL Data es
C:\ProgramData\NetApp\SnapCenter\MySQL Data\Data\.

No debe volver a crear un certificado de CA. Debe crear Unicamente el certificado
publico de servidor, el certificado publico de cliente, el archivo de claves privadas de
servidor y el archivo de claves privadas de cliente.

. Para el primer nodo ha, configure los certificados de SSL y los archivos de claves para servidores

y clientes MySQL en Windows con el comando openssl.

"MySQL version 5.7: Creacion de claves y certificados SSL mediante openssl"

El valor de nombre comun que se usa para el certificado de servidor, el certificado
de cliente y los archivos de claves debe ser distinto del valor de nombre comun que

@ se utiliza para el certificado de CA. Si los valores de nombre comun son los mismos,
el certificado y los archivos de claves producen errores en los servidores
compilados con OpenSSL.

Se recomienda usar el nombre de dominio completo del servidor como nombre comun para el
certificado del servidor.

. Copie los certificados de SSL y los archivos de claves en la carpeta MySQL Data.

. Actualice las rutas del certificado de CA, del certificado publico de servidor, del certificado publico

de cliente, de la clave privada de servidor y de la clave privada de cliente en el archivo de
configuracion del servidor MySQL (my.ini).

Debe especificar las rutas del certificado de CA, del certificado publico de servidor y
@ de la clave privada de servidor en la seccion [mysqld] del archivo de configuracion
del servidor MySQL (my.ini).

Debe especificar las rutas del certificado de CA, del certificado publico de cliente y de la clave
privada de cliente en la seccion [client] del archivo de configuracion del servidor MySQL (my.ini).

En el siguiente ejemplo, se muestran los certificados y los archivos de claves copiados en la

seccion [mysqld] del archivo my.ini en la carpeta predeterminada
C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data.

ssl-ca="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/ca.pem"

ssl-cert="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/server-
cert.pem"

ssl-key="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/server-
key.pem"
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En el siguiente ejemplo, se muestran las rutas actualizadas en la seccion [client] del archivo
my.inil.

ssl-ca="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/ca.pem"

ssl-cert="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/server-
cert.pem"

ssl-key="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/server-
key.pem"

. Detenga la aplicacion web del servidor SnapCenter en el servidor de informacioén de Internet (11S) en
los dos nodos ha.

. Reinicie el servicio MySQL en los dos nodos ha.
7. Actualice el valor de la clave MySQLProtocol del archivo web.config en los dos nodos de alta
disponibilidad.

En el siguiente ejemplo, se muestra el valor de la clave MySQLProtocol actualizada en el archivo
web.config.
<add key="MySQLProtocol" wvalue="SSL" />
. Actualice el archivo web.config con las rutas especificadas en la seccion [client] del archivo my.ini en
los dos nodos de alta disponibilidad.
En el siguiente ejemplo, se muestran las rutas actualizadas en la seccion [client] de los archivos

my.inil.

<add key="ssl-client-cert" value="C:/ProgramData/NetApp/SnapCenter/MySQL
Data/Data/client-cert.pem" />

<add key="ssl-client-key" value="C:/ProgramData/NetApp/SnapCenter/MySQL
Data/Data/client-key.pem" />
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<add key="ssl-ca" value="C:/ProgramData/NetApp/SnapCenter/MySQL
Data/Data/ca.pem" />

1. Inicie la aplicacion web servidor SnapCenter en IIS en los dos nodos ha.

2. Use el cmdlet Set-SmRepositoryConfig -RebuildSlave -Force de PowerShell con la opcion -Force en
uno de los nodos de alta disponibilidad para establecer la replicacion de MySQL protegida en los dos
nodos de alta disponibilidad.

Aunque el estado de la replicacién sea correcto, la opcidn -Force permite reconstruir el repositorio
esclavo.

Funciones habilitadas en su host de Windows durante la
instalacion

El instalador de SnapCenter Server habilita las funciones de Windows y los roles en el
host de Windows durante la instalacién Esto puede ser interesante en el caso de que
tenga que realizar labores de solucion de problemas y de mantenimiento en el sistema

del host.

100



101



Categoria Funcién
Servidor web » Servicios de Informacion de Internet
» Servicio World Wide Web
 Caracteristicas HTTP comunes
o Documento predeterminado
o Exploracion de directorios
o Errores HTTP
> Redireccion HTTP
o Contenido estatico
o Publicacién en WebDAV
» Estado y diagnéstico
o Registro personalizado
o Registro HTTP
o Herramientas de registro
o Supervisor de solicitudes
> Seguimiento
 Caracteristicas de rendimiento
o Compresioén de contenido estatico
» Seguridad
o Seguridad IP
o Autenticacion basica

o Compatibilidad centralizada con certificados
SSL

o Autenticacion por asignacion de certificados
de clientes

> Autenticacion de asignaciones de certificado
de cliente de IIS

o Restricciones de IP y dominio
o Filtrado de solicitudes
o Autorizacion para URL
o Autenticacion de Windows

» Caracteristicas de desarrollo de aplicaciones
o Extensibilidad de .NET 4.5
o Inicializacién de aplicaciones
o ASP.NET 4.7.2
o Inclusion del lado servidor
> Protocolo WebSocket

* Herramientas de gestién

Consola de gestion de IIS
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Categoria

Scripts y herramientas de gestion de IS

NET Framework 4.7.2 Features

Cola de mensajes

Servicio de activacion de procesos de Windows

API de configuracién

Funcién
* Servicio de gestion de lIS

* Herramientas de gestion web

* .NET Framework 4.7.2
« ASP.NET 4.7.2

» Activacion HTTP de Windows Communication
Foundation (WCF) 45

o Activacion de TCP
o Activacion HTTP
o Activacién de Message Queuing (MSMQ)

Para obtener informacién especifica sobre la solucion
de problemas de .NET, consulte "La actualizacion o
instalacion de SnapCenter falla para sistemas
heredados que no tienen conectividad a Internet".

» Servicios de Message Queue Server

Asegurese de que ninguna otra
aplicacion utiliza el servicio MSMQ
que SnapCenter crea y administra.

» Servidor MSMQ

* Modelo de proceso

Todo
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Informacién de copyright

Copyright © 2025 NetApp, Inc. Todos los derechos reservados. Imprimido en EE. UU. No se puede reproducir
este documento protegido por copyright ni parte del mismo de ninguna forma ni por ningin medio (grafico,
electrénico o mecanico, incluidas fotocopias, grabaciones o almacenamiento en un sistema de recuperacion
electrénico) sin la autorizacion previa y por escrito del propietario del copyright.

El software derivado del material de NetApp con copyright esta sujeto a la siguiente licencia y exencion de
responsabilidad:

ESTE SOFTWARE LO PROPORCIONA NETAPP «TAL CUAL» Y SIN NINGUNA GARANTIA EXPRESA O
IMPLICITA, INCLUYENDO, SIN LIMITAR, LAS GARANTIAS IMPLICITAS DE COMERCIALIZACION O
IDONEIDAD PARA UN FIN CONCRETO, CUYA RESPONSABILIDAD QUEDA EXIMIDA POR EL PRESENTE
DOCUMENTO. EN NINGUN CASO NETAPP SERA RESPONSABLE DE NINGUN DANO DIRECTO,
INDIRECTO, ESPECIAL, EJEMPLAR O RESULTANTE (INCLUYENDO, ENTRE OTROS, LA OBTENCION
DE BIENES O SERVICIOS SUSTITUTIVOS, PERDIDA DE USO, DE DATOS O DE BENEFICIOS, O
INTERRUPCION DE LAACTIVIDAD EMPRESARIAL) CUALQUIERA SEA EL MODO EN EL QUE SE
PRODUJERON Y LA TEORIA DE RESPONSABILIDAD QUE SE APLIQUE, YA SEA EN CONTRATO,
RESPONSABILIDAD OBJETIVA O AGRAVIO (INCLUIDA LA NEGLIGENCIA U OTRO TIPO), QUE SURJAN
DE ALGUN MODO DEL USO DE ESTE SOFTWARE, INCLUSO S| HUBIEREN SIDO ADVERTIDOS DE LA
POSIBILIDAD DE TALES DANOS.

NetApp se reserva el derecho de modificar cualquiera de los productos aqui descritos en cualquier momento y
sin aviso previo. NetApp no asume ningun tipo de responsabilidad que surja del uso de los productos aqui
descritos, excepto aquello expresamente acordado por escrito por parte de NetApp. El uso o adquisiciéon de
este producto no lleva implicita ninguna licencia con derechos de patente, de marcas comerciales o cualquier
otro derecho de propiedad intelectual de NetApp.

Es posible que el producto que se describe en este manual esté protegido por una o mas patentes de EE.
UU., patentes extranjeras o solicitudes pendientes.

LEYENDA DE DERECHOS LIMITADOS: el uso, la copia o la divulgacion por parte del gobierno estan sujetos
a las restricciones establecidas en el subparrafo (b)(3) de los derechos de datos técnicos y productos no
comerciales de DFARS 252.227-7013 (FEB de 2014) y FAR 52.227-19 (DIC de 2007).

Los datos aqui contenidos pertenecen a un producto comercial o servicio comercial (como se define en FAR
2.101) y son propiedad de NetApp, Inc. Todos los datos técnicos y el software informatico de NetApp que se
proporcionan en este Acuerdo tienen una naturaleza comercial y se han desarrollado exclusivamente con
fondos privados. El Gobierno de EE. UU. tiene una licencia limitada, irrevocable, no exclusiva, no transferible,
no sublicenciable y de alcance mundial para utilizar los Datos en relacion con el contrato del Gobierno de los
Estados Unidos bajo el cual se proporcionaron los Datos. Excepto que aqui se disponga lo contrario, los Datos
no se pueden utilizar, desvelar, reproducir, modificar, interpretar o mostrar sin la previa aprobacién por escrito
de NetApp, Inc. Los derechos de licencia del Gobierno de los Estados Unidos de América y su Departamento
de Defensa se limitan a los derechos identificados en la clausula 252.227-7015(b) de la seccién DFARS (FEB
de 2014).

Informacién de la marca comercial
NETAPP, el logotipo de NETAPP y las marcas que constan en http://www.netapp.com/TM son marcas

comerciales de NetApp, Inc. El resto de nombres de empresa y de producto pueden ser marcas comerciales
de sus respectivos propietarios.

104


http://www.netapp.com/TM

	Instalación del servidor SnapCenter : SnapCenter Software 4.9
	Tabla de contenidos
	Instalación del servidor SnapCenter
	Flujo de trabajo de instalación
	Prepare la instalación del servidor SnapCenter
	Requisitos de dominio y grupo de trabajo
	Requisitos de espacio y de tamaño
	Requisitos del host SAN
	Sistemas de almacenamiento y aplicaciones compatibles
	Exploradores compatibles
	Requisitos de conexión y puerto
	Licencias SnapCenter
	Métodos de autenticación para las credenciales
	Conexiones de almacenamiento y credenciales
	Autenticación multifactor (MFA)

	Instale el servidor SnapCenter
	Inicie sesión en SnapCenter mediante la autorización de RBAC
	Inicie sesión en SnapCenter con la autenticación multifactor (MFA)
	Modifique el tiempo de espera de sesión de interfaz gráfica de usuario predeterminada de SnapCenter
	Proteja el servidor web de SnapCenter mediante la desactivación de SSL 3.0

	Configurar certificado de CA
	Genere un archivo CSR de certificado de CA
	Importar certificados de CA
	Obtenga la huella digital del certificado de CA
	Configure el certificado de CA con servicios de plugins de host de Windows
	Configurar el certificado de CA con el sitio SnapCenter
	Habilite los certificados de CA para SnapCenter

	Configure y habilite la comunicación SSL bidireccional
	Configure la comunicación SSL bidireccional
	Active la comunicación SSL bidireccional

	Configure la autenticación basada en certificados
	Exporte certificados de entidad de certificación (CA) del servidor SnapCenter
	Importe el certificado de una entidad de certificación (CA) en los hosts del plugin de Windows
	Importe el certificado de CA a los plugins de host UNIX y configure los certificados raíz o intermedios en el almacén de confianza de SPL
	Habilite la autenticación basada en certificados

	Configure Active Directory, LDAP y LDAPS
	Registrar dominios de Active Directory que no son de confianza
	Configure el certificado de cliente de CA para LDAPS

	Configuración de la alta disponibilidad
	Configurar servidores SnapCenter para alta disponibilidad mediante F5
	Configure el balanceador de carga de red de Microsoft manualmente
	Cambie de NLB a F5 para ofrecer alta disponibilidad
	Alta disponibilidad del repositorio MySQL de SnapCenter
	Exportar certificados SnapCenter

	Configurar el control de acceso basado en roles (RBAC)
	Añada un usuario o grupo y asigne roles y activos
	Crear un rol
	Añadir un rol de RBAC de ONTAP mediante comandos de inicio de sesión de seguridad
	Cree roles de SVM con privilegios mínimos
	Cree roles de clúster ONTAP con privilegios mínimos
	Configure los grupos de aplicaciones de IIS para habilitar los permisos de lectura de Active Directory

	Configure los ajustes del registro de auditoría
	Añadir sistemas de almacenamiento
	Añada licencias estándar basadas en controladora de SnapCenter
	Paso 1: Verifique si la licencia de SnapManager Suite está instalada
	Paso 2: Identificar las licencias instaladas en la controladora
	Paso 3: Recupere el número de serie de la controladora
	Paso 4: Recupere el número de serie de la licencia basada en controladora
	Paso 5: Añada una licencia basada en controladora
	Paso 6: Eliminar la licencia de prueba

	Añada licencias basadas en capacidad estándar de SnapCenter
	Paso 1: Calcular los requisitos de capacidad
	Paso 2: Recupere el número de serie de licencia basada en capacidad
	Paso 3: Generar un archivo de licencia de NetApp
	Paso 4: Añada una licencia basada en capacidad

	Aprovisione su sistema de almacenamiento
	Aprovisionar almacenamiento en hosts Windows
	Aprovisione almacenamiento en entornos VMware

	Configure las conexiones MySQL protegidas con SnapCenter Server
	Configure conexiones MySQL protegidas para configuraciones de servidor SnapCenter independientes
	Configure conexiones MySQL protegidas para configuraciones de alta disponibilidad

	Funciones habilitadas en su host de Windows durante la instalación


