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Configurar hosts

Puede agregar, ver y quitar hosts o clusteres principales de Hyper-V mediante
SnapManager para Hyper-V.

Requisitos para anadir un host principal o un cluster de
hosts de Hyper-V.

Debe tener disponible toda la informacién de configuracién necesaria antes de afiadir un
host principal o un cluster de hosts a SnapManager para Hyper-V.

Instalacion de SnapManager para Hyper-V.

Debe instalar SnapManager para Hyper-V en el host de Hyper-V que desee agregar.

Si no tiene instalado SnapManager para Hyper-V, se le pedira que ejecute el asistente de instalacion remota
de host. Se debe instalar la misma version de SnapManager para Hyper-V en cada nodo del cluster.

Ajustes de configuracion

El host primario de Hyper-V que desea afiadir tiene que estar configurado para SnapManager para Hyper-V.

Si los ajustes de Snaplnfo, del directorio de informes y de notificaciones no se han configurado para
SnapManager para Hyper-V, puede realizar una configuracién después de afadir el host con el asistente de
configuracion.

Inicialmente, la pestafia gestionar conexiones de almacenamiento esta vacia. Puede agregar las
conexiones de almacenamiento desde la pestafia gestionar conexiones de almacenamiento, pero las
conexiones recién agregadas son visibles desde SnapDrive para Windows (SDW) Transport Protocol Settings
(TPS).

Es necesario configurar el repositorio de backup y el directorio de informes para afadir y gestionar maquinas
virtuales mediante SnapManager para Hyper-V. Los ajustes de notificacion son opcionales.

Maquinas virtuales y LUN de ONTAP

Todos los archivos asociados con los equipos virtuales, incluidos los archivos de configuracion, la ubicacion
del archivo de copia de Snapshot y los discos duros virtuales, deben residir en las LUN de ONTAP.

Esto es necesario para ejecutar un backup correcto.

Si cambia la ubicacion de un archivo de Snapshot de maquina virtual a una LUN de ONTAP
diferente después de crear la maquina virtual, debe crear al menos una copia de Snapshot de

@ equipo virtual mediante Hyper-V Manager antes de realizar un backup mediante SnapManager
para Hyper-V. Si cambia la ubicacion del archivo de copia de Snapshot y no realiza una copia
Snapshot de maquina virtual antes de realizar un backup, se podria producir un error en la
operacion de backup.



Maquinas virtuales dedicadas y en cluster
Sus maquinas virtuales pueden ser dedicadas o formar parte de un cluster.

Si afade un unico host, SnapManager para Hyper-V gestiona las maquinas virtuales dedicadas en ese host.
Si se anade un cluster de hosts, SnapManager para Hyper-V gestiona las maquinas virtuales compartidas en
el cluster de hosts. Los equipos virtuales que residen en SAN y NAS que pertenecen al mismo cluster de host
no deberian existir en el mismo conjunto de datos. La adicion de estos tipos de recursos a un unico conjunto
de datos puede provocar un error en el backup del conjunto de datos.

Para los backups coherentes con las aplicaciones, los backups de conjuntos de datos de maquinas virtuales
en cluster tardan mas en completarse cuando las maquinas virtuales se ejecutan en diferentes nodos del
cluster. Cuando las maquinas virtuales se ejecutan en nodos diferentes, se necesitan operaciones de backup
independientes para cada nodo del cluster. Si todas las maquinas virtuales se ejecutan en el mismo nodo, solo
se necesita una operacion de backup, lo que resulta en un backup mas rapido.

Numero de maquinas virtuales

Si el host o el cluster de hosts de Hyper-V tiene mas de 1,000 maquinas virtuales, debe aumentar el valor del
mMaximo Elements In Cache Before Scavenging propiedad en la
SnapMgrServiceHost.exe.config Archivo para Hyper-V Cache Manager. Este valor debe ser mayor o
igual que el niumero de hosts de Hyper-V que se ejecutan en un host o cluster independientes. El valor debe
cambiarse en cada nodo del cluster y el servicio SnapManager para Hyper-V debe reiniciarse tras cambiar
este valor. Debe editar manualmente el SnapMgrServiceHost.exe.config archivo mediante un editor de
texto.

<cacheManagers>
<add name="HyperV Cache Manager"

type="Microsoft.Practices.Enterpriselibrary.Caching.CacheManager,
Microsoft.Practices.Enterpriselibrary.Caching"
expirationPollFrequencyInSeconds="60"
maximumElementsInCacheBeforeScavenging="1200"
numberToRemoveWhenScavenging="10"
backingStoreName="inMemory" />

</cacheManagers>

Requisitos de la cuenta de servicio de SnapManager para Hyper-V.

Cuando se utiliza SnapManager para Hyper-V para gestionar un cluster de hosts de Hyper-V, las cuentas de
servicio de SnapManager para Hyper-V y SnapDrive para Windows deben ser cuentas de usuario de dominio
con derechos de administrador local en el servidor.

Se ejecutan backups coherentes con las aplicaciones de SnapManager para Hyper-V en el nodo del cluster
donde se ejecuta la maquina virtual. Si los volumenes compartidos de cluster (CSV) que usa el equipo virtual
no son propiedad del mismo nodo, pueden producirse errores en los backups de los equipos virtuales cuando
el servicio SnapManager para Hyper-V usa una cuenta de sistema local (aunque la cuenta tenga privilegios de
administrador). En este caso, SnapManager para Hyper-V no puede detectar que los archivos de la maquina



virtual residen en un volumen compartido en cluster, lo que provoca un error del backup.

Para que las operaciones del servicio de copia de volimenes redundantes (VSS) remotos con
equipos virtuales almacenados en recursos compartidos de disponibilidad continua (CA) de

@ SMB 3.0 de Clustered Data ONTAP funcionen correctamente, Debe conceder derechos de
control completos al recurso compartido para las cuentas de servicio SnapDrive para Windows
y un acceso de nivel de lectura minimo a la cuenta de servicio web de SnapManager para
Hyper-V.

Informacion relacionada

"Microsoft TechNet: Hyper-V"

Anada un host principal o un cluster de hosts de Hyper-V.

Puede afadir un host primario o un cluster de hosts de Hyper-V para realizar un backup
y restaurar sus maquinas virtuales.

Pasos
1. En el panel de navegacion, haga clic en Proteccion.

2. En el panel acciones, haga clic en Agregar host.

3. Ejecute el asistente Agregar host.

Después de terminar

Cuando se afiade un host a un cluster, la informacién sobre el nuevo host no se muestra automaticamente en
la interfaz grafica de usuario. Ahada manualmente la informacion del host al archivo xml del directorio de
instalacion.

Se debe instalar ShapManager para Hyper-V en cada nodo del cluster. Si no tiene instalado ShapManager
para Hyper-V, se le pedira que ejecute el asistente de instalacion remota de host.

Permite gestionar la configuracién de conexion de
almacenamiento

Una vez afiadido un host, debe introducir todas las conexiones de almacenamiento
(SnapDrive para Windows y SnapManager para Hyper-V) para utilizar la gestién de la
configuracion de la conexion de almacenamiento en el menu:Proteccidn[Gestion de
conjuntos de datos].

Lo que necesitara

Debe haber al menos un host afiadido a SnapManager para Hyper-V para poder gestionar la configuracion de
conexion de almacenamiento.

Pasos
1. En el menu:Protection[Dataset Management], seleccione Manage Storage Connection Settings.

2. Afada las conexiones de almacenamiento.

Todas las conexiones de almacenamiento se pueden ver en el TPS de SnapDrive para Windows.


http://technet.microsoft.com/library/cc753637(WS.10).aspx

Ver un host principal o cluster de hosts de Hyper-V.

Puede ver la informacioén de configuracion de un host principal o un cluster de hosts de
Hyper-V especifico para que pueda supervisar su estado.

Pasos
1. En el panel de navegacion, haga clic en MENU:Protection[hosts].

2. Seleccione el host o el cluster de hosts que desea ver.
El panel Detalles muestra el nombre del host o del cluster de hosts, el dominio, los miembros del cluster (si

corresponde) y los mensajes de configuracion. Si selecciona un host que no esta configurado, el panel
Detalles muestra informacion acerca de lo que no esta configurado.

Ver una maquina virtual

En la ficha maquina virtual y VHD del panel Detalles de una maquina virtual, puede ver
informacion acerca de esa maquina y supervisar su estado.

Pasos
1. En el panel de navegacion, haga clic en Protection > hosts » Protection » Datasets.
2. Seleccione el conjunto de datos o el host al que pertenece la maquina virtual.

3. Seleccione la maquina virtual adecuada.

Resultados
La ficha maquina virtual muestra el nombre, GUID y estado de la maquina virtual seleccionada.

La pestana VHD muestra el disco del sistema, punto de montaje, ruta completa de VHD, ruta de LUN, nombre
del sistema de almacenamiento, nimero de serie y nombre de volumen asociados con la maquina virtual
seleccionada.

Migre una maquina virtual de Hyper-V para operaciones de
SnapManager para Hyper-V.

SnapManager para Hyper-V no incluye un asistente de migracion para ayudarle a migrar
maquinas virtuales (VM) de almacenamiento que no sea ONTAP a almacenamiento de
ONTAP, de modo que pueda usarlos con SnapManager para Hyper-V. En su lugar, debe
exportar e importar manualmente la maquina virtual mediante Server Manager.

Importe o exporte la informacion de configuracion de hosts
y conjuntos de datos

Aunque deberia gestionar un host unicamente desde una consola de gestion, si es
necesario hacerlo desde varias consolas, puede importar y exportar la informacion de
configuracion del host y del conjunto de datos desde una consola de gestién remota a
otra para garantizar la coherencia de datos.



Acerca de esta tarea

No debe importar ni exportar la informacion de configuracion al directorio en el que esta instalado
SnapManager para Hyper-V. Si desinstala SnapManager para Hyper-V, este archivo se pierde.

Puede utilizar el asistente de importacion y exportacién para cambiar los ajustes de

@ configuracion del host y del conjunto de datos a un ajuste exportado previamente. Si realiza
esta operacion en un entorno en clister, debe importar los ajustes de todos los nodos del
cluster para que todas las configuraciones del host y del conjunto de datos sean iguales.

Pasos
1. En el panel de navegacion, haga clic en Proteccion.

2. En el panel acciones, haga clic en Importar y exportar.
Aparece el asistente Importar y exportar.

3. Complete los pasos del asistente para exportar la informacion de configuracion del host y el conjunto de
datos desde una consola de gestion a otra.

@ El archivo de exportacion es estatico y actual sélo en el momento en que se ejecuto el
archivo de exportacion.

4. Complete los pasos del asistente para importar la informacion de configuracion del host y el conjunto de
datos a la consola de gestion de destino.

Quite un host principal de Hyper-V o un cluster de host
principal

Es posible quitar un host primario o un cluster de hosts primario de Hyper-V cuando ya
no se desea administrar con SnapManager para Hyper-V.

Pasos
1. En el panel de navegacion, haga clic en MENU:Protection[hosts].

2. Seleccione el host o el cluster de hosts que desea quitar.
3. En el panel acciones, haga clic en Quitar.

Puede seleccionar Eliminar todas las copias de seguridad de VM para eliminar cualquier copia de
seguridad de maquina virtual asociada con el host.

El cluster de host o host principal de Hyper-V se elimina de SnapManager para la administracion de

Hyper-V, pero no se elimina de forma permanente. Los equipos virtuales que pertenecen a ese host o
cluster de hosts también se eliminan de cualquier conjunto de datos al que pertenecen.

Configuracion de notificaciones de eventos

Es posible configurar los ajustes de notificacion de eventos para que envien mensajes de
correo electronico, syslog y AutoSupport si se produce un evento.

Si los ajustes de notificacion de eventos no se configuran cuando se agrega un host principal de Hyper-V a
SnapManager para Hyper-V, puede realizar dichos ajustes mas tarde mediante el asistente de configuracion.



Puede cambiar la configuracion de las notificaciones de eventos mediante el asistente de configuracién
incluso después de agregar el host a SnapManager para Hyper-V.

Puede configurar los ajustes de notificacién de eventos antes de poder agregar recursos de maquinas
virtuales a un conjunto de datos.

Configure las notificaciones por correo electréonico

Los destinatarios de correo electronico multiples para las notificaciones deben estar
separados por comas.

Cuando configure varios destinatarios de correo electrénico para las notificaciones por correo electrénico en
SnapManager para Hyper-V, separe cada uno de ellos con una coma. Este requisito difiere de SnapManager
para SQL en el que cada destinatario de notificacion de correo electrénico debe estar separado por punto y
coma.

Configuracion de la ruta del informe

Puede configurar las opciones de la ruta de informes para que pueda almacenar
informes para operaciones de SnapManager para Hyper-V. Debe configurar los ajustes
de la ruta de informes antes de poder agregar recursos de equipos virtuales a un
conjunto de datos.

Si los ajustes del informe no estan configurados cuando se agrega un host principal de Hyper-V a
SnapManager para Hyper-V, puede configurar (e incluso cambiar) dichos ajustes mas tarde, utilizando el
asistente de configuracion.

Si configura los ajustes de la ruta de informes para un cluster de hosts primario, debe crear manualmente el
directorio de informes en cada nodo del cluster. La ruta de informe no debe residir en un volumen compartido
de cluster (CSV) o en un LUN compartido de cluster.

Informacion relacionada

"Microsoft TechNet: Use los volumenes compartidos de cluster en un cluster de conmutacion al nodo de
respaldo”


http://technet.microsoft.com/library/jj612868.aspx
http://technet.microsoft.com/library/jj612868.aspx
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