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Mantener

Amplie su grid

Descubra cdmo expandir un sistema de StorageGRID sin interrumpir las operaciones del
sistema.

+ "Planificacion de una expansion de StorageGRID"

* "Preparacion para una expansion”

+ "Descripcion general del procedimiento de expansién”

* "Afadir volumenes de almacenamiento a los nodos de almacenamiento”
» "Afadir nodos de grid a un sitio existente o afiadir uno nuevo"

+ "Configurar el sistema StorageGRID ampliado"

* "Pdngase en contacto con el soporte técnico"

Planificacién de una expansién de StorageGRID

Puede ampliar StorageGRID para aumentar la capacidad de almacenamiento, aiadir
capacidad de metadatos, afiadir redundancia o nuevas funcionalidades, o bien afiadir un
sitio nuevo. El numero, el tipo y la ubicacion de los nodos que se deben anadir dependen
del motivo de la expansion.

* "Adicién de capacidad de almacenamiento"
» "Adiciéon de capacidad de metadatos"
» "Agregue nodos de grid para afadir funcionalidades al sistema"

» "Agregar un sitio nuevo"

Adicion de capacidad de almacenamiento

Cuando los nodos de almacenamiento existentes se llena, debe aumentar la capacidad
de almacenamiento del sistema StorageGRID.

Para aumentar la capacidad de almacenamiento, primero debe comprender dénde se almacenan los datos
actualmente y después afiadir capacidad en todas las ubicaciones requeridas. Por ejemplo, si actualmente
almacena copias de datos de objetos en varios sitios, podria necesitar aumentar la capacidad de
almacenamiento de cada sitio.

* "Directrices para afadir capacidad de objeto"

» "Adicién de capacidad de almacenamiento para objetos replicados"

+ "Adicion de capacidad de almacenamiento para objetos codificados de borrado"

+ "Consideraciones que tener en cuenta al reequilibrar los datos codificados a borrado"

Directrices para anadir capacidad de objeto

Puede expandir la capacidad de almacenamiento de objetos del sistema StorageGRID



afadiendo volumenes de almacenamiento a los nodos de almacenamiento existentes o
afadiendo nodos de almacenamiento nuevos a los sitios existentes. Debe anadir
capacidad de almacenamiento de modo que cumpla los requisitos de la politica de
gestion del ciclo de vida de la informacion (ILM).

Directrices para anadir volimenes de almacenamiento

Antes de afadir volimenes de almacenamiento a los nodos de almacenamiento existentes, revise las
siguientes directrices y limitaciones:

* Debe examinar las reglas actuales de ILM para determinar dénde y cuando afadir volumenes de
almacenamiento con el fin de aumentar el almacenamiento disponible para los objetos replicados o
codificados de borrado. Consulte las instrucciones para gestionar objetos con gestion del ciclo de vida de
la informacion.

* No es posible aumentar la capacidad de metadatos del sistema con la adicién de volumenes de
almacenamiento, ya que los metadatos del objeto se almacenan solo en el volumen 0.

« Cada nodo de almacenamiento basado en software puede admitir un maximo de 16 volimenes de
almacenamiento. Si necesita anadir capacidad mas alla de eso, debe afiadir nuevos nodos de
almacenamiento.

* Se pueden afadir una o dos bandejas de expansién a cada dispositivo SG6060. Cada bandeja de
expansion anade 16 volumenes de almacenamiento. Con las dos bandejas de expansion instaladas, el
SG6060 puede admitir un total de 48 volumenes de almacenamiento.

* No es posible afiadir volumenes de almacenamiento a ningun otro dispositivo de almacenamiento.
* No es posible aumentar el tamafio de un volumen de almacenamiento existente.
* No es posible afiadir volimenes de almacenamiento a un nodo de almacenamiento a la vez que se realiza

una actualizacion del sistema, una operacion de recuperacién u otra ampliacion.

Después de haber decidido afiadir volumenes de almacenamiento y de determinar qué nodos de
almacenamiento debe expandir para cumplir con la politica de ILM, siga las instrucciones para su tipo de nodo
de almacenamiento:

« Para afiadir bandejas de expansion a un dispositivo de almacenamiento SG6060, consulte las
instrucciones de instalacion y mantenimiento del dispositivo SG6000.

"Dispositivos de almacenamiento SG6000"

» Para un nodo basado en software, siga las instrucciones para afadir voliumenes de almacenamiento a
nodos de almacenamiento.

"Afadir volumenes de almacenamiento a los nodos de almacenamiento”

Directrices para afiadir nodos de almacenamiento

Antes de afadir nodos de almacenamiento a sitios existentes, revise las siguientes directrices y limitaciones:

* Debe examinar las reglas actuales de ILM para determinar dénde y cuando afiadir nodos de
almacenamiento con el fin de aumentar el almacenamiento disponible para los objetos replicados o
codificados de borrado.

* No se deben afiadir mas de 10 nodos de almacenamiento en un unico procedimiento de ampliacion.

* Puede afadir nodos de almacenamiento a mas de un sitio en un unico procedimiento de ampliacion.


https://docs.netapp.com/es-es/storagegrid-115/sg6000/index.html

* Puede afadir nodos de almacenamiento y otros tipos de nodos en un Unico procedimiento de ampliacion.

» Antes de iniciar el procedimiento de ampliacion, debe confirmar que se han completado todas las
operaciones de reparacion de datos realizadas como parte de una recuperacion. Consulte los pasos para
comprobar los trabajos de reparacion de datos en las instrucciones de recuperacion y mantenimiento.

» Si necesita quitar nodos de almacenamiento antes o después de realizar una ampliacion, no debe retirar
mas de 10 nodos de almacenamiento en un unico procedimiento de nodo de retirada.

Directrices para el servicio ADC en nodos de almacenamiento

Al configurar la expansion, debe elegir si desea incluir el servicio controlador de dominio administrativo (ADC)
en cada nodo de almacenamiento nuevo. El servicio ADC realiza un seguimiento de la ubicacion y
disponibilidad de los servicios de red.

* El sistema StorageGRID requiere que se disponga de quérum de servicios de ADC en todas las
instalaciones y en todo momento.

@ Obtenga mas informacion sobre el quérum de ADC en las instrucciones de recuperacion y
mantenimiento.

* Al menos tres nodos de almacenamiento en cada sitio deben incluir el servicio ADC.

* No se recomienda agregar el servicio ADC a cada nodo de almacenamiento. La inclusion de demasiados
servicios de ADC puede provocar ralentizaciones debido al aumento de la comunicacion entre los nodos.

* Un unico grid no debe tener mas de 48 nodos de almacenamiento con el servicio ADC. Esto equivale a 16
sitios con tres servicios ADC en cada sitio.

* En general, al seleccionar el ajuste Servicio ADC para un nodo nuevo, debe seleccionar automatico.
Seleccione Si solo si el nuevo nodo reemplazara a otro nodo de almacenamiento que incluya el servicio
ADC. Como no puede retirar un nodo de almacenamiento si se conservan muy pocos servicios ADC, esto
garantiza que haya un nuevo servicio ADC disponible antes de que se elimine el servicio antiguo.

* No puede agregar el servicio ADC a un nodo después de haberlo implementado.
Informacién relacionada
"Gestion de objetos con ILM"
"Dispositivos de almacenamiento SG6000"
"Afadir volimenes de almacenamiento a los nodos de almacenamiento”
"Mantener recuperar”

"Realizacién de la expansion”

Adicion de capacidad de almacenamiento para objetos replicados

Si la politica de gestion de ciclo de vida de la informacion (ILM) para la implementacién
incluye una regla que crea copias replicadas de objetos, debe considerar cuanto
almacenamiento anadir y donde anadir los nuevos volumenes de almacenamiento o
nodos de almacenamiento.

Para obtener una guia sobre donde afiadir almacenamiento adicional, examine las reglas de ILM que crean
copias replicadas. Si las reglas de ILM crean dos o mas copias de objetos, planifique afiadir almacenamiento
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en cada ubicacion donde se realicen copias de objetos. Como ejemplo sencillo, si tiene una cuadricula de dos
sitios y una regla de gestion del ciclo de vida de la informacion que crea una copia de objeto en cada sitio,
debe afiadir almacenamiento a cada sitio para aumentar la capacidad general de los objetos del grid.

Por motivos de rendimiento, debe intentar mantener la capacidad de almacenamiento y la potencia de
computacion equilibrada en varios sitios. Asi pues, para este ejemplo, deberia afiadir el mismo numero de
nodos de almacenamiento a cada sitio o volimenes de almacenamiento adicionales en cada sitio.

Si tiene una politica de ILM mas compleja que incluye reglas para colocar objetos en distintas ubicaciones en
funcion de criterios como el nombre del bloque o reglas que cambian las ubicaciones de objetos con el tiempo,
su analisis de donde se necesita almacenamiento para la expansion sera similar, pero mas complejo.

Un grafico que muestra la rapidez con la que se consume la capacidad de almacenamiento general puede
ayudarle a comprender cuanto almacenamiento debe afadir a la expansion y cuando se necesitara el espacio
de almacenamiento adicional. Puede utilizar Grid Manager para supervisar y representar la capacidad de
almacenamiento tal y como se describe en las instrucciones de supervision y solucion de problemas de
StorageGRID.

Al planificar los plazos de una expansion, recuerde considerar cuanto tiempo puede tardar en obtener e
instalar almacenamiento adicional.

Informacion relacionada
"Gestion de objetos con ILM"

"Solucion de problemas de monitor”

Adicion de capacidad de almacenamiento para objetos codificados de borrado

Si la politica de ILM incluye una regla que realiza copias con cédigo de borrado, debe
planificar donde afiadir mas almacenamiento y cuando anadir mas almacenamiento. La
cantidad de almacenamiento que debe afadir y el momento oportuno puede afectar a la
capacidad de almacenamiento util del grid.

El primer paso a la hora de planificar una expansion del almacenamiento es examinar las reglas de la politica
de ILM que crean objetos codificados de borrado. Como StorageGRID crea fragmentos k+m para cada objeto
con codigo de borrado y almacena cada fragmento en un nodo de almacenamiento diferente, debe asegurarse
de que al menos los nodos de almacenamiento k+m tengan espacio para los nuevos datos codificados con
borrado después de la expansion. Si el perfil de cédigo de borrado proporciona protecciéon contra pérdida de
sitio, debe anadir almacenamiento a cada sitio.

El nimero de nodos que debe afadir también depende de lo lleno que estén los nodos existentes cuando se
realice la ampliacion.

Recomendacion general sobre la adicion de capacidad de almacenamiento para objetos con cédigo de
borrado

Si desea evitar calculos detallados, puede anadir dos nodos de almacenamiento por sitio cuando los nodos de
almacenamiento existentes alcancen el 70 % de capacidad.

Esta recomendacion general ofrece resultados razonables a través de una amplia gama de esquemas de
codificacion de borrado para grids individuales y para cuadriculas donde la codificacion de borrado
proporcione proteccion frente a pérdidas en las instalaciones.

Para comprender mejor los factores que conducen a esta recomendacion o para desarrollar un plan mas
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preciso para su sitio, revise la siguiente seccion. Para obtener una recomendacion personalizada optimizada
para su situacion, pongase en contacto con su representante de cuentas de NetApp.

Calculo del nimero de nodos de ampliaciéon de almacenamiento que se van a ainadir para los objetos
con caédigo de borrado

Para optimizar la forma de ampliar una puesta en marcha que almacena objetos de cddigo de borrado, debe
tener en cuenta muchos factores:
» Esquema de codificacién de borrado en uso

 Caracteristicas del pool de almacenamiento utilizado para la codificacion de borrado, incluido el numero
de nodos en cada sitio y la cantidad de espacio libre en cada nodo

« Si el grid se expandio anteriormente (porque la cantidad de espacio libre por nodo de almacenamiento
podria no ser aproximadamente igual en todos los nodos)

» La naturaleza exacta de la politica de ILM, como si las reglas de ILM hacen tanto objetos replicados como
cédigos de borrado

Los siguientes ejemplos pueden ayudarle a comprender el impacto del esquema de codificacion de borrado, el
numero de nodos del pool de almacenamiento y la cantidad de espacio libre en cada nodo.

Consideraciones similares afectan a los calculos de la normativa ILM que almacena datos replicados y con
cédigo de borrado, asi como los calculos de una cuadricula que se ha ampliado anteriormente.

Los ejemplos de esta seccidn representan las mejores practicas para afiadir capacidad de
almacenamiento a un sistema StorageGRID. Si no puede anadir el nUmero recomendado de

@ nodos, puede que tenga que ejecutar el procedimiento de reequilibrio de EC para permitir que
se almacenen mas objetos de cddigo de borrado.

"Consideraciones que tener en cuenta al reequilibrar los datos codificados a borrado”

Ejemplo 1: Expansién de una cuadricula de un solo sitio que utiliza codificaciéon de borrado 2+1

Este ejemplo muestra como expandir un grid simple que solo incluye tres nodos de almacenamiento.

Este ejemplo solo utiliza tres nodos de almacenamiento para mayor simplicidad. Sin embargo,

@ no se recomienda utilizar sdlo tres nodos de almacenamiento: Una cuadricula de produccion
real debe utilizar un minimo de k+m + 1 nodos de almacenamiento para redundancia, lo que
equivale a cuatro nodos de almacenamiento (2+1+1) para este ejemplo.

Se debe asumir lo siguiente:

» Todos los datos se almacenan mediante el esquema de codificacion de borrado 2+1. Con el esquema de
codificacion de borrado 2+1, cada objeto se almacena en tres fragmentos y cada fragmento se guarda en
un nodo de almacenamiento distinto.

» Tiene un sitio con tres nodos de almacenamiento. Cada nodo de almacenamiento tiene una capacidad
total de 100 TB.

* Desea ampliar afladiendo nuevos nodos de almacenamiento de 100 TB.

* Finalmente, se desea equilibrar los datos codificados con borrado en los nodos antiguos y nuevos.

Dispone de una serie de opciones, segun el nivel de llenado que estan los nodos de almacenamiento cuando
se realiza la ampliacion.



* Agregue tres nodos de almacenamiento de 100 TB cuando los nodos existentes estén llenos un
100%

En este ejemplo, los nodos existentes estan llenos al 100 %. Como no hay capacidad libre, se deben
afnadir inmediatamente tres nodos para continuar con la codificacion de borrado de 2+1.

Una vez finalizada la ampliacion, cuando los objetos estén codificados con borrado, todos los fragmentos
se colocaran en los nodos nuevos.

- Before expansion - After adding 3 nodes

3 nodes are 100% full 3 new nodes can be used for 2+1 EC

Esta expansion agrega k+m nodes. Se recomienda anadir cuatro nodos para redundancia.
Si agrega solo los nodos de expansion k+m cuando los nodos existentes estén 100%

@ llenos, todos los objetos nuevos deben almacenarse en los nodos de expansion. Si alguno
de los nuevos nodos deja de estar disponible, incluso de forma temporal, StorageGRID no
puede cumplir con los requisitos de ILM.

* Agregue dos nodos de almacenamiento de 100 TB, cuando los nodos de almacenamiento
existentes estén llenos un 67%

En este ejemplo, los nodos existentes estan llenos al 67 %. Como hay 100 TB de capacidad libre en los
nodos existentes (33 TB por nodo), solo tiene que afadir dos nodos si realiza la ampliacion ahora.

Si afade 200 TB de capacidad adicional, podra continuar con un cédigo de borrado al 2+1 y equilibrar
datos codificados de borrado en algin momento entre todos los nodos.

- Before expansion - ——— After adding 2 nodes

3 nodes are 67% full All nodes can be used for 2+1 EC

« Agregue un nodo de almacenamiento de 100 TB cuando los nodos de almacenamiento existentes
estén llenos un 33%

En este ejemplo, los nodos existentes estan llenos al 33 %. Como hay 200 TB de capacidad libre en los
nodos existentes (67 TB por nodo), solo tiene que afadir un nodo si realiza la ampliacién ahora.

Si afade 100 TB de capacidad adicional, podra continuar con un cédigo de borrado al 2+1 y equilibrar



datos codificados de borrado en algin momento entre todos los nodos.

- Before expansion A — After adding 1 node —

3 nodes are 33% full All nodes can be used for 2+1 EC

Ejemplo 2: Expansiéon de una cuadricula de tres sitios que utiliza codificacion de borrado 6+3

Este ejemplo muestra como desarrollar un plan de expansion para una cuadricula multisitio que tiene un
esquema de codificacion a borrado con un nimero mayor de fragmentos. A pesar de las diferencias entre
estos ejemplos, el plan de expansion recomendado es muy similar.

Se debe asumir lo siguiente:

» Todos los datos se almacenan mediante el esquema de codificacion de borrado 6+3. Con el esquema de
codificacion de borrado 6+3, cada objeto se almacena como 9 fragmentos y cada fragmento se guarda en
un nodo de almacenamiento distinto.

« Tiene tres sitios y cada sitio tiene cuatro nodos de almacenamiento (12 nodos en total). Cada nodo tiene
una capacidad total de 100 TB.

* Desea ampliar afiadiendo nuevos nodos de almacenamiento de 100 TB.

» Finalmente, se desea equilibrar los datos codificados con borrado en los nodos antiguos y nuevos.

Dispone de una serie de opciones, segun el nivel de llenado que estan los nodos de almacenamiento cuando
se realiza la ampliacion.

* Agregue nueve nodos de almacenamiento de 100 TB (tres por sitio), cuando los nodos existentes
estén llenos del 100%

En este ejemplo, los 12 nodos existentes estan llenos al 100 %. Como no hay capacidad libre, debe anadir
inmediatamente nueve nodos (900 TB de capacidad adicional) para continuar con la codificacion de
borrado 6+3.

Una vez finalizada la ampliacion, cuando los objetos estén codificados con borrado, todos los fragmentos
se colocaran en los nodos nuevos.

Esta expansion agrega k+m nodes. Se recomienda anadir 12 nodos (cuatro por sitio) para
redundancia. Si agrega solo los nodos de expansion k+m cuando los nodos existentes

@ estén 100% llenos, todos los objetos nuevos deben almacenarse en los nodos de
expansion. Si alguno de los nuevos nodos deja de estar disponible, incluso de forma
temporal, StorageGRID no puede cumplir con los requisitos de ILM.

* Agregue seis nodos de almacenamiento de 100 TB (dos por sitio), cuando los nodos existentes
estén llenos del 75%

En este ejemplo, los 12 nodos existentes estan llenos al 75 %. Como hay 300 TB de capacidad libre (25



TB por nodo), solo tiene que afadir seis nodos si realiza la ampliacion en este momento. Se agregarian
dos nodos a cada uno de los tres sitios.

Afdadir 600 TB de capacidad de almacenamiento le permitira continuar con un cédigo de borrado de 6+3 y
equilibrar los datos codificados de borrado en algin momento entre todos los nodos.

* Agregue tres nodos de almacenamiento de 100 TB (uno por sitio), cuando los nodos existentes
estén llenos del 50%

En este ejemplo, los 12 nodos existentes estan llenos al 50 %. Como hay 600 TB de capacidad libre (50
TB por nodo), solo tiene que afiadir tres nodos si realiza la ampliacion en este momento. Agregaria un
nodo a cada uno de los tres sitios.

Anadir 300 TB de capacidad de almacenamiento le permitira continuar con un cédigo de borrado de 6+3 y
equilibrar los datos codificados de borrado en algin momento entre todos los nodos.

Informacién relacionada
"Gestion de objetos con ILM"
"Solucion de problemas de monitor”

"Consideraciones que tener en cuenta al reequilibrar los datos codificados a borrado”

Consideraciones que tener en cuenta al reequilibrar los datos codificados a borrado

Si va a realizar una ampliacioén para afiadir nodos de almacenamiento y la politica de
gestion de la informacion incluye una o varias reglas de gestidon de la informacion para
borrar los datos de codigo, puede que tenga que realizar el procedimiento de reequilibrio
de EC una vez completada la ampliacion.

Por ejemplo, si no se puede afiadir el numero recomendado de nodos de almacenamiento en una ampliacién,
es posible que deba ejecutar el procedimiento de reequilibrio de EC para permitir que se almacenen objetos
de codigo de borrado adicionales.

¢ Qué es el reequilibrio de la CE?

El reequilibrado de EC es un procedimiento de StorageGRID que puede ser necesario después de una
ampliacién de nodo de almacenamiento. El procedimiento se ejecuta como un script de linea de comandos
desde el nodo de administracion principal. Cuando se ejecuta el procedimiento de reequilibrio de EC,
StorageGRID redistribuye los fragmentos codificados con borrado entre los nodos de almacenamiento
existentes y los que se han ampliado recientemente en un sitio.

Cuando se ejecuta el procedimiento de reequilibrio de EC:

» Solo mueve datos de objetos codificados con borrado. No mueve los datos de objetos replicados.
* Redistribuye los datos dentro de un sitio. No mueve datos de un sitio a otro.

* Redistribuye los datos entre todos los nodos de almacenamiento de un sitio. No redistribuye datos dentro
de los volumenes de almacenamiento.

Una vez finalizado el procedimiento de reequilibrio de EC:

* Los datos con cddigo de borrado se mueven de los nodos de almacenamiento con menos espacio
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disponible a los nodos de almacenamiento con mas espacio disponible.

* Los valores usados (%) pueden seguir siendo diferentes entre nodos de almacenamiento, ya que el
procedimiento de reequilibrio de EC no mueve copias de objetos replicadas.

+ La proteccion de datos de los objetos codificados de borrado no cambiara.
Cuando se ejecuta el procedimiento de reequilibrio de EC, el rendimiento de las operaciones de ILM y las

operaciones del cliente S3 y Swift probablemente se veran afectadas. Por este motivo, solo debe realizar este
procedimiento en casos limitados.

Cuando no realizar un reequilibrio de EC

Como ejemplo de cuando no necesita realizar un reequilibrio de EC, tenga en cuenta lo siguiente:

» StorageGRID se ejecuta en un solo sitio, que contiene tres nodos de almacenamiento.

* La politica de ILM usa una regla de codificacion de borrado de 2+1 para todos los objetos de mayor
tamafio que 0.2 MB y una regla de replicacion de 2 copias para los objetos mas pequenos.

» Todos los nodos de almacenamiento se han llenado completamente y la alerta almacenamiento de
objetos bajo se ha activado en el nivel de gravedad principal. La accién recomendada es realizar un
procedimiento de ampliacion para afiadir nodos de almacenamiento.

- Before expansion -

3 nodes are 100% full

Para expandir el sitio en este ejemplo, se recomienda afiadir tres 0 mas nodos de almacenamiento nuevos.
StorageGRID requiere tres nodos de almacenamiento para la codificacion de borrado al 2+1 con el fin de
poder colocar los dos fragmentos de datos y el fragmento de paridad en diferentes nodos.

Después de anadir los tres nodos de almacenamiento, los nodos de almacenamiento originales permanecen
llenos, pero se pueden seguir ingiriendo los objetos en el esquema de cédigo de borrado 2+1 de los nuevos
nodos. No se recomienda ejecutar el procedimiento de reequilibrio de EC en este caso: Al ejecutar el

procedimiento se reducira temporalmente el rendimiento, lo que podria afectar a las operaciones del cliente.

- Before expansion - ——— After adding 3 nodes

3 nodes are 100% full 3 new nodes can be used for 2+1 EC




Cuando realizar un reequilibrio de EC

Como ejemplo de cuando debe realizar el procedimiento de reequilibrio de EC, tenga en cuenta el mismo
ejemplo, pero suponga que solo puede agregar dos nodos de almacenamiento. Dado que la codificacion de
borrado 2+1 requiere al menos tres nodos de almacenamiento, los nuevos nodos no pueden utilizarse para los
datos codificados de borrado.

- Before expansion - —— After adding 2 nodes ——

3 nodes are 100% full 2 new nodes cannot be used for EC

Para resolver este problema y utilizar los nuevos nodos de almacenamiento, puede ejecutar el procedimiento

de reequilibrio de EC. Cuando se ejecuta este procedimiento, StorageGRID redistribuye los datos codificados
con borrado y los fragmentos de paridad entre todos los nodos de almacenamiento del sitio. En este ejemplo,

cuando se completa el procedimiento de reequilibrio de EC, los cinco nodos ahora estan llenos de solo un 60

% Yy los objetos se pueden seguir ingiriendo en el esquema de codificacion de borrado 2+1 de todos los nodos
de almacenamiento.

— After EC rebalance

- Before expansion - ——— After adding 2 nodes

3 nodes are 100% full 2 new nodes cannot be used for EC 5 nodes are 60% full, EC can continue

Consideraciones para el reequilibrio de la CE

En general, sélo debe ejecutar el procedimiento de reequilibrio de EC en casos limitados. En concreto, s6lo
debe realizar el reequilibrio de EC si se cumplen todas las siguientes afirmaciones:

« Se utiliza la codificacién de borrado para los datos de objetos.

+ La alerta almacenamiento de objetos bajo se ha activado para uno o mas nodos de almacenamiento de
un sitio, lo que indica que los nodos estan al menos un 80% llenos.

* No puede afadir el numero recomendado de nuevos nodos de almacenamiento para el esquema de
cbdigo de borrado que se esta utilizando.

"Adicion de capacidad de almacenamiento para objetos codificados de borrado”

» Sus clientes de S3 y Swift pueden tolerar un menor rendimiento de sus operaciones de escritura y lectura
mientras se ejecuta el procedimiento de reequilibrio de EC.

Coémo interactua el procedimiento de reequilibrio de EC con otras tareas de mantenimiento

No puede realizar determinados procedimientos de mantenimiento al mismo tiempo que ejecuta el
procedimiento de reequilibrio de EC.
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Procedimiento

Procedimientos adicionales de
reequilibrio de EC

Procedimiento de retirada

Trabajo de reparacion de datos de
EC

Procedimiento de expansion

Procedimiento de actualizacion

Procedimiento de clonacién del
nodo de dispositivos

Procedimiento de revision

Otros procedimientos de
mantenimiento

Permitido durante el procedimiento de reequilibrio de EC?

No

Sélo puede ejecutar un procedimiento de reequilibrio de EC a la vez.

No

» Se le impide iniciar un procedimiento de retirada de servicio o una
reparacion de datos de EC mientras se esta ejecutando el
procedimiento de reequilibrio de EC.

+ Se le impide iniciar el procedimiento de reequilibrio de EC mientras
se ejecuta un procedimiento de retirada del nodo de
almacenamiento o una reparacion de datos de EC.

No

Si necesita afiadir nuevos nodos de almacenamiento en una ampliacion,
debe esperar a ejecutar el procedimiento de reequilibrio de EC hasta
que se hayan anadido todos los nodos nuevos. Si hay un procedimiento
de reequilibrio de EC en curso al afiadir nuevos nodos de
almacenamiento, no se moveran los datos a esos nodos.

No

Si necesita actualizar el software StorageGRID, debe realizar el
procedimiento de actualizacion antes o después de ejecutar el
procedimiento de reequilibrio de EC. Segun sea necesario, puede
finalizar el procedimiento de reequilibrio de EC para realizar una
actualizacion de software.

No

Si necesita clonar un nodo de almacenamiento de dispositivos, debe
esperar a ejecutar el procedimiento de reequilibrio de EC hasta que se
haya afiadido el nuevo nodo. Si hay un procedimiento de reequilibrio de

EC en curso al afiadir nuevos nodos de almacenamiento, no se
moveran los datos a esos nodos.

Si.

Puede aplicar una revision StorageGRID mientras se ejecuta el
procedimiento de reequilibrio de EC.

No

Debe finalizar el procedimiento de reequilibrio de EC antes de ejecutar
otros procedimientos de mantenimiento.
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La interaccion del procedimiento de reequilibrio de EC con ILM

Mientras se ejecuta el procedimiento de reequilibrio de EC, evite realizar cambios en la gestion de la
informacioén durante el proceso que puedan cambiar la ubicacion de los objetos ya codificados de borrado. Por
ejemplo, no empiece a utilizar una regla de ILM que tenga un perfil de codigo de borrado diferente. Si necesita
realizar estos cambios en el ILM, debe anular el procedimiento de reequilibrio de EC.

Informacion relacionada

"Reequilibrio de los datos codificados mediante borrado tras la adicion de nodos de almacenamiento”

Adicion de capacidad de metadatos

Para garantizar que haya espacio adecuado disponible para los metadatos de objetos,
puede que deba realizar un procedimiento de ampliacion para afadir nuevos nodos de
almacenamiento en cada sitio.

StorageGRID reserva espacio para los metadatos del objeto en el volumen 0 de cada nodo de
almacenamiento. En cada sitio se mantienen tres copias de todos los metadatos de objetos, distribuidas
uniformemente por todos los nodos de almacenamiento.

Puede usar Grid Manager para supervisar la capacidad de metadatos de los nodos de almacenamiento y
calcular la rapidez con la que se consume la capacidad de metadatos. Ademas, la alerta almacenamiento de
metadatos bajo se activa para un nodo de almacenamiento cuando el espacio de metadatos utilizado alcanza
determinados umbrales. Consulte las instrucciones para supervisar y solucionar problemas de StorageGRID
para obtener mas informacion.

Tenga en cuenta que la capacidad de metadatos de objetos de un grid se puede consumir con mayor rapidez
que la capacidad de almacenamiento de objetos, en funcion de cémo se utilice el grid. Por ejemplo, si
normalmente procesa grandes cantidades de objetos pequefios o afiade grandes cantidades de metadatos de
usuario o etiquetas a objetos, es posible que deba afadir nodos de almacenamiento para aumentar la
capacidad de metadatos aunque haya suficiente capacidad de almacenamiento de objetos.

Directrices para aumentar la capacidad de metadatos

Antes de anadir nodos de almacenamiento para aumentar la capacidad de metadatos, revise las siguientes
directrices y limitaciones:

» Suponiendo que haya suficiente capacidad de almacenamiento de objetos disponible, tener mas espacio
disponible para los metadatos de objetos aumenta el nUmero de objetos que se pueden almacenar en su
sistema StorageGRID.

* Es posible aumentar la capacidad de metadatos de un grid si se afladen uno o varios nodos de
almacenamiento a cada sitio.

» El espacio real reservado para los metadatos del objeto en un nodo de almacenamiento determinado
depende de la opcion de almacenamiento de espacio reservado de metadatos (configuracion para todo el
sistema), la cantidad de RAM asignada al nodo y el tamafio del volumen del nodo 0. Consulte las
instrucciones para administrar StorageGRID si desea obtener mas informacion.

* No puede aumentar la capacidad de metadatos si se afiaden volumenes de almacenamiento a los nodos
de almacenamiento existentes, ya que los metadatos se almacenan solo en el volumen 0.

* No es posible aumentar la capacidad de metadatos si se afiade un sitio nuevo.

» StorageGRID conserva tres copias de todos los metadatos de objetos en cada sitio. Por esta razon, la
capacidad de metadatos de su sistema esta limitada por la capacidad de metadatos de su sitio mas
pequefio.
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» Cuando se anade capacidad de metadatos, debe afiadir el mismo niumero de nodos de almacenamiento a
cada sitio.

La forma en que se redistribuyen los metadatos cuando se afnaden nodos de almacenamiento

Cuando se anaden nodos de almacenamiento en una expansion, StorageGRID redistribuye los metadatos de
objetos existentes a los nodos nuevos de cada sitio, lo que aumenta la capacidad general de metadatos del
grid. No se requiere ninguna accién del usuario.

La figura siguiente muestra como StorageGRID redistribuye los metadatos de objetos cuando afiade nodos de
almacenamiento en una expansion. El lado izquierdo de la figura representa el volumen 0 de tres nodos de
almacenamiento antes de la ampliacion. Los metadatos consumen una parte relativamente grande del espacio
de metadatos disponible de cada nodo y se ha activado la alerta almacenamiento de metadatos bajo.

El lado derecho de la figura muestra como se redistribuyen los metadatos existentes después de agregar dos
nodos de almacenamiento al sitio. La cantidad de metadatos en cada nodo ha disminuido, la alerta
almacenamiento de metadatos bajo ya no se activa y ha aumentado el espacio disponible para los
metadatos.

— Metadata use before expansion — — Metadata use after expansion —

Three Storage Nodes Five Storage Nodes

Object metadata

] Resemved metadata space

Informacion relacionada

"Administre StorageGRID"

"Solucion de problemas de monitor”

Agregue nodos de grid para ainadir funcionalidades al sistema

Es posible afiadir redundancia o funcionalidades adicionales a un sistema StorageGRID
afiadiendo nodos grid a las ubicaciones existentes.

Por ejemplo, puede optar por agregar nodos de puerta de enlace adicionales para admitir la creacion de
grupos de alta disponibilidad de nodos de puerta de enlace, o puede agregar un nodo de administracion en un
sitio remoto para permitir la supervision mediante un nodo local.

Los siguientes tipos de nodos se pueden afadir uno o varios de ellos en uno o varios sitios existentes en una
sola operacion de ampliacion:
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* Nodos de administrador no primario

* Nodos de almacenamiento

* Nodos de puerta de enlace

* Nodos de archivado

Al preparar la adicion de nodos de grid, tenga en cuenta las siguientes limitaciones:

* El nodo de administrador principal se pone en marcha durante la instalacion inicial. No es posible anadir
un nodo de administrador principal durante una ampliacion.

* En la misma expansioén, puede afiadir nodos de almacenamiento y otros tipos de nodos.

+ Cuando anada nodos de almacenamiento, debe planificar con cuidado el nimero y la ubicacion de los
nodos nuevos.
"Adicion de capacidad de almacenamiento”

 Siva a agregar nodos de archivado, tenga en cuenta que cada nodo de archivado sé6lo admite cinta
mediante el middleware Tivoli Storage Manager (TSM).

+ Si la opcion Red cliente de nodo nuevo predeterminada* se establece en no confiable en la pagina
redes cliente no confiables, las aplicaciones cliente que se conecten a nodos de expansion mediante la
red cliente deben conectarse utilizando un puerto de extremo de equilibrio de carga (Configuracion >
Configuracion de red > Red cliente no confiable). Consulte las instrucciones para administrar
StorageGRID para cambiar la configuracion del nuevo nodo y configurar los extremos del equilibrador de
carga.

Informacion relacionada

"Administre StorageGRID"

Agregar un sitio nuevo

Puede ampliar su sistema StorageGRID anadiendo un sitio nuevo.

Directrices para agregar un sitio

Antes de agregar un sitio, revise los siguientes requisitos y limitaciones:

» Solo puede anadir un sitio por operacion de ampliacion.
* No se pueden afadir nodos de cuadricula a un sitio existente como parte de la misma expansion.
* Todos los sitios deben incluir al menos tres nodos de almacenamiento.

* La adicion de un sitio nuevo no aumenta automaticamente el numero de objetos que se pueden
almacenar. La capacidad total de objetos de un grid depende de la cantidad de almacenamiento
disponible, la politica de ILM y la capacidad de metadatos de cada sitio.

Al ajustar el tamafio a un sitio nuevo, debe asegurarse de que incluya suficiente capacidad de metadatos.
StorageGRID mantiene una copia de todos los metadatos de objetos en cada sitio. Al aiadir un sitio
nuevo, debe asegurarse de que incluya la capacidad de metadatos suficiente para los metadatos del
objeto existente y la capacidad de metadatos suficiente para crecer.

Para obtener informacion sobre la supervisién de la capacidad de metadatos de objetos, consulte las
instrucciones para supervisar y solucionar problemas de StorageGRID.
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* Debe tener en cuenta el ancho de banda de red disponible entre los sitios y el nivel de latencia de red. Las
actualizaciones de los metadatos se replican continuamente entre los sitios aunque todos los objetos se
almacenan solo en el sitio donde se ingieren.

» Dado que el sistema StorageGRID permanece operativo durante la ampliacion, debe revisar las reglas de
ILM antes de iniciar el procedimiento de ampliacion. Debe asegurarse de que las copias de objetos no se
almacenan en el sitio nuevo hasta que se complete el procedimiento de expansion.

Por ejemplo, antes de iniciar la expansion, determine si existen reglas que utilizan el pool de
almacenamiento predeterminado (todos los nodos de almacenamiento). Si lo hacen, debe crear un nuevo
pool de almacenamiento que contenga los nodos de almacenamiento existentes y actualizar las reglas de
ILM para usar el nuevo pool de almacenamiento. De lo contrario, los objetos se copiaran en el sitio nuevo
tan pronto como el primer nodo de ese sitio se active.

Para obtener mas informacion sobre el cambio de ILM al afiadir un sitio nuevo, consulte el ejemplo de

cambio de una politica de ILM en las instrucciones para gestionar objetos con la gestién del ciclo de vida
de la informacion.

Informacion relacionada

"Gestion de objetos con ILM"

Preparacion para una expansion

Debe prepararse para la expansion de StorageGRID obteniendo el material requerido e
instalando y configurando cualquier hardware y redes nuevos.

Recolecciéon de materiales necesarios

Antes de realizar una operacion de expansion, debe recopilar los materiales enumerados en la siguiente tabla.

Elemento Notas
Archivo de instalacion de Si va a afiadir nodos de grid o un sitio nuevo, debe descargar y extraer
StorageGRID el archivo de instalacion de StorageGRID. Debe utilizar la misma

version que se esté ejecutando actualmente en la cuadricula.

Para obtener detalles, consulte las instrucciones para descargar y
extraer los archivos de instalacién de StorageGRID.

Nota: no es necesario descargar archivos si va a anadir volumenes de

almacenamiento nuevos a nodos de almacenamiento existentes o a
instalar un dispositivo StorageGRID nuevo.

Portatil de servicio El ordenador portatil de servicio debe cumplir los siguientes requisitos:

* Puerto de red
* Cliente SSH (por ejemplo, PuTTY)

» Navegador compatible
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Elemento

Clave de acceso de
aprovisionamiento

Documentacion de StorageGRID

La documentacién actual de su
plataforma

Informacion relacionada
"Administre StorageGRID"

"Notas de la version"

"Instale VMware"

Notas

La frase de contrasefia se crea y documenta cuando se instala el
sistema StorageGRID por primera vez. La clave de acceso de
aprovisionamiento no esta en la Passwords. txt archivo.

* Administring StorageGRID
* Notas de la version de StorageGRID

* Instrucciones de instalacion para su plataforma

Para las versiones compatibles, consulte la matriz de interoperabilidad.

"Instale Red Hat Enterprise Linux o CentOS"

"Instalar Ubuntu o Debian"

"Herramienta de matriz de interoperabilidad de NetApp"

Requisitos del navegador web

Debe utilizar un navegador web compatible.

Navegador Web

Google Chrome

Microsoft Edge

Mozilla Firefox

Version minima admitida

87

87

84

Debe establecer la ventana del navegador en un ancho recomendado.

Ancho del navegador

Minimo

Optimo

16

Pixeles

1024

1280
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Descarga y extraccion de los archivos de instalacion de StorageGRID

Antes de poder afiadir nuevos nodos de grid o un sitio nuevo, debe descargar el archivo de instalacion de
StorageGRID correspondiente y extraer los archivos.

Acerca de esta tarea

Es necesario realizar operaciones de ampliacidn con la versién de StorageGRID que se esta ejecutando en el
grid.

Pasos
1. Vaya a la pagina de descargas de NetApp para StorageGRID.

"Descargas de NetApp: StorageGRID"

2. Seleccione la version de StorageGRID que se esta ejecutando actualmente en la cuadricula.
3. Inicie sesion con el nombre de usuario y la contrasefia de su cuenta de NetApp.

4. Lea el contrato de licencia para usuario final, seleccione la casilla de verificacion y, a continuacion,
seleccione Aceptar y continuar.

5. En la columna instalar StorageGRID de la pagina de descarga, seleccione .tgz 0. . zip archivar para su
plataforma.

La versién que se muestra en el archivo de archivo de instalacion debe coincidir con la version del
software que esta instalado actualmente.

Utilice la . zip Archivo si esta ejecutando Windows en el portatil de servicio.

Plataforma Archivo de instalacion

VMware StorageGRID-Webscale-version-VMware-
uniquelD.zip StorageGRID-Webscale-version
-VMware-uniquelD.tgz

Red Hat Enterprise Linux o CentOS StorageGRID-Webscale-version-RPM-uniquelD.zip
StorageGRID-Webscale-version-RPM-uniquelD.tgz

Ubuntu o Debian y el dispositivo StorageGRID-Webscale-version-DEB-uniquelD.zip
StorageGRID-Webscale-version-DEB-uniquelD.tgz

OpenStack/otro hipervisor Para ampliar una puesta en marcha existente en
OpenStack, debe implementar una maquina virtual
que ejecute una de las distribuciones de Linux
admitidas que se indican anteriormente y seguir las
instrucciones correspondientes para Linux.

6. Descargue y extraiga el archivo de archivo.

7. Siga el paso adecuado para que su plataforma elija los archivos que necesite, en funcion de su
plataforma, la topologia de cuadricula planificada y como ampliara su sistema StorageGRID.

Las rutas enumeradas en el paso de cada plataforma son relativas al directorio de nivel superior instalado
por el archivo de archivado.
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8. Siva a ampliar un sistema VMware, seleccione los archivos adecuados.
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Ruta y nombre de archivo

Herramienta de secuencia de comandos de la
implementacion

Descripcion

Archivo de texto que describe todos los archivos
contenidos en el archivo de descarga de
StorageGRID.

Una licencia gratuita que no proporciona ningun
derecho de soporte para el producto.

El archivo de disco de maquina virtual que se usa
como plantilla para crear maquinas virtuales del
nodo de grid.

El archivo de plantilla Abrir formato de virtualizacion
(.ovf)y el archivo de manifiesto (.mf) Para
implementar el nodo de administracién principal.

El archivo de plantilla (. ovf) y el archivo de
manifiesto (.mf) Para implementar nodos de
administracion no primarios.

El archivo de plantilla (. ovf) y el archivo de
manifiesto (.mf) Para implementar nodos de
archivado.

El archivo de plantilla (. ov£) y el archivo de
manifiesto (.mf) Para implementar nodos de puerta
de enlace.

El archivo de plantilla (. ov£) y el archivo de
manifiesto (.mf) Para implementar nodos de
almacenamiento basados en maquinas virtuales.

Descripcion

Una secuencia de comandos de shell Bash que se
utiliza para automatizar la implementacion de nodos
de cuadricula virtual.

Un archivo de configuracion de ejemplo que se
puede utilizar con deploy-vsphere-ovftool.sh
guion.

Script Python que se utiliza para automatizar la
configuracion de un sistema StorageGRID.



Ruta y nombre de archivo

Descripcion

Una secuencia de comandos Python que se utiliza
para automatizar la configuracion de los
dispositivos StorageGRID.

Ejemplo de secuencia de comandos Python que
puede utilizar para iniciar sesion en la APl de
gestion de grid cuando esta activado el inicio de
sesion unico.

Un archivo de configuracion de ejemplo que se
puede utilizar con configure-storagegrid.py
guion.

Un archivo de configuracion en blanco para usar
con el configure-storagegrid.py guion.

9. Siva a ampliar un sistema Red Hat Enterprise Linux o CentOS, seleccione los archivos adecuados.

Ruta y nombre de archivo

Herramienta de secuencia de comandos de la
implementacion

Descripcion

Archivo de texto que describe todos los archivos
contenidos en el archivo de descarga de
StorageGRID.

Una licencia gratuita que no proporciona ningun
derecho de soporte para el producto.

PAQUETE RPM para instalar las imagenes de nodo
StorageGRID en sus hosts RHEL o CentOS.

PAQUETE RPM para instalar el servicio host
StorageGRID en sus hosts RHEL o CentOS.

Descripcion

Script Python que se utiliza para automatizar la
configuracion de un sistema StorageGRID.

Una secuencia de comandos Python que se utiliza
para automatizar la configuracién de los
dispositivos StorageGRID.

Un archivo de configuracion de ejemplo que se
puede utilizar con configure-storagegrid.py
guion.
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Ruta y nombre de archivo

Descripcion

Ejemplo de secuencia de comandos Python que
puede utilizar para iniciar sesion en la APl de
gestion de grid cuando esta activado el inicio de
sesion unico.

Un archivo de configuracion en blanco para usar
con el configure-storagegrid.py guion.

Ejemplo de rol de Ansible y libro de estrategia para
configurar hosts de RHEL o CentOS para puesta en
marcha del contenedor StorageGRID. Puede
personalizar el rol o el libro de estrategia segun sea
necesario.

10. Siva a ampliar un sistema Ubuntu o Debian, seleccione los archivos apropiados.
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Ruta y nombre de archivo

Herramienta de secuencia de comandos de la
implementacion

Descripcion

Archivo de texto que describe todos los archivos
contenidos en el archivo de descarga de
StorageGRID.

Un archivo de licencia de NetApp que no es de
produccién y que se puede usar para pruebas e
implementaciones conceptuales.

PAQUETE DEB para instalar las imagenes del nodo
StorageGRID en hosts de Ubuntu o Debian.

Suma de comprobacion MD5 para el archivo
/debs/storagegrid-webscale-images-
version-SHA.deb.

PAQUETE DEB para instalar el servicio de host de
StorageGRID en hosts de Ubuntu o Debian.

Descripcion

Script Python que se utiliza para automatizar la
configuracion de un sistema StorageGRID.

Una secuencia de comandos Python que se utiliza
para automatizar la configuracion de los
dispositivos StorageGRID.



Ruta y nombre de archivo Descripcion

Ejemplo de secuencia de comandos Python que
puede utilizar para iniciar sesion en la APl de
gestion de grid cuando esta activado el inicio de
sesion unico.

Un archivo de configuracion de ejemplo que se
puede utilizar con configure-storagegrid.py
guion.

Un archivo de configuracion en blanco para usar
con el configure-storagegrid.py guion.

Ejemplo de rol de Ansible y libro de aplicaciones
para configurar hosts Ubuntu o Debian para la
implementacion del contenedor StorageGRID.
Puede personalizar el rol o el libro de estrategia
segun sea necesario.

11. Si va a ampliar un sistema basado en dispositivos StorageGRID, seleccione los archivos adecuados.

Ruta y nombre de archivo Descripcién

DEB el paquete para instalar las imagenes de nodo
StorageGRID en sus dispositivos.

Suma de comprobacion del paquete DE instalacion
DE DEB utilizado por el instalador de dispositivos
de StorageGRID para validar que el paquete esta
intacto tras la carga.

Para la instalacion del dispositivo, estos archivos sélo son necesarios si necesita evitar el
@ trafico de red. El dispositivo puede descargar los archivos necesarios del nodo de
administracion principal.

Verificacion de hardware y redes

Antes de iniciar la ampliacion del sistema StorageGRID, debe asegurarse de haber instalado y configurado el
hardware necesario para admitir los nodos de grid o el sitio nuevo.

Para obtener informacion sobre las versiones compatibles, consulte la matriz de interoperabilidad.
También debe verificar la conectividad de red entre los servidores del sitio y confirmar que el nodo de
administracion principal pueda comunicarse con todos los servidores de expansion que estan destinados a

alojar el sistema StorageGRID.

Si esta realizando una actividad de expansion que incluye la adicién de una nueva subred, debe agregar la
nueva subred de cuadricula antes de iniciar el procedimiento de expansion.
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No utilice la traduccion de direcciones de red (NAT) en la red de cuadricula entre nodos de cuadricula o entre
sitios StorageGRID. Cuando utilice direcciones IPv4 privadas para la red de cuadricula, esas direcciones
deben poder enrudarse directamente desde cada nodo de cuadricula de cada sitio. Sin embargo, segun sea
necesario, puede utilizar NAT entre clientes externos y nodos de cuadricula, como para proporcionar una
direccion IP publica para un nodo de puerta de enlace. El uso de NAT para tender un segmento de red publica
solo se admite cuando se emplea una aplicacién de tunel que es transparente para todos los nodos de la
cuadricula, lo que significa que los nodos de la cuadricula no necesitan conocimientos de direcciones IP
publicas.

Informacién relacionada
"Herramienta de matriz de interoperabilidad de NetApp"

"Actualizacién de subredes para la red de cuadricula"

Descripcién general del procedimiento de expansion

Los pasos basicos para realizar una expansion de StorageGRID varian en funcion de los
distintos tipos de expansion: Afiadir volumenes de almacenamiento a un nodo de
almacenamiento, anadir nodos nuevos a un sitio existente o anadir un sitio nuevo. En
todos los casos, puede realizar ampliaciones sin interrumpir el funcionamiento del
sistema actual.

El tipo de nodo que va a anadir a la cuadricula o el motivo por el que se afiaden nodos no afecta al
procedimiento de ampliacion basico. Pero, como se muestra en el diagrama de flujo de trabajo que se muestra
a continuacion, los pasos para afadir nodos varian ligeramente segun si va a afadir dispositivos StorageGRID
0 hosts que ejecutan VMware o Linux.

Ya no se admiten los archivos de disco de maquina virtual y las secuencias de comandos para
@ instalaciones nuevas o expansiones de StorageGRID en OpenStack. Para ampliar una
implementacion existente en OpenStack, consulte los pasos de su distribucion de Linux.

"Linux™ se refiere a una implementacion de Red Hat® Enterprise Linux®, Ubuntu®, CentOS o
@ Debian®. Utilice la herramienta matriz de interoperabilidad de NetApp para obtener una lista de
las versiones compatibles.
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Plan and prepare

v v v

Add storage volumes

Add grid nodes or Add a new site

ViVlware Linux

v

Update subnets

v

Deploy new grid nodes

VMware | Linux |Appliance

v

Perform the expansion

v

Configure the
expanded system

Informacién relacionada

"Herramienta de matriz de interoperabilidad de NetApp"

"Planificacion de una expansion de StorageGRID"

"Preparacion para una expansion"

"Afiadir volumenes de almacenamiento a los nodos de almacenamiento”

"Afadir nodos de grid a un sitio existente o afiadir uno nuevo"

Anadir volumenes de almacenamiento a los nodos de almacenamiento

Puede ampliar la capacidad de almacenamiento de los nodos de almacenamiento que
tengan 16 o menos volumenes de almacenamiento agregando volumenes de
almacenamiento adicionales. Es posible que deba afadir volumenes de almacenamiento
a mas de un nodo de almacenamiento para satisfacer los requisitos de ILM para las
copias replicadas o codificadas de borrado.
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Lo que necesitara

Antes de anadir volumenes de almacenamiento, revise las directrices para anadir capacidad de
almacenamiento para asegurarse de saber donde se deben anadir volimenes para cumplir con los requisitos
de la politica de ILM.

"Adicion de capacidad de almacenamiento”

Estas instrucciones se aplican solamente a los nodos de almacenamiento basados en software.
Consulte las instrucciones de instalacion y mantenimiento del dispositivo SG6060 para saber

@ como afiadir volumenes de almacenamiento a SG6060 mediante la instalacion de bandejas de
expansion. No es posible expandir otros nodos de almacenamiento del dispositivo.

"Dispositivos de almacenamiento SG6000"

Acerca de esta tarea

El almacenamiento subyacente de un nodo de almacenamiento se divide en una serie de volimenes de
almacenamiento. Los volumenes de almacenamiento son dispositivos de almacenamiento basados en
blogues con formato del sistema StorageGRID y montados para almacenar objetos. Cada nodo de
almacenamiento puede admitir hasta 16 volumenes de almacenamiento, que se denominan object store en
Grid Manager.

@ Los metadatos de objetos siempre se almacenan en el almacén de objetos 0.

Cada almaceén de objetos se monta en un volumen que corresponde a su ID. Es decir, el almacén de objetos
con un ID de 0000 corresponde al /var/local/rangedb/0 punto de montaje.

Antes de agregar nuevos volumenes de almacenamiento, utilice Grid Manager para ver los almacenes de
objetos actuales de cada nodo de almacenamiento, asi como los puntos de montaje correspondientes. Esta
informacion se puede usar al afiadir volumenes de almacenamiento.

Pasos
1. Seleccione Nodes > site > Storage Node > Storage.

2. Desplacese hacia abajo para ver la cantidad de almacenamiento disponible para cada volumen y almacén

de objetos.

Para los nodos de almacenamiento del dispositivo, el nombre a nivel mundial de cada disco coincide con
el identificador a nivel mundial (WWID) de volumen que se muestra cuando se ven las propiedades de
volumen estandar en el software SANItricity (el software de gestion conectado a la controladora de
almacenamiento del dispositivo).

Para ayudarle a interpretar las estadisticas de lectura y escritura del disco relacionadas con los puntos de
montaje del volumen, la primera parte del nombre que aparece en la columna Nombre de la tabla
dispositivos de disco (es decir, sdc, sdd, sde, etc.) coincide con el valor que se muestra en la columna
dispositivo de la tabla de volumenes.
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Disk Devices

:" Name
croot(8:1.sdal)
cwloc(8:2 sda2)
sdc(8:16,sdb)
sdd(8:32,sdc)

_ sde(8:48.sdd)

Volumes

Mount Point

f

Mvar/local
fvarflocal/rangedbi0
fvarflocal/rangedb/
fvarflocalfrangedb/2

Object Stores

D Size

0000 h3.66 GB
0001 53.66 GB
oooz2 53.66 GB

World Wide Name

MIA
MN/A
MIA
MIA
MNAA

Device

croot

Available
48.21 GB
53.57 GB
53.57 GB

cvloc
sdc
sdd

sde

/O Load
0.03%
0.37%
0.00%
0.00%
0.00%
Status Size
Online 10.50 GB
Online 96.59 GB
Online 53.66 GB
Online £3.66 GB
Online £3.66 GB
Object Data
B | 976.25 KB
g9 0 bytes
g | 0 bytes

Read Rate Write Rate
B9 | 0 bytes/s B 4 KB/s
9 | 0 bytes/s B9 29 KB/s
B9 0 bytes/s I 0 bytes/s
B | 0 bytesls B 183 bytes/s
g 0 bytes/s g | 12 bytes/s
Available Write Cache Status
346 GB Y Unknown
94 99 GB Unknown
53.57 GB Y Enabled
53.57 GB F5 Enabled
53.57 GB | Enabled
Object Data (%) Health
B 0.00% Mo Errors
5 0.00% Mo Errors
| 0.00% Mo Errors

G EEEE

EEEEE

3. Siga las instrucciones para que su plataforma afiada volumenes de almacenamiento nuevos al nodo de

almacenamiento.

o "VMware: Afiadir volumenes de almacenamiento a un nodo de almacenamiento”

o "Linux: Anadir volumenes SAN o de conexion directa a un nodo de almacenamiento"

VMware: Anadir volumenes de almacenamiento a un nodo de almacenamiento

Si un nodo de almacenamiento incluye menos de 16 volumenes de almacenamiento, es

posible aumentar su capacidad mediante VMware vSphere para afnadir volumenes.

Lo que necesitara

» Debe tener acceso a las instrucciones de instalacion de StorageGRID para implementaciones de VMware.

* Debe tener la Passwords. txt archivo.

» Debe tener permisos de acceso especificos.
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No intente afadir volumenes de almacenamiento a un nodo de almacenamiento mientras hay
una actualizacion de software, un procedimiento de recuperacion u otro procedimiento de
ampliacién activo.

Acerca de esta tarea

El nodo de almacenamiento no esta disponible durante un breve periodo de tiempo cuando se afaden
volumenes de almacenamiento. Debe realizar este procedimiento en un nodo de almacenamiento a la vez
para evitar que se vean afectados los servicios de grid orientados al cliente.

Pasos

1. Si es necesario, instale nuevo hardware de almacenamiento y cree nuevos almacenes de datos VMware.
2. Agregue uno o mas discos duros a la maquina virtual para usarlos como almacenamiento (almacenes de
objetos).
a. Abra VMware vSphere Client.
b. Edite la configuracién de la maquina virtual para agregar uno o mas discos duros adicionales.

Los discos duros suelen configurarse como discos de maquina virtual (VMDK). Los VMDK se utilizan mas
a menudo y son mas faciles de gestionar, mientras que los RDM pueden proporcionar un mejor
rendimiento a las cargas de trabajo que utilizan tamafos de objeto mas grandes (por ejemplo, mayores de
100 MB). Para obtener mas informacién sobre como afadir discos duros a maquinas virtuales, consulte la
documentacién de VMware vSphere.

3. Reinicie la maquina virtual mediante la opciéon Restart Guest OS en VMware vSphere Client, o
introduciendo el comando siguiente en una sesion ssh en la maquina virtual:sudo reboot

@ No utilice Apagar ni Restablecer para reiniciar la maquina virtual.

4. Configure el nuevo almacenamiento para que lo utilice el nodo de almacenamiento:

a. Inicie sesion en el nodo de grid:
i. Introduzca el siguiente comando: ssh admin@grid node IP
ii. Introduzca la contrasefia que aparece en Passwords . txt archivo.
iii. Introduzca el siguiente comando para cambiar a la raiz: su -

Iv. Introduzca la contrasefia que aparece en Passwords . txt archivo. Cuando ha iniciado sesion
como root, el simbolo del sistema cambia de $ para #.

b. Configure los nuevos volumenes de almacenamiento:
sudo add rangedbs.rb

Este script encuentra todos los volumenes de almacenamiento nuevos y solicita que se los formatee.

a. Introduzca y para aceptar el formato.

b. Si alguno de los volumenes se ha formateado anteriormente, decida si desea reformatearlos.
= Introduzca y para cambiar el formato.
= Introduzca n para omitir el formateo. Se formatea los volumenes de almacenamiento.

c. Cuando se le solicite, introduzca y para detener los servicios de almacenamiento.
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Los servicios de almacenamiento se detienen, y el setup rangedbs. sh el script se ejecuta
automaticamente. Una vez que los volumenes estan listos para su uso como recedbs, los servicios se
inician de nuevo.

5. Compruebe que los servicios se inician correctamente:

a. Ver una lista del estado de todos los servicios del servidor:
sudo storagegrid-status

El estado se actualiza automaticamente.

a. Espere a que todos los servicios se ejecuten o se verifiquen.

b. Salir de la pantalla de estado:
Ctrl+C

6. Compruebe que el nodo de almacenamiento esté en linea:
a. Inicie sesion en Grid Manager con un navegador compatible.
b. Seleccione Soporte > Herramientas > Topologia de cuadricula.
c. Seleccione site > Storage Node > LDR > Storage.
d. Seleccione la ficha Configuracioén y, a continuacion, la ficha Principal.

e. Sila lista desplegable Estado de almacenamiento - deseado esta establecida en soélo lectura o sin
conexion, seleccione en linea.

f. Haga clic en aplicar cambios.
7. Para ver los nuevos almacenes de objetos:
a. Seleccione Nodes > site > Storage Node > Storage.

b. Consulte los detalles en la tabla almacenes de objetos.

Resultado
Ahora se puede usar la capacidad ampliada de los nodos de almacenamiento para guardar datos de objetos.

Informacion relacionada

"Instale VMware"

Linux: Afadir volimenes SAN o de conexion directa a un nodo de almacenamiento

Si un nodo de almacenamiento incluye menos de 16 volumenes de almacenamiento,
puede aumentar su capacidad mediante la adicién de nuevos dispositivos de
almacenamiento en bloques, haciéndolos visibles para los hosts Linux y la adicion de las
nuevas asignaciones de dispositivos de bloque al archivo de configuracion de
StorageGRID que se utiliza para el nodo de almacenamiento.

Lo que necesitara
» Debe tener acceso a las instrucciones de instalacion de StorageGRID para su plataforma Linux.

* Debe tener la Passwords. txt archivo.

» Debe tener permisos de acceso especificos.
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No intente afadir volumenes de almacenamiento a un nodo de almacenamiento mientras hay
una actualizacion de software, un procedimiento de recuperacion u otro procedimiento de
ampliacién activo.

Acerca de esta tarea

El nodo de almacenamiento no esta disponible durante un breve periodo de tiempo cuando se afaden
volumenes de almacenamiento. Debe realizar este procedimiento en un nodo de almacenamiento a la vez
para evitar que se vean afectados los servicios de grid orientados al cliente.

Pasos

1.

2.
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Instale el nuevo hardware de almacenamiento.
Para obtener mas informacion, consulte la documentacion proporcionada por su proveedor de hardware.

Cree nuevos volumenes de almacenamiento en bloques de los tamafios deseados.

o Conecte las nuevas unidades de disco y actualice la configuracion de la controladora RAID segun sea
necesario, o asigne nuevos LUN SAN en las cabinas de almacenamiento compartido y permita que el
host Linux acceda a ellas.

o Utilice el mismo esquema de nomenclatura persistente que utilizd para los volumenes de
almacenamiento en el nodo de almacenamiento existente.

o Si utiliza la funcién de migracion de nodos StorageGRID, haga que los nuevos volumenes sean
visibles para otros hosts Linux que son destinos de migracion para este nodo de almacenamiento.
Para obtener mas informacion, consulte las instrucciones de instalacion de StorageGRID para su
plataforma Linux.

Inicie sesion en el host Linux que admite el nodo de almacenamiento como raiz o con una cuenta que
tiene permiso sudo.

Confirmar que los volumenes de almacenamiento nuevos estén visibles en el host Linux.
Es posible que tenga que volver a analizar los dispositivos.

Ejecute el siguiente comando para deshabilitar temporalmente el nodo de almacenamiento:
sudo storagegrid node stop <node-name>

Mediante un editor de texto como vim o pico, edite el archivo de configuracién del nodo para el nodo de
almacenamiento, que puede encontrarse en /etc/storagegrid/nodes/<node-name>.conf.

. Busque la seccién del archivo de configuracion del nodo que contiene las asignaciones de dispositivos del

blogue de almacenamiento de objetos existentes.

En el ejemplo: BLOCK DEVICE RANGEDB 00 para BLOCK DEVICE RANGEDB 03 son las asignaciones
de dispositivos de bloques de almacenamiento de objetos existentes.



NODE TYPE = VM Storage Node

ADMIN IP = 10.1.0.2

BLOCK DEVICE VAR LOCAL = /dev/mapper/sgws-snl-var-local
BLOCK_DEVICE RANGEDB 00 = /dev/mapper/sgws-snl-rangedb-0
BLOCK _DEVICE RANGEDB 01 = /dev/mapper/sgws-snl-rangedb-1
BLOCK _DEVICE RANGEDB 02 = /dev/mapper/sgws-snl-rangedb-2
BLOCK_DEVICE RANGEDB 03 = /dev/mapper/sgws-snl-rangedb-3
GRID NETWORK TARGET = bond0.1001

ADMIN NETWORK TARGET = bond0.1002

CLIENT NETWORK TARGET = bond0.1003

GRID NETWORK IP = 10.1.0.3

GRID NETWORK MASK = 255.255.255.0

GRID NETWORK GATEWAY = 10.1.0.1

8. Afnada nuevas asignaciones de dispositivo de bloque de almacenamiento de objetos que correspondan a

los volumenes de almacenamiento en bloque que anadié para este nodo de almacenamiento.
Asegurese de comenzar en el siguiente BLOCK_DEVICE RANGEDB nn. No deje un hueco.

° En funcién del ejemplo anterior, comience en BLOCK DEVICE RANGEDB 04.

o En el ejemplo siguiente, se afiadieron cuatro volumenes de almacenamiento basado en bloques al
nodo: BLOCK DEVICE RANGEDB 04 para BLOCK DEVICE RANGEDB 07.

NODE TYPE = VM Storage Node

ADMIN IP = 10.1.0.2

BLOCK DEVICE VAR LOCAL = /dev/mapper/sgws-snl-var-local
BLOCK _DEVICE RANGEDB 00 = /dev/mapper/sgws-snl-rangedb-0
BLOCK DEVICE RANGEDB 01
BLOCK DEVICE RANGEDB 02
BLOCK DEVICE RANGEDB 03 /dev/mapper/sgws—-snl-rangedb-3
<strong>BLOCK DEVICE RANGEDB 04 = /dev/mapper/sgws-snl-rangedb-
4</strong>

<strong>BLOCK DEVICE RANGEDB 05 = /dev/mapper/sgws-snl-rangedb-
5</strong>
<strong>BLOCK_DEVICE RANGEDB 06
6</strong>
<strong>BLOCK DEVICE RANGEDB 07
7</strong>

GRID NETWORK TARGET = bond0.1001
ADMIN NETWORK TARGET = bond0.1002
CLIENT NETWORK TARGET = bond0.1003
GRID NETWORK IP = 10.1.0.3

GRID NETWORK MASK = 255.255.255.0
GRID NETWORK GATEWAY = 10.1.0.1

/dev/mapper/sgws-snl-rangedb-1

/dev/mapper/sgws-snl-rangedb-2

/dev/mapper/sgws—-snl-rangedb-

/dev/mapper/sgws—-snl-rangedb-
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9. Ejecute el siguiente comando para validar los cambios en el archivo de configuracion del nodo para el
nodo de almacenamiento:

sudo storagegrid node validate <node-name>

Solucione todos los errores o advertencias antes de continuar con el siguiente paso.

Si observa un error similar al siguiente, significa que el archivo de configuracién del nodo
esta intentando asignar el dispositivo de bloque utilizado por <node-name> para
<PURPOSE> a la dada <path-name> En el sistema de archivos Linux, pero no hay un
archivo especial de dispositivo de bloque valido (o softlink a un archivo especial de
dispositivo de bloque) en esa ubicacion.

®

Checking configuration file for node <node-name>..
ERROR: BLOCK DEVICE <PURPOSE> = <path-name>
<path-name> is not a valid block device

Compruebe que ha introducido el valor correcto <path-name>.

10. Ejecute el siguiente comando para reiniciar el nodo con las nuevas asignaciones de dispositivo de bloque
en su lugar:

sudo storagegrid node start <node-name>

11. Inicie sesion en el nodo de almacenamiento como administrador con la contrasefia que aparece en
Passwords. txt archivo

12. Compruebe que los servicios se inician correctamente:

a. Ver una lista del estado de todos los servicios del servidor:
sudo storagegrid-status

El estado se actualiza automaticamente.

b. Espere a que todos los servicios se ejecuten o se verifiquen.

c. Salir de la pantalla de estado:
Ctrl+C
13. Configure el nuevo almacenamiento para que lo utilice el nodo de almacenamiento:
a. Configure los nuevos volumenes de almacenamiento:
sudo add rangedbs.rb
Este script encuentra todos los volumenes de almacenamiento nuevos y solicita que se los formatee.

a. Introduzca y para formatear los volumenes de almacenamiento.
b. Si alguno de los volumenes se ha formateado anteriormente, decida si desea reformatearlos.

= Introduzca y para cambiar el formato.
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= Introduzca n para omitir el formateo. Se formatea los volumenes de almacenamiento.
c. Cuando se le solicite, introduzca y para detener los servicios de almacenamiento.
Los servicios de almacenamiento se detienen, y el setup rangedbs. sh el script se ejecuta

automaticamente. Una vez que los voliumenes estan listos para su uso como recedbs, los servicios se
inician de nuevo.

14. Compruebe que los servicios se inician correctamente:

a. Ver una lista del estado de todos los servicios del servidor:
sudo storagegrid-status

El estado se actualiza automaticamente.

a. Espere a que todos los servicios se ejecuten o se verifiquen.

b. Salir de la pantalla de estado:
Ctrl+C

15. Compruebe que el nodo de almacenamiento esté en linea:
a. Inicie sesidon en Grid Manager con un navegador compatible.
b. Seleccione Soporte > Herramientas > Topologia de cuadricula.
c. Seleccione site > Storage Node > LDR > Storage.
d. Seleccione la ficha Configuracioén y, a continuacion, la ficha Principal.

e. Sila lista desplegable Estado de almacenamiento - deseado esta establecida en soélo lectura o sin
conexion, seleccione en linea.

f. Haga clic en aplicar cambios.
16. Para ver los nuevos almacenes de objetos:
a. Seleccione Nodes > site > Storage Node > Storage.

b. Consulte los detalles en la tabla almacenes de objetos.

Resultado
Ahora se puede usar la capacidad ampliada de los nodos de almacenamiento para guardar datos de objetos.

Informacion relacionada
"Instale Red Hat Enterprise Linux o CentOS"

"Instalar Ubuntu o Debian"

Anadir nodos de grid a un sitio existente o aiadir uno nuevo

Puede seguir este procedimiento para agregar nodos de cuadricula a sitios existentes o
para agregar un sitio nuevo, pero no puede realizar ambos tipos de expansion al mismo
tiempo.

Lo que necesitara
» Debe tener permisos raiz o de mantenimiento. Para obtener detalles, consulte la informacién sobre cémo
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controlar el acceso al sistema con grupos y cuentas de usuario de administracion.
» Todos los nodos existentes en la cuadricula deben estar activos y ejecutandose en todos los sitios.

» Deben completarse todos los procedimientos anteriores de ampliacion, actualizacion, decomisionado o
recuperacion.

Se le impide iniciar una expansion mientras otro procedimiento de expansion, actualizacion,
recuperacion o retirada activa esta en curso. Sin embargo, si es necesario, puede pausar
un procedimiento de retirada para iniciar una expansion.

Pasos

1. "Actualizacion de subredes para la red de cuadricula"
2. "Implementacion de nuevos nodos de grid"

3. "Realizacién de la expansion”

Actualizacion de subredes para la red de cuadricula

Al agregar nodos de cuadricula o un sitio nuevo en una expansion, es posible que deba
actualizar o agregar subredes a la red de cuadricula.

StorageGRID mantiene una lista de las subredes de red que se utilizan para comunicarse entre los nodos de
grid en la red de cuadricula (ethQ). Estas entradas incluyen las subredes utilizadas para la red de cuadricula
por cada sitio del sistema StorageGRID, asi como las subredes utilizadas para NTP, DNS, LDAP u otros
servidores externos a los que se acceda a través de la puerta de enlace de red de cuadricula.

Lo que necesitara

* Debe iniciar sesion en Grid Manager mediante un explorador compatible.
* Debe tener los permisos de mantenimiento o acceso raiz.
* Debe tener la clave de acceso de aprovisionamiento.

» Debe tener las direcciones de red, en notacion CIDR, de las subredes que desea configurar.

Acerca de esta tarea

Si esta realizando una actividad de expansion que incluye la adicién de una nueva subred, debe agregar la
nueva subred de cuadricula antes de iniciar el procedimiento de expansion.

Pasos
1. Seleccione Mantenimiento > Red > Red de red.
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Grid Network

Configure the subnets that are used on the Grid Network. These entries typically include the subnets for the Grid Metwork (eth0) for each
site in your StorageGRID system as well as any subnets for NTP, DNS, LDAP, or other external servers accessed through the Grid
Network gateway.

Subnets

Subnet 1 10.96.104.0/22 ==

Passphrase

Provisioning
Passphrase

2. En la lista subredes, haga clic en el signo mas para afiadir una nueva subred en notacién CIDR.
Por ejemplo, introduzca 10.96.104.0/22.
3. Introduzca la frase de acceso de aprovisionamiento y haga clic en Guardar.

Las subredes que ha especificado se configuran automaticamente para el sistema StorageGRID.

Implementacién de nuevos nodos de grid

Los pasos para implementar nuevos nodos de grid en una expansion son los mismos
que los pasos que se usaron al instalar la cuadricula por primera vez. Debe implementar
todos los nodos de grid nuevos antes de ejecutar la ampliacion.

Al expandir la cuadricula, los nodos que afiade no tienen que coincidir con los tipos de nodos existentes.
Puede anadir nodos VMware, nodos basados en contenedores Linux o nodos de dispositivos.

VMware: Implementar nodos de grid

Debe implementar una maquina virtual en VMware vSphere para cada nodo de VMware que desee afiadir a la
ampliacion.

Pasos

1. Ponga en marcha el nuevo nodo de grid como una maquina virtual y conéctelo a una o mas redes
StorageGRID.

Al poner en marcha el nodo, tiene la opcioén de reasignar puertos de nodo o aumentar las opciones de
CPU o memoria.

"Poner en marcha un nodo de StorageGRID como maquina virtual"

2. Después de implementar todos los nodos de VMware nuevos, vuelva a estas instrucciones para realizar el
procedimiento de ampliacion.

"Realizacién de la expansion”
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Linux: Implementaciéon de nodos de grid

Puede implementar nodos de grid en hosts Linux nuevos o en hosts Linux existentes. Si necesita hosts Linux
adicionales para admitir los requisitos de CPU, RAM y almacenamiento de los nodos StorageGRID que desea
afnadir a la cuadricula, debe prepararlos de la misma manera que preparo los hosts cuando los instalé por
primera vez. A continuacién, se deben implementar los nodos de expansion del mismo modo que se pusieron
en marcha los nodos de grid durante la instalacion.

Lo que necesitara

* Tiene las instrucciones de instalacion de StorageGRID para su version de Linux y ha revisado los
requisitos de hardware y almacenamiento.

« Si tiene pensado implementar nuevos nodos de grid en hosts existentes, debe confirmar que los hosts
existentes tienen suficiente capacidad de CPU, RAM y almacenamiento para los nodos adicionales.

 Tiene pensado minimizar los dominios de fallos. Por ejemplo, no debe implementar todos los nodos de
puerta de enlace en un solo host fisico.

En una puesta en marcha de produccion, no ejecute mas de un nodo de almacenamiento
en un unico host fisico o virtual. El uso de un host dedicado para cada nodo de
almacenamiento proporciona un dominio de fallo aislado.

 Si el nodo StorageGRID utiliza almacenamiento asignado desde un sistema AFF de NetApp, confirme que
el volumen no tiene habilitada la politica de organizacién en niveles de FabricPool. Al deshabilitar el
almacenamiento en niveles de FabricPool para los volimenes que se usan con los nodos StorageGRID,
se simplifica la solucion de problemas y las operaciones de almacenamiento.

No utilice nunca FabricPool para colocar en niveles datos relacionados con StorageGRID
en el propio StorageGRID. La organizacion en niveles de los datos de StorageGRID en
StorageGRID aumenta la solucion de problemas y la complejidad operativa.

Pasos

1. Si va a afadir hosts nuevos, acceda a las instrucciones de instalacién para implementar nodos
StorageGRID.

2. Para implementar los hosts nuevos, siga las instrucciones para preparar los hosts.

3. Para crear archivos de configuracion del nodo y validar la configuracion de StorageGRID, siga las
instrucciones para implementar los nodos de grid.

4. Si va a afadir nodos a un nuevo host Linux, inicie el servicio de host StorageGRID.

5. Si va a afadir nodos a un host Linux existente, inicie los nodos nuevos con la CLI del servicio de host
StorageGRID:sudo storagegrid node start [<node name\>]

Después de terminar
Después de implementar todos los nodos de grid nuevos, puede realizar la ampliacion.

Informacion relacionada
"Instale Red Hat Enterprise Linux o CentOS"
"Instalar Ubuntu o Debian"

"Realizacién de la expansion”
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Dispositivos: Implementacion de nodos de administrador de almacenamiento, puerta de enlace o que no sean primarios

Para instalar el software StorageGRID en un nodo de dispositivo, use el instalador de dispositivos
StorageGRID, que esta incluido en el dispositivo. En una ampliacion, cada dispositivo de almacenamiento
funciona como un unico nodo de almacenamiento, y cada dispositivo de servicios funciona como un unico
nodo de puerta de enlace o un nodo de administracion que no es el principal. Cualquier dispositivo puede
conectarse a la red de grid, a la red de administracién y a la red de cliente.

Lo que necesitara
 El dispositivo se ha instalado en un rack o armario, conectado a las redes y encendido.

» Ha utilizado el instalador de dispositivos de StorageGRID para completar todos los pasos de
""configuracion del hardware™ de las instrucciones de instalaciéon y mantenimiento del dispositivo.

La configuracion del hardware del dispositivo incluye los pasos necesarios para configurar las conexiones
StorageGRID (enlaces de red y direcciones IP), asi como los pasos opcionales para habilitar el cifrado de
nodos, cambiar el modo RAID y volver a asignar los puertos de red.

» Todas las subredes de red de cuadricula que aparecen en la pagina Configuracion de IP del instalador de
dispositivos StorageGRID se definieron en la lista de subredes de redes de cuadricula del nodo de
administracién principal.

* La version de instalador de dispositivos StorageGRID del dispositivo de reemplazo coincide con la versién
de software de su sistema StorageGRID. (Si las versiones no coinciden, debe actualizar el firmware del
instalador de dispositivos StorageGRID.)

Para obtener instrucciones, consulte las instrucciones de instalacion y mantenimiento del aparato.

> "SG100 servicios de aplicaciones SG1000"
o "Dispositivos de almacenamiento SG5600"
o "Dispositivos de almacenamiento SG5700"
o "Dispositivos de almacenamiento SG6000"
« Tiene un portatil de servicio con un navegador web compatible.
« Conoce una de las direcciones IP asignadas a la controladora de computacion del dispositivo. Puede usar

la direccion IP para cualquier red StorageGRID conectada.

Acerca de esta tarea
El proceso de instalacion de StorageGRID en un nodo de dispositivo tiene las siguientes fases:

 Especifique o confirme la direccién IP del nodo de administracion principal y el nombre del nodo de
dispositivo.

* Inicia la instalaciéon y espera a que los volumenes estén configurados y el software esté instalado.
Durante las tareas de instalacion del dispositivo, la instalacion se detiene. Para reanudar la instalacién,

inicia sesion en el Gestor de grid, aprueba todos los nodos de cuadricula y completa el proceso de
instalacion de StorageGRID.

@ Si necesita implementar varios nodos de dispositivos a la vez, puede automatizar el proceso
de instalacion mediante el configure-sga.py Script de instalacion del dispositivo.

Pasos
1. Abra un explorador e introduzca una de las direcciones IP para la controladora de computacion del
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3.

4.
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dispositivo.
https://Controller IP:8443
Aparece la pagina de inicio del instalador de dispositivos de StorageGRID.

En la seccion de conexidon nodo de administracion principal, determine si necesita especificar la
direccion IP para el nodo de administracion principal.

Si ha instalado anteriormente otros nodos en este centro de datos, el instalador de dispositivos de
StorageGRID puede detectar esta direccion IP automaticamente, suponiendo que el nodo de
administracion principal o, al menos, otro nodo de grid con una configuracion ADMIN_IP, esté presente en
la misma subred.

Si no se muestra esta direccion IP o es necesario maodificarla, especifique la direccidn:

Opcidn Descripcion

Entrada IP manual a. Anule la seleccion de la casilla de verificacion Activar
descubrimiento de nodo de administracion.

b. Introduzca la direccion IP de forma manual.
c. Haga clic en Guardar.

d. Espere a que el estado de la conexidon para que la nueva
direccion IP se prepare.

Deteccion automatica de todos a. Active la casilla de verificacion Activar descubrimiento de
los nodos principales de nodos de administracion.
administracion conectados . . .
b. Espere a que se muestre la lista de direcciones |IP detectadas.
c. Seleccione el nodo de administrador principal para la cuadricula
en la que se pondra en marcha este nodo de almacenamiento del
dispositivo.

d. Haga clic en Guardar.

e. Espere a que el estado de la conexion para que la nueva
direccion IP se prepare.

En el campo Nombre de nodo, introduzca el nombre que desea utilizar para este nodo de dispositivo y
haga clic en Guardar.

El nombre del nodo esta asignado a este nodo del dispositivo en el sistema StorageGRID. Se muestra en
la pagina Nodes (ficha Overview) de Grid Manager. Si es necesario, puede cambiar el nombre cuando
apruebe el nodo.

En la seccion instalacion, confirme que el estado actual es "Listo para iniciar la instalaciéon de nombre de
nodo en la cuadricula con el nodo de administracion principal admin_ip™ y que el boton Iniciar instalacion
esta activado.

Si el boton Iniciar instalacion no esta activado, es posible que deba cambiar la configuracion de red o la
configuracion del puerto. Para obtener instrucciones, consulte las instrucciones de instalacién y
mantenimiento del aparato.



6. En la pagina de inicio del instalador de dispositivos StorageGRID, haga clic en Iniciar instalacion.

NetApp® StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Installation Advanced -

Home
 The installation is ready o be started. Review the seftings below, and then click Start Instaliation.

Primary Admin Node connection

Enable Admin Node =
discovery

Primary Admin Node [P 172.16.4.210

Connection state Connection to 172.16.4.210 ready

Mode name

MNode name MNetApp-SGA

Installation

Current state Ready to start installation of NetApp-SGA into grid with Admin Node
172.16.4.210.

Siart Instaliation

El estado actual cambia a "instalacién en curso™ y se muestra la pagina de instalacion del monitor.

7. Si su ampliacioén incluye varios nodos de dispositivos, repita los pasos anteriores para cada dispositivo.

Si necesita implementar varios nodos de almacenamiento de dispositivos a la vez, puede
automatizar el proceso de instalacién utilizando el script de instalacién de dispositivos
configure-sga.py.

8. Si necesita acceder manualmente a la pagina instalacion del monitor, haga clic en instalacién del
monitor en la barra de menus.
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La pagina Monitor Installation (instalacion del monitor) muestra el progreso de la instalacion.

Monitor Installation

1. Configure slorage Runining
Step Progress Status

Connect to storage controller _ Complete

Clear existing configuation ————— A

Configure volumes L_?_Eh ’_?'.h 5 Creating volume StorageGRID-obi-00

Configure host settings Fending

2 |nstall OS Fending

3 Install StorageGRID Pending

4 Finalze installation Pending

La barra de estado azul indica qué tarea esta en curso actualmente. Las barras de estado verdes indican
tareas que se han completado correctamente.

El instalador garantiza que no se vuelvan a ejecutar las tareas completadas en una
instalacion anterior. Si vuelve a ejecutar una instalacion, las tareas que no necesitan volver
a ejecutarse se muestran con una barra de estado verde y el estado de "Shided."

9. Revise el progreso de las dos primeras etapas de instalacion.
1. Configurar el dispositivo
Durante esta fase, ocurre uno de los siguientes procesos:

o En el caso de un dispositivo de almacenamiento, el instalador se conecta al controlador de
almacenamiento, borra la configuracion existente, se comunica con el software SANtricity para
configurar los volumenes y configura los ajustes del host.

> En un dispositivo de servicios, el instalador borra toda la configuracion existente de las unidades en la
controladora de computacion y configura la configuracion del host.

2. Instalar OS

Durante esta fase, el instalador copia la imagen del sistema operativo base para StorageGRID en el
dispositivo.

10. Continue supervisando el progreso de la instalacion hasta que aparezca un mensaje en la ventana de la
consola, pidiéndole que utilice el Administrador de cuadricula para aprobar el nodo.

@ Espere a que todos los nodos agregados en esta expansion estén listos para su aprobacion
antes de ir a Grid Manager para aprobar los nodos.
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Home Configure Networking - Configure Hardware - IMonitor Installation Advanced -

Monitor Installation

1. Configure storage Complete
2. Install O3 Complete
3. Install StorageGRID Running
4. Finalize installation Pending

Connected (unencrypted) to: QEMU

platform.typen: Device or resource busy

[2017-07-31T2Z2:09:12.3625661 INFO -- [INSG] NOTICE: seeding ~var~local with c
ontainer data

[Z2O17-07-31T2Z2:09:12.3662051 INFO [INSG] Fixing permissions
[2017-07-31T22:09:12.3696331 INFO [INSG] Enabling syslog
[ZO17-07-31T22:09:12.5115331 INFO [INSG] Stopping system logging: syslog-n

1201?—9?—31T22:09:12.5?009&] INFO [INSG] Starting system logging: syslog-n

[Z2017-07-31T22:09:12 .5763601 INFO [INSG] Beginning negotiation for downloa
of node configuration
[Z2017-07-31T2Z2:09:12.5813631 INFO [IN3G]
[2017-07-31T22:09:12.5850661 INFO [INSG]
[Z2017-07-31T2Z2:09:12 .5883141 INFO [INSG]
[Z2017-07-31T22Z2:09:12.5918511 INFO [INSG]
-07-31T22:09:12.5948861 INFO [INSG]
-07-31TZ2:09:12.5983601 INFO [IN3G]
-07-31TZZ2:09:12.6013241 INFO [INSG]
-07-31T22:09:12 .6047591] INFO [INSG]
-07-31T22:09:12 .6078001] INFO [INSG]
-A7-31TZ22:09:12.6109851 INFO [INSG]
-B7-31T22:99:12.6145971 INFO [IN3G]
-07-31T22:09:12.6182821 INFO [INSG] Please approve this node on the A
min Mode GMI to proceed...

Informacion relacionada

Realizacion de la expansion

Cuando se realiza la ampliacién, los nuevos nodos de grid se afiaden a la puesta en


https://docs.netapp.com/es-es/storagegrid-115/sg5700/index.html
https://docs.netapp.com/es-es/storagegrid-115/sg5600/index.html
https://docs.netapp.com/es-es/storagegrid-115/sg6000/index.html
https://docs.netapp.com/es-es/storagegrid-115/sg100-1000/index.html

marcha de StorageGRID existente.

Lo que necesitara
* Debe iniciar sesion en Grid Manager mediante un explorador compatible.

* Debe tener los permisos de mantenimiento o acceso raiz.
* Debe tener la clave de acceso de aprovisionamiento.
* Debe haber implementado todos los nodos de grid que se van a anadir en esta ampliacion.

+ Si afiade nodos de almacenamiento, debe haber confirmado que se han completado todas las
operaciones de reparacion de datos realizadas como parte de una recuperacion. Consulte los pasos para
comprobar los trabajos de reparacion de datos en las instrucciones de recuperacion y mantenimiento.

« Si va a agregar un sitio nuevo, debe revisar y actualizar las reglas de ILM antes de iniciar el procedimiento
de expansion para asegurarse de que las copias de objetos no se almacenan en el sitio nuevo hasta que
haya finalizado la expansion. Por ejemplo, si una regla utiliza el pool de almacenamiento predeterminado
(todos los nodos de almacenamiento), debe crear un nuevo pool de almacenamiento que contenga solo
los nodos de almacenamiento existentes y actualizar la regla de ILM para usar el nuevo pool de
almacenamiento. De lo contrario, los objetos se copiaran en el sitio nuevo tan pronto como el primer nodo
de ese sitio se active. Consulte las instrucciones para gestionar objetos con gestion del ciclo de vida de la
informacion.

Acerca de esta tarea

La realizacion de la ampliacién incluye las siguientes fases:

1. Para configurar la expansion, especifique si va a agregar nuevos nodos de cuadricula o un sitio nuevo y
aprueba los nodos de cuadricula que desea agregar.

2. Se inicia la expansion.
3. Mientras se ejecuta el proceso de ampliacion, se descarga un nuevo archivo de paquete de recuperacion.

4. Se supervisa el estado de las tareas de configuracion de la cuadricula, que se ejecutan automaticamente.
El conjunto de tareas depende de qué tipos de nodos de grid se van a afiadir y de si se va a afiadir un sitio
nuevo.

Algunas tareas pueden tardar bastante tiempo en ejecutarse en un grid grande. Por
ejemplo, la transferencia de Cassandra a un nuevo nodo de almacenamiento podria tardar
solo unos minutos si la base de datos de Cassandra esta relativamente vacia. Sin embargo,

@ si la base de datos de Cassandra incluye una gran cantidad de metadatos de objetos, esta
etapa puede tardar varias horas o mas. Puede ver el porcentaje «sarttreamed» que se
muestra durante la fase «Starting Cassandra and streaming data» para determinar lo
completa que es la operacion de transmision de Cassandra.

Pasos
1. Seleccione Mantenimiento > tareas de mantenimiento > expansién.

Aparece la pagina expansion de cuadricula. En la seccion Pending Nodes, se enumeran todos los nodos
que estan listos para afiadirse.
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Grid Expansion

Approve and configure grid nodes, so that they are added correctly to your StorageGRID system.

Configure Expansion

Pending Nodes

Grid nodes are listed as pending until they are assigned to a site, configured, and approved.

% Remove Search Q
Grid Network MAC Address It  Name it Type it Platform It | Grid Network IPv4 Address v
| 00:50:56:67-68:1a DC2-ADM1-184 Admin Mode Viware VIV 17217.3184/21
) 00:f DC2-51-185 Storage Node Viware VM 17217 3.185/21
e DC2-52-186 Storage Node ViMware VIV 172.17.3.186/21
& DC2-83-187 Storage Node Vilware VIV 172173187/
L& DC2-54-188 Storage Node Wiware VI 172.17.3.188/21
& DC2-ARC1-189 Archive Node Vilware VIV 172.17.3.189/21

2. Haga clic en Configurar expansion.

Aparece el cuadro de didlogo seleccién de sitio.

Site Selection

¥ou can add grid nodes to a new site or to existing sites, but you cannot perform both types of expansion
atthe same time.

Site ¥ MNew " Existing

Site Mame

o Si va a anadir un sitio nuevo, seleccione Nuevo e introduzca el nombre del sitio nuevo.

3. Seleccione el tipo de expansioén que esta iniciando:

> Si va a agregar nodos de cuadricula a un sitio existente, seleccione existente.
4. Haga clic en Guardar.
5. Revise la lista nodos pendientes y confirme que muestra todos los nodos de cuadricula que ha
implementado.

Segun sea necesario, puede colocar el cursor sobre la direccion red MAC de un nodo para ver los detalles
sobre ese nodo.
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DC2-S3-187

= Storage Node
Grid Network MA

| 00:50:56:87:68:1a  Network
| 00-50:56-87:54-1e Grid Metwork 172.17.3.187121 23709
................................................ Al Hataork

" 00:5(56:87-6f.0c Client Netwark 10.224.3.187121 10.224.0 1
" | .D0-50:56:87:b6-83
e Hardware

Yidware VI 8 CPUs g8 GB RAM

Disks

107 GB 107 GB 107 GB 107 GB 167 GB

@ Si falta un nodo de cuadricula, confirme que se ha implementado correctamente.

6. En la lista de nodos pendientes, apruebe los nodos de cuadricula para esta expansion.

a. Seleccione el botdn de opciodn situado junto al primer nodo de cuadricula pendiente que desee
aprobar.

b. Haga clic en aprobar.

Aparece el formulario de configuracion del nodo de cuadricula.
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Storage Node Configuration

General Settings

Site Site A r
Mams DC2-53-187
MTFP Role Automatic r

ADC Service Automatic r

Select ™Yes" if this node will replace another
node at this site that has the ADC service.
Grid Network

Configuration  STATIC
IPvd Address (CIDR) AT27. 3187121

Gateway 172.17.0.1

Admin Network

Configuration  STATIC
IPvd Address (CIDR)
Gateway

Subnets (CIDR) o

Client Network

Configuration  STATIC
IPvd Address (CIDR)

Gateway
e

= Sitio: El nombre del sitio con el que estara asociado el nodo Grid. Si va a afiadir varios nodos,

c. Segun sea necesario, modifique los ajustes generales:

asegurese de seleccionar el sitio correcto para cada nodo. Si va a afiadir un sitio nuevo, todos los

nodos se anadiran al sitio nuevo.
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= Nombre: El nombre de host que se asignara al nodo y el nombre que se mostrara en Grid
Manager.

Funcion NTP: La funcién de Protocolo de hora de red (NTP) del nodo de red. Las opciones son
automatico, primario y Cliente. Al seleccionar automatico, se asigna la funcion principal a los
nodos de administracion, los nodos de almacenamiento con servicios ADC, los nodos de puerta de
enlace y cualquier nodo de cuadricula que tenga direcciones IP no estaticas. Al resto de los nodos
de grid se le asigna el rol de cliente.

@ Asigne el rol NTP primario al menos a dos nodos en cada sitio. Esto proporciona
acceso redundante al sistema a fuentes de sincronizacion externas.

Servicio ADC (s6lo nodos de almacenamiento): Si este nodo de almacenamiento ejecutara el
servicio controlador de dominio administrativo (ADC). El servicio ADC realiza un seguimiento de la
ubicacion y disponibilidad de los servicios de red. Al menos tres nodos de almacenamiento en
cada sitio deben incluir el servicio ADC. No puede agregar el servicio ADC a un nodo después de
haberlo implementado.

= Si va a agregar este nodo para reemplazar un nodo de almacenamiento, seleccione Si si el
nodo que va a reemplazar incluye el servicio ADC. Como no puede retirar un nodo de
almacenamiento si se conservan muy pocos servicios ADC, esto garantiza que haya un nuevo
servicio ADC disponible antes de que se elimine el servicio antiguo.

= De lo contrario, seleccione automatico para que el sistema pueda determinar si este nodo
requiere el servicio ADC. Obtenga mas informacién sobre el quérum de ADC en las
instrucciones de recuperacion y mantenimiento.

d. Segun sea necesario, modifique los ajustes de Grid Network, Admin Network y Client Network.

= Direccion IPv4 (CIDR): Direccién de red CIDR para la interfaz de red. Por ejemplo:
172.16.10.100/24

= Gateway: La puerta de enlace predeterminada del nodo de red. Por ejemplo: 172.16.10.1
= Subredes (CIDR): Una o varias subredes para la Red de administracion.

e. Haga clic en Guardar.
El nodo de grid aprobado se mueve a la lista de nodos aprobados.

Approved Nodes
Grid nodes that have been approved and have been configured for installation. An approved grid node’s configuration can be edited if errors are identified.

Grid Network MAC Address It Name It Site It Type It Platform It Grid Network IPv4 Address
1 00:50:56:87-F1-fc DC2-51-185 Site A Storage MNode ViMware VIV 172.17.3.185/21
 00:50.56-87-6f 0c DC2-53-187 Site A Storage Node Vware VM 172.17.3.187/21

Passphrase

Enter the provisioning passphrase to change the grid topology of your StorageGRID system.

Provisioning Passphrase sssesssse

s | oo

= Para maodificar las propiedades de un nodo de cuadricula aprobado, seleccione su boton de opcién

y haga clic en Editar.



= Para volver a mover un nodo de cuadricula aprobado a la lista nodos pendientes, seleccione su
botdn de opcion y haga clic en Restablecer.

= Para quitar de forma permanente un nodo de grid aprobado, apague el nodo. A continuacion,

seleccione su boton de opcién y haga clic en Quitar.

f. Repita estos pasos para cada nodo de cuadricula pendiente que desee aprobar.

@ Si es posible, debe aprobar todas las notas de cuadricula pendientes y realizar una sola
expansion. Se necesitara mas tiempo si realiza varias expansiones pequefias.

7. Cuando haya aprobado todos los nodos de cuadricula, introduzca la frase de paso de
aprovisionamiento y haga clic en expandir.

Después de unos minutos, esta pagina se actualiza para mostrar el estado del procedimiento de
expansion. Cuando hay tareas que afectan a un nodo de cuadricula individual en curso, la seccién Estado
del nodo de cuadricula muestra el estado actual de cada nodo de cuadricula.

Durante este proceso, en el caso de los dispositivos, el instalador del dispositivo
StorageGRID muestra el cambio de la instalacion de la fase 3 a la fase 4, finalizar la
instalaciéon. Cuando finaliza la fase 4, se reinicia la controladora.

Grid Expansion

@ A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to download it

Expansion Progress

Lists the status of grid configuration tasks required to change the grid topology. These grid configuration tasks are run automatically by the StorageGRID system

1. Installing Grid Modes

Grid Node Status

Lists the installation and configuration status of each grid node included in the expansion.

Name i
DC2-ADM1-184

DC2-31-185

DC2-52-186

DC2-53-187

DC2-34-188

DC2-ARC1-189

2. Initial Configuration

Site

Site A
Site A
Site A
Site A
Site A
Site A

Grid Network IPv4 Address
172.17.3.184/21
172.17.3.185/21
172.17.3.186/21
172.17.3.187/21
172.17.3.188/21
172.17.3.189/21

3. Distributing the new grid node’s certificates to the StorageGRID system.

4. Starting semvices on the new grid nodes

5. Cleaning up unused Cassandra keys

Progress It

e

ol

Ll

Stage

Waiting for NTP to synchronize
Waiting for Dynamic P Serice peers
Waiting for NTP to synchronize
Waiting for NTP te synchronize
Waiting for Dynamic IP Service peers

Waiting for NTP to synchronize

In Progress

it

Pending

Pending

Pending

Pending
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@ Una expansion de sitio incluye una tarea adicional para configurar Cassandra para el nuevo
sitio.

8. Tan pronto como aparezca el enlace Download Recovery Package, descargue el archivo del paquete de
recuperacion.

Es necesario descargar una copia actualizada de la Lo antes posible. del archivo de paquete de
recuperacion después de realizar cambios en la topologia de la cuadricula en el sistema StorageGRID. El
archivo de paquete de recuperacién permite restaurar el sistema si se produce un fallo.

a.
b.

Haga clic en el enlace de descarga.
Introduzca la contrasefa de aprovisionamiento y haga clic en Iniciar descarga.

Cuando finalice la descarga, abra la . zip archivar y confirmar que incluye un gpt-backup directorio
ya SAID.zip archivo. A continuacion, extraiga el SAID.zipvayaa /GID* REV* y confirme que
puede abrir el passwords. txt archivo.

Copie el archivo del paquete de recuperacion descargado (.zip) en dos ubicaciones seguras, seguras
e independientes.

@ El archivo del paquete de recuperacion debe estar protegido porque contiene claves de
cifrado y contrasefias que se pueden usar para obtener datos del sistema StorageGRID.

9. Siva a anadir uno o mas nodos de almacenamiento, supervise el progreso de la fase "servidor Cassandra
y transmisién de datos" revisando el porcentaje que se muestra en el mensaje de estado.

4. Starting services on the new grid nodes In Progress
Grid Node Status
Lists the installation and configuration status of each grid node included in the expansion.

A\ Do not reboot any Storage Nodes during Step 4. The "Starting Cassandra and streaming data” stage might take hours, especially if existing Storage Nodes
contain a large amount of object metadata.

Ses Q
Name It Site it Grid Network IPv4 Address ~ Progress It Stage it
DC1-54 Data Center 1 10.96.99.55/23 Starting Cassandra and streaming data (90.0% streamed)

DC1-S5 | DataCenter1  10.96.99.56/23 I complete

DC1-S6  Data Center1  10.96.99.57/23 I complete

Este porcentaje calcula lo completo que es la operacion de retransmision de Cassandra, que se basa en la
cantidad total de datos de Cassandra disponibles y en la cantidad que ya se ha escrito en el nodo nuevo.

No reinicie ningun nodo de almacenamiento durante el paso 4 (iniciar los servicios en los
@ nuevos nodos de grid). La fase «Starting Cassandra y streaming data» puede tardar horas

en completarse para cada nodo de almacenamiento nuevo, especialmente si los nodos de

almacenamiento existentes contienen una gran cantidad de metadatos de objetos.

10. Continuie supervisando la expansién hasta que se hayan completado todas las tareas y vuelva a aparecer
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Después de terminar

En funcion de los tipos de nodos de cuadricula que haya afadido, debe realizar pasos adicionales de
integracién y configuracion.

Informacion relacionada

"Gestion de objetos con ILM"
"Mantener recuperar"

"Configurar el sistema StorageGRID ampliado”

Configurar el sistema StorageGRID ampliado

Tras completar una ampliacion, debe ejecutar los pasos de configuracién e integracion

adicionales.

Acerca de esta tarea

Debe completar las tareas de configuracién que se enumeran a continuacion para los nodos de grid que va a

afnadir en la ampliacién. Algunas tareas pueden ser opcionales, en funcidn de las opciones seleccionadas al

instalar y administrar el sistema, y de cdmo se desean configurar los nodos de cuadricula agregados durante

la expansion.

Pasos
1. Si anadié un nodo de almacenamiento, complete las siguientes tareas de configuracion.

Tareas de configuraciéon del nodo de almacenamiento Para obtener mas informacion

Revise los pools de almacenamiento utilizados en las reglas de ILM  "Gestion de objetos con ILM"

para garantizar que se utilizara el nuevo almacenamiento.

 Si agreg6 un sitio, cree un pool de almacenamiento para el sitio y
actualice las reglas de ILM para usar el nuevo pool de
almacenamiento.

» Si ha anadido un nodo de almacenamiento a un sitio existente,
confirme que el nodo nuevo utiliza el grado de almacenamiento
correcto.

Nota: de forma predeterminada, se asigna un nuevo nodo de
almacenamiento al grado de almacenamiento todos los nodos de
almacenamiento y se agrega a los grupos de almacenamiento
que utilizan ese grado para el sitio. Si desea que un nodo nuevo
utilice un grado de almacenamiento personalizado, debe
asignarlo manualmente al grado personalizado (ILM > grados de
almacenamiento).

Compruebe que el nodo de almacenamiento ingiere objetos. "Compruebe que el nodo de
almacenamiento esté activo"
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Tareas de configuracion del nodo de almacenamiento

Para obtener mas informacion

Reequilibre los datos con coédigo de borrado (solo si no pudo anadir el "Reequilibrio de los datos

numero recomendado de nodos de almacenamiento).

codificados mediante borrado tras
la adicion de nodos de
almacenamiento”

2. Siagreg6 un nodo de puerta de enlace, complete las siguientes tareas de configuracion.

Tareas de configuracion del nodo de puerta de enlace

Si se utilizan grupos de alta disponibilidad para las conexiones
cliente, afiada los nodos de puerta de enlace a un grupo de alta

disponibilidad. Seleccione Configuraciéon > Configuracion de red >

grupos de alta disponibilidad para revisar la lista de grupos ha
existentes y afiadir los nuevos nodos.

Para obtener mas informacion

"Administre StorageGRID"

3. Si anadio un nodo de administrador, complete las siguientes tareas de configuracion.
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Las tareas de configuracion del nodo de administrador

Si el inicio de sesidn unico esta habilitado para el sistema
StorageGRID, debe crear una confianza de parte que confie en los
Servicios de Federacion de Active Directory (AD FS) para el nuevo

nodo de administracion. No puede iniciar sesidén en el nodo hasta que

cree la confianza de la parte de confianza.

Si piensa utilizar el servicio Load Balancer en nodos de
administracion, es posible que deba anadir los nodos de
administracién a grupos de alta disponibilidad. Seleccione
Configuracién > Configuracion de red > grupos de alta
disponibilidad para revisar la lista de grupos ha existentes y afadir
los nuevos nodos.

De manera opcional, copie la base de datos del nodo de
administracion desde el nodo de administracion principal al nodo de
administracion de expansion si desea mantener la informacion de
auditoria y atributo consistente en cada nodo de administracion.

Opcionalmente, copie la base de datos Prometheus del nodo de
administracion principal al nodo de administracion de ampliacion si
desea mantener la coherencia de las métricas histéricas en cada
nodo de administracion.

De manera opcional, copie los registros de auditoria existentes del
nodo de administracion principal al nodo de administracion de
ampliacion si desea mantener la informacion del registro historico
consistente en cada nodo de administracion.

Para obtener mas informacién

"Configuracion del inicio de
sesion unico"

"Administre StorageGRID"

"Copiando la base de datos del
nodo de administracion”

"Copia de métricas de
Prometheus"

"Copia de registros de auditoria"
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Las tareas de configuracion del nodo de administrador Para obtener mas informacion

De manera opcional, configure el acceso al sistema para realizar "Administre StorageGRID"
auditorias a través de un recurso compartido de archivos NFS o
CIFS.

Nota: |la auditoria de exportacién a través de CIFS/Samba ha sido
obsoleta y sera eliminada en una futura version de StorageGRID.

Si lo desea, puede cambiar el remitente preferido para las "Administre StorageGRID"
notificaciones. Puede hacer que el nodo de administracion de

expansion sea el remitente preferido. De lo contrario, un nodo de

administrador existente configurado como remitente preferido sigue

enviando notificaciones, incluidos los mensajes de AutoSupport, las

notificaciones SNMP, los correos electronicos de alerta y los correos

electronicos de alarma (sistema heredado).

4. Si agreg6 un nodo de archivado, complete las siguientes tareas de configuracion.

Tareas de configuracion del nodo de archivado Para obtener mas informacion

Configure la conexion del nodo de archivado al sistema de "Administre StorageGRID"
almacenamiento de archivado externo de destino. Cuando complete

la expansion, los nodos de archivo estaran en estado de alarma

hasta que configure la informacion de conexién a través del

componente ARC > Target.

Actualice la politica de ILM para archivar datos de objetos mediante  "Gestion de objetos con ILM"
el nuevo nodo de archivado.

Configurar alarmas personalizadas para los atributos que se utilizan  "Administre StorageGRID"
para supervisar la velocidad y eficacia de la recuperacion de datos de
objetos desde los nodos de archivo.

5. Para comprobar si se han agregado nodos de expansion con una red cliente no confiable o si para
cambiar si la red cliente de un nodo no es de confianza o no es de confianza, vaya a Configuracion >
Configuracion de red > Red cliente no confiable.

Si la red de cliente del nodo de expansion no es de confianza, las conexiones al nodo de la red de cliente
se deben realizar mediante un extremo de equilibrador de carga. Consulte las instrucciones para
administrar StorageGRID si desea obtener mas informacion.

6. Configure el sistema de nombres de dominio (DNS).

Si ha especificar la configuracion de DNS por separado para cada nodo de grid, debe afadir una
configuracion de DNS personalizada por nodo para los nuevos nodos. Consulte informacion sobre como
modificar la configuracion de DNS para un solo nodo de grid en las instrucciones de recuperacion y
mantenimiento.

La practica recomendada es que la lista de servidores DNS de toda la cuadricula contenga algunos

servidores DNS a los que se puede acceder localmente desde cada sitio. Si acaba de agregar un sitio
nuevo, agregue nuevos servidores DNS para el sitio a la configuracion DNS de toda la cuadricula.
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Proporcione de dos a seis direcciones IPv4 para los servidores DNS. Debe seleccionar los
servidores DNS a los que puede acceder cada sitio localmente en el caso de que la red sea
de destino. Esto es para asegurar que un sitio de llanded siga teniendo acceso al servicio

@ DNS. Después de configurar la lista de servidores DNS para toda la cuadricula, puede
personalizar ain mas la lista de servidores DNS para cada nodo. Para obtener detalles,
consulte la informacion sobre como modificar la configuracion de DNS en las instrucciones
de recuperacion y mantenimiento.

7. Si ha agregado un sitio nuevo, confirme que se puede acceder a los servidores de protocolo de tiempo de
redes (NTP) desde ese sitio.

Asegurese de que al menos dos nodos de cada sitio puedan acceder a al menos cuatro
fuentes de NTP externas. Si solo un nodo de un sitio puede acceder a los origenes NTP, se

@ produciran problemas de tiempo si ese nodo falla. Ademas, designar dos nodos por sitio
como origenes NTP primarios garantiza una sincronizacion precisa si un sitio esta aislado
del resto de la cuadricula.

Para obtener mas informacion, consulte las instrucciones de recuperacion y mantenimiento.

Informacion relacionada
"Gestion de objetos con ILM"

"Compruebe que el nodo de almacenamiento esté activo"
"Copiando la base de datos del nodo de administracion"
"Copia de métricas de Prometheus"

"Copia de registros de auditoria"

"Actualizar el software de"

"Mantener recuperar"

Compruebe que el nodo de almacenamiento esté activo

Después de que se complete una operacidon de ampliaciéon que afiade nuevos nodos de
almacenamiento, el sistema StorageGRID debera empezar automaticamente a usar los
nuevos nodos de almacenamiento. Debe utilizar el sistema StorageGRID para
comprobar que el nodo de almacenamiento nuevo esté activo.

Pasos
1. Inicie sesion en Grid Manager con un navegador compatible.

2. Seleccione Nodes > Expansion Storage Node > Storage.

3. Pase el cursor sobre el grafico almacenamiento usado - datos de objeto para ver el valor de utilizado,
que es la cantidad de espacio util total que se ha utilizado para los datos de objeto.

4. Compruebe que el valor de utilizado aumenta a medida que mueve el cursor a la derecha del grafico.
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Copiando la base de datos del nodo de administracion

Al anadir nodos de administrador mediante un procedimiento de ampliacion, otra opcién
es copiar la base de datos del nodo de administracion principal en el nuevo nodo de
administracion. Copiar la base de datos le permite conservar informacion histérica sobre
atributos, alertas y alertas.

Lo que necesitara
* Debe haber completado los pasos de ampliacidon necesarios para afiadir un nodo de administrador.

* Debe tener la Passwords. txt archivo.

* Debe tener la clave de acceso de aprovisionamiento.

Acerca de esta tarea

El proceso de activacion del software StorageGRID crea una base de datos vacia para el servicio NMS en el
nodo de administracion de expansion. Cuando el servicio NMS se inicia en el nodo de administracion de
expansion, registra informacion para servidores y servicios que actualmente forman parte del sistema o que se
agregan mas tarde. Esta base de datos de Admin Node incluye la siguiente informacion:

 Historial de alertas
e Historial de alarmas

 Datos histoéricos de atributos, que se utilizan en los graficos e informes de texto disponibles en la pagina
Support > Tools > Grid Topology

Para garantizar que la base de datos Admin Node sea coherente entre los nodos, se puede copiar la base de
datos del nodo de administracion principal en el nodo de administracion de expansion.

Copiar la base de datos desde el nodo de administracion principal (el nodo__ Source Admin)
@ en un nodo de administracion de expansion puede tardar hasta varias horas en completarse.
Durante este periodo, no se puede acceder a Grid Manager.

Siga estos pasos para detener el servicio Ml y el servicio APl de administracion tanto en el nodo de
administracion principal como en el nodo de administracion de expansion antes de copiar la base de datos.

Pasos
1. Complete los siguientes pasos en el nodo de administracion principal:
a. Inicie sesioén en el nodo de administrador:
i. Introduzca el siguiente comando: ssh admin@grid node IP
ii. Introduzca la contrasefia que aparece en Passwords . txt archivo.
iii. Introduzca el siguiente comando para cambiar a la raiz: su -
iv. Introduzca la contrasefia que aparece en Passwords . txt archivo.
b. Ejecute el siguiente comando: recover-access-points
c. Introduzca la clave de acceso de aprovisionamiento.
d. Detenga EL servicio MI: service mi stop

e. Detenga el servicio de la interfaz de programa de aplicaciones de gestion (API-Management):
service mgmt-api stop
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2. Complete los siguientes pasos en el nodo de administrador de ampliacion:
a. Inicie sesién en el nodo de administrador de ampliacion:
. Introduzca el siguiente comando: ssh admin@grid node IP
ii. Introduzca la contrasefia que aparece en Passwords. txt archivo.
iii. Introduzca el siguiente comando para cambiar a la raiz: su -
Iv. Introduzca la contrasefia que aparece en Passwords . txt archivo.
b. Detenga EL servicio MIl: service mi stop
C. Detenga el servicio APl de gestidon: service mgmt-api stop
d. Afada la clave privada SSH al agente SSH. Introduzca:ssh-add
€. Introduzca la contrasefa de acceso SSH que aparece en la Passwords . txt archivo.

f. Copie la base de datos del nodo de administracién de origen al nodo de administracion de expansion:
/usr/local/mi/bin/mi-clone-db.sh Source Admin Node IP

g. Cuando se le solicite, confirme que desea sobrescribir la base DE datos Ml en el nodo de
administracion de expansion.

La base de datos y sus datos historicos se copian en el nodo de administracion de expansion. Una vez
que finaliza la operacion de copia, el script inicia el nodo de administracién de expansion.

h. Cuando ya no necesite un acceso sin contrasefias a otros servidores, quite la clave privada del agente
SSH. Introduzca:ssh-add -D

3. Reinicie los servicios en el nodo de administracion principal: service servermanager start

Copia de métricas de Prometheus

Tras anadir un nuevo nodo de administracion, puede copiar de manera opcional las
métricas histéricas que mantiene Prometheus del nodo de administracion principal al
nuevo nodo de administracion. Al copiar las métricas se garantiza que las métricas
histéricas sean consistentes entre los nodos de administrador.

Lo que necesitara
* El nodo de administrador nuevo debe estar instalado y ejecutandose.

* Debe tener la Passwords. txt archivo.

* Debe tener la clave de acceso de aprovisionamiento.

Acerca de esta tarea

Cuando se afiade un nodo de administracion, el proceso de instalacion del software crea una nueva base de
datos Prometheus. Puede mantener la coherencia de las métricas histéricas entre nodos copiando la base de
datos Prometheus del nodo de administracién principal (el Source Admin Node) al nuevo nodo de
administracion.

La copia de la base de datos Prometheus puede tardar una hora o mas. Algunas funciones de
@ Grid Manager no estaran disponibles mientras los servicios se detengan en el nodo de
administracion de origen.
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Pasos
1. Inicie sesion en el nodo de administrador de origen:

a. Introduzca el siguiente comando: ssh admin@grid node IP

b. Introduzca la contrasefia que aparece en Passwords. txt archivo.
C. Introduzca el siguiente comando para cambiar a la raiz: su -

d. Introduzca la contrasefia que aparece en Passwords . txt archivo.

2. Desde el nodo de administracién de origen, detenga el servicio Prometheus: service prometheus
stop

3. Complete los siguientes pasos en el nuevo nodo de administrador:

a. Inicie sesioén en el nuevo nodo de administrador:
i. Introduzca el siguiente comando: ssh admin@grid node IP
ii. Introduzca la contrasefia que aparece en Passwords . txt archivo.
iii. Introduzca el siguiente comando para cambiar a la raiz: su -
iv. Introduzca la contrasefia que aparece en Passwords . txt archivo.
b. Detenga el servicio Prometheus: service prometheus stop
C. AfRada la clave privada SSH al agente SSH. Introduzca:ssh-add

d. Introduzca la contrasefia de acceso SSH que aparece en la Passwords . txt archivo.

e. Copie la base de datos Prometheus del nodo de administracion de origen en el nuevo nodo de
administracion: /usr/local/prometheus/bin/prometheus-clone-db.sh
Source Admin Node IP

f. Cuando se le solicite, pulse Intro para confirmar que desea destruir la nueva base de datos
Prometheus en el nuevo nodo de administracion.

La base de datos Prometheus original y sus datos histéricos se copian al nuevo nodo de
administracion. Una vez realizada la operacion de copia, el script inicia el nuevo nodo de
administracion. Aparece el siguiente estado:

Database cloned, starting services

a. Cuando ya no necesite un acceso sin contrasefias a otros servidores, quite la clave privada del agente
SSH. Introduzca:

ssh-add -D
4. Reinicie el servicio Prometheus en el nodo de administracion de origen.

service prometheus start

Copia de registros de auditoria

Cuando agrega un nuevo nodo de administracion a través de un procedimiento de
expansion, su servicio AMS solo registra eventos y acciones que se producen después
de que se une al sistema. Es posible copiar registros de auditoria de un nodo de
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administrador instalado previamente en el nuevo nodo de administrador de expansién
para que se encuentre sincronizado con el resto del sistema StorageGRID.

Lo que necesitara
* Debe haber completado los pasos de ampliacidon necesarios para afiadir un nodo de administrador.
* Debe tener la Passwords. txt archivo.

Acerca de esta tarea

Para que los mensajes de auditoria historicos de otros nodos de administrador estén disponibles en el nodo
de administracién de expansion, debe copiar los archivos de registro de auditoria de forma manual desde el
nodo de administracion principal, o desde otro nodo de administracidon existente, al nodo de administracion de
ampliacion.

Pasos
1. Inicie sesion en el nodo de administracion principal:

a. Introduzca el siguiente comando: ssh admin@ primary Admin Node IP
b. Introduzca la contrasefia que aparece en Passwords . txt archivo.
C. Introduzca el siguiente comando para cambiar a la raiz: su -

d. Introduzca la contrasefia que aparece en Passwords . txt archivo.
Cuando ha iniciado sesién como root, el simbolo del sistema cambia de $ para #.

2. Detenga el servicio AMS para evitar que cree un nuevo archivo: service ams stop

3. Cambie el nombre de audit .log Archivo para asegurarse de que no sobrescribe el archivo en el nodo
de administracion de expansion al que esta copiando:

cd /var/local/audit/export
1ls -1
mv audit.log new name.txt
4. Copie todos los archivos de registro de auditoria en el nodo de administracion de expansion:

scp -p * IP address:/var/local/audit/export

5. Si se le solicita la frase de acceso para /root/.ssh/id_rsa, Escriba la contrasefa de acceso SSH para
el nodo de administracion principal que se muestra en Passwords . txt archivo.

6. Restaure el original audit . log archivo:
mv new name.txt audit.log

7. Inicie el servicio AMS:
service ams start

8. Cierre la sesion en el servidor:

exit
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9. Inicie sesion en el nodo de administrador de ampliacion:
a. Introduzca el siguiente comando: ssh admin@expansion Admin Node IP
b. Introduzca la contrasefia que aparece en Passwords . txt archivo.
C. Introduzca el siguiente comando para cambiar a la raiz: su -

d. Introduzca la contrasefia que aparece en Passwords . txt archivo.
Cuando ha iniciado sesién como root, el simbolo del sistema cambia de $ para #.
10. Actualice la configuracion del usuario y del grupo para los archivos de registro de auditoria:

cd /var/local/audit/export
chown ams-user:bycast *

11. Cierre la sesion en el servidor:

exit

Reequilibrio de los datos codificados mediante borrado tras la adicion de nodos de almacenamiento

En algunos casos, es posible que deba reequilibrar los datos de cddigo de borrado al
afiadir nuevos nodos de almacenamiento.

Lo que necesitara

* Completo los pasos de ampliacion para afiadir los nuevos nodos de almacenamiento.

» Debe haber revisado las consideraciones que se deben tener en cuenta al reequilibrar los datos
codificados mediante borrado.

"Consideraciones que tener en cuenta al reequilibrar los datos codificados a borrado”

Realice este procedimiento solo si se ha activado la alerta almacenamiento de objetos
bajo para uno o mas nodos de almacenamiento de un sitio y no pudo agregar el numero
recomendado de nuevos nodos de almacenamiento.

* Debe tener la Passwords. txt archivo.

Acerca de esta tarea

Cuando se ejecuta el procedimiento de reequilibrio de EC, el rendimiento de las operaciones de ILM y las
operaciones del cliente S3 y Swift probablemente se veran afectadas. Por este motivo, solo debe realizar este
procedimiento en casos limitados.

El procedimiento de reequilibrio CE se reserva temporalmente una gran cantidad de
almacenamiento. Es posible que se activen las alertas de almacenamiento, pero se resolveran

@ cuando se complete el reequilibrio. Si no hay suficiente almacenamiento para la reserva, se
producira un error en el procedimiento de reequilibrio de la CE. Las reservas de
almacenamiento se liberan cuando finaliza el procedimiento de reequilibrio de EC, tanto si el
procedimiento ha fallado como si ha sido correcto.
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Las operaciones de APl de S3 y Swift para cargar objetos (o partes de objetos) pueden fallar
durante el procedimiento de reequilibrio de EC si se necesitan mas de 24 horas para
completarse. Se producira un error en las operaciones DE COLOCACION de larga duracion si

@ la regla de ILM aplicable utiliza una ubicacién estricta o equilibrada en el procesamiento. Se
informara del siguiente error:

500 Internal Server Error

Pasos
1. Revise los detalles del almacenamiento de objetos actual para el sitio que planea reequilibrar.

a. Seleccione Nodes.
b. Seleccione el primer nodo de almacenamiento del sitio.
c. Seleccione la ficha almacenamiento.

d. Pase el cursor sobre el grafico almacenamiento usado - datos de objetos para ver la cantidad actual
de datos replicados y los datos codificados para borrado en el nodo de almacenamiento.

e. Repita estos pasos para ver los otros nodos de almacenamiento del sitio.
2. Inicie sesion en el nodo de administracion principal:
a. Introduzca el siguiente comando: ssh admin@primary Admin Node IP
b. Introduzca la contrasefia que aparece en Passwords . txt archivo.
C. Introduzca el siguiente comando para cambiar a la raiz: su -

d. Introduzca la contrasefia que aparece en Passwords. txt archivo.
Cuando ha iniciado sesién como root, el simbolo del sistema cambia de $ para #.
3. Introduzca el siguiente comando:
rebalance-data start --site "site-name"

Para "site-name", Especifique el primer sitio en el que ha agregado nuevos nodos o nodos de
almacenamiento. Encierre site-name entre comillas.

Se inicia el procedimiento de reequilibrio de EC y se devuelve un ID de trabajo.

4. Copie el ID del trabajo.

5. Supervisar el estado del procedimiento de reequilibrio de EC.
o Para ver el estado de un unico procedimiento de reequilibrio de EC:
rebalance-data status --job-id job-id
Para job-id, Especifique el codigo que se devolvié al iniciar el procedimiento.

o Para ver el estado del procedimiento de reequilibrio de EC actual y de cualquier procedimiento
completado anteriormente:

rebalance-data status
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Para obtener ayuda sobre el comando de reequilibrio de datos:

rebalance-data --help

6. Realice pasos adicionales segun el estado devuelto:

° Siel estado es In progress, La operacion de reequilibrio de EC todavia se esta ejecutando. Debera
supervisar el procedimiento de forma periddica hasta que finalice.

° Siel estado es Failure, realice la pasos de fallo.
° Si el estado es Success, realice la paso del éxito.
7. Si el procedimiento de reequilibrio de EC genera demasiada carga (por ejemplo, se ven afectadas las
operaciones de ingesta), detenga el procedimiento.

rebalance-data pause --job-id job-id

8. Si necesita finalizar el procedimiento de reequilibrio de EC (por ejemplo, para poder realizar una
actualizacion del software StorageGRID), introduzca lo siguiente:

rebalance-data abort --job-id job-id

Al finalizar un procedimiento de reequilibrio de EC, los fragmentos de datos que ya se
hayan movido permanecen en la nueva ubicacion. Los datos no se mueven de nuevo a la
ubicacién original.

9. Si el estado del procedimiento de reequilibrio de EC es Failure, siga estos pasos:
a. Confirmar que todos los nodos de almacenamiento del sitio estan conectados a la cuadricula.

b. Compruebe y resuelva las alertas que puedan afectar a estos nodos de almacenamiento.

Para obtener informacion sobre alertas especificas, consulte las instrucciones de supervision y
solucion de problemas.

C. Reinicie el procedimiento de reequilibrio de EC:
rebalance-data start --job-id job-id

d. Si el estado del procedimiento de reequilibrio de la CE es todavia Failure, pdngase en contacto con
el soporte técnico.

10.  Si el estado del procedimiento de reequilibrio de EC es Success, opcionalmente revisar el
almacenamiento de objetos para ver los detalles actualizados del sitio.

Los datos codificados con borrado ahora deberian tener mas equilibrio entre los nodos de
almacenamiento ubicados en las instalaciones.

@ Los datos de los objetos replicados no se mueven mediante el procedimiento de reequilibrio
de EC.

11. Si utiliza la codificacién de borrado en mas de una instalacion, ejecute este procedimiento para el resto de
las ubicaciones afectadas.

Informacion relacionada

"Consideraciones que tener en cuenta al reequilibrar los datos codificados a borrado”
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"Solucion de problemas de monitor"

Péngase en contacto con el soporte técnico

Si se producen errores durante el proceso de expansiéon de cuadricula que no puede
resolver o si una tarea de cuadricula falla, pdngase en contacto con el soporte técnico.

Acerca de esta tarea

Cuando se pone en contacto con el soporte técnico, se deben proporcionar los archivos de registro necesarios
para ayudar a solucionar los errores que se encuentran.

Pasos
1. Conéctese al nodo de ampliacién que ha experimentado errores:

a. Introduzca el siguiente comando:ssh -p 8022 admin@grid node IP

(D El puerto 8022 es el puerto SSH del sistema operativo base, mientras que el puerto 22
es el puerto SSH del contenedor Docker que ejecuta StorageGRID.

b. Introduzca la contrasefia que aparece en Passwords . txt archivo.

C. Introduzca el siguiente comando para cambiar a la raiz: su -

d. Introduzca la contrasefia que aparece en Passwords. txt archivo.

Una vez que haya iniciado sesién como root, el simbolo del sistema cambia de $ para #.

2. Segun la etapa en la que se haya alcanzado la instalacion, recupere cualquiera de los siguientes registros
disponibles en el nodo de grid:
Plataforma Registros
VMware * /var/log/daemon. log
* /var/log/storagegrid/daemon.log

* /var/log/storagegrid/nodes/<node-name>.log

Linux * /var/log/storagegrid/daemon.log

* /etc/storagegrid/nodes/<node-name>.conf (para cada
nodo con fallos)

* /var/log/storagegrid/nodes/<node—-name>.log (para
cada nodo con errores; es posible que no exista)

Mantenga la recuperacion

Obtenga informacion sobre cdmo aplicar una revisién; recupere un nodo de cuadricula
con errores; retire nodos y sitios de cuadricula y recupere objetos en caso de error del
sistema.
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* "Introduccién a la recuperacion y el mantenimiento de StorageGRID"
* "Procedimiento de revision de StorageGRID"

* "Procedimientos de recuperacion de nodos de grid"

» "Como realiza la recuperacion del sitio el soporte técnico"

* "Procedimiento de retirada"

* "Procedimientos de mantenimiento de red"

* "Procedimientos de middleware y a nivel de host"

* "Procedimientos de los nodos de grid"

* "Clonado de nodos de dispositivos"

Introduccion a la recuperacion y el mantenimiento de StorageGRID

Los procedimientos de recuperacion y mantenimiento para StorageGRID incluyen la
aplicacion de una revisidon de software, la recuperacion de nodos de grid, la recuperacion
de un sitio con errores, la retirada de nodos de grid o un sitio entero, la realizacion de
tareas de mantenimiento de red, la realizacién de procedimientos de mantenimiento de
middleware y a nivel de host y la realizacion de procedimientos de nodos de grid.

Todas las actividades de recuperacion y mantenimiento requieren un conocimiento amplio del sistema
StorageGRID. Debe revisar la topologia del sistema StorageGRID para garantizar que se comprende la
configuracion de grid.

Debe seguir todas las instrucciones exactamente y prestar atencion a todas las advertencias.

Los procedimientos de mantenimiento no descritos no son compatibles o requieren un acuerdo de servicios.

Para conocer los procedimientos de hardware, consulte las instrucciones de instalacion y mantenimiento de su
dispositivo StorageGRID.

"Linux™ se refiere a una implementacion de Red Hat® Enterprise Linux®, Ubuntu®, CentOS o
Debian®. Utilice la herramienta matriz de interoperabilidad de NetApp para obtener una lista de
las versiones compatibles.

Informacioén relacionada

"Imprimador de rejilla"

"Directrices de red"

"Administre StorageGRID"

"SG100 servicios de aplicaciones SG1000"
"Dispositivos de almacenamiento SG6000"
"Dispositivos de almacenamiento SG5700"
"Dispositivos de almacenamiento SG5600"

"Herramienta de matriz de interoperabilidad de NetApp"
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Requisitos del navegador web

Debe utilizar un navegador web compatible.

Navegador Web Version minima admitida
Google Chrome 87
Microsoft Edge 87
Mozilla Firefox 84

Debe establecer la ventana del navegador en un ancho recomendado.

Ancho del navegador Pixeles
Minimo 1024
Optimo 1280

Descarga del paquete de recuperaciéon

El archivo de paquete de recuperacion permite restaurar el sistema StorageGRID en
caso de producirse un fallo.

Lo que necesitara

* Debe iniciar sesion en Grid Manager mediante un explorador compatible.
* Debe tener la clave de acceso de aprovisionamiento.

» Debe tener permisos de acceso especificos.

Descargue el archivo de paquete de recuperaciéon actual antes de realizar cambios en la topologia de la
cuadricula en el sistema StorageGRID o antes de actualizar el software. A continuacién, descargue una nueva
copia del paquete de recuperacion después de realizar cambios en la topologia de la cuadricula o después de
actualizar el software.

Pasos

1. Seleccione Mantenimiento > sistema > paquete de recuperacion.

2. Introduzca la frase de acceso de aprovisionamiento y seleccione Iniciar descarga.
La descarga comienza inmediatamente.

3. Cuando finalice la descarga:
a. Abra el . zip archivo.
b. Confirme que incluye un directorio gpt-backup y un directorio interno . zip archivo.
C. Extraer el interior . zip archivo.

d. Confirme que puede abrir el Passwords. txt archivo.
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4. Copie el archivo del paquete de recuperacion descargado (. zip) a dos ubicaciones seguras, seguras y
separadas.

@ El archivo del paquete de recuperacion debe estar protegido porque contiene claves de
cifrado y contrasefias que se pueden usar para obtener datos del sistema StorageGRID.

Informacion relacionada
"Administre StorageGRID"

Procedimiento de revision de StorageGRID

Es posible que deba aplicar una revision a su sistema StorageGRID si se detectan y
resuelven problemas con el software entre versiones de funciones.

Las correcciones urgentes de StorageGRID contienen cambios de software que se pueden hacer disponibles
fuera de una funcién o una versién de revision. Los mismos cambios se incluyen en una version futura.
Ademas, cada version de revision contiene un resumen de todas las revisiones previas dentro de la
caracteristica o version de revision.

* "Consideraciones para aplicar una revision"

» "Como se ve afectado el sistema cuando se aplica una revision"

« "Obtener los materiales necesarios para una revision"

» "Descargando el archivo de revisién"

» "Comprobacion de la condicion del sistema antes de aplicar una revision"

* "Aplicando la revision"

Consideraciones para aplicar una revision

Al aplicar una revision, se aplica una serie acumulada de actualizaciones de software a
los nodos de su sistema StorageGRID.

No puede aplicar una revision StorageGRID cuando se ejecuta otro procedimiento de mantenimiento. Por
ejemplo, no puede aplicar una revisiéon mientras se esta ejecutando un procedimiento de retirada, expansion o
recuperacion.

Si un procedimiento de retirada de nodo o sitio esta en pausa, puede aplicar una revision de

@ forma segura. Ademas, puede ser capaz de aplicar una revision durante las fases finales de un
procedimiento de actualizacion de StorageGRID. Consulte las instrucciones para actualizar el
software StorageGRID para obtener detalles.

Después de cargar la revision en Grid Manager, la revision se aplica automaticamente al nodo de
administracion principal. A continuacion, puede aprobar la aplicacion de la revision al resto de los nodos del
sistema StorageGRID.

Si una revision no se puede aplicar a uno o mas nodos, el motivo del error aparece en la columna Detalles de
la tabla de progreso de la revision. Debe resolver los problemas que causaron los fallos y luego volver a
intentar todo el proceso. Los nodos con una aplicacion de la revision realizada con éxito anteriormente se
omitiran en aplicaciones posteriores. Puede volver a intentar de forma segura el proceso de revision tantas
veces como sea necesario hasta que todos los nodos se hayan actualizado. La revision debe instalarse
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correctamente en todos los nodos de cuadricula para que la aplicacion se complete.

Mientras los nodos de cuadricula se actualizan con la nueva versién de revision, los cambios reales en una
revision solo pueden afectar a servicios especificos en tipos de nodos especificos. Por ejemplo, una revision
so6lo podria afectar al servicio LDR en nodos de almacenamiento.

Como se aplican las revisiones para la recuperacion y expansion

Después de que se haya aplicado una revision a la cuadricula, el nodo de administracion principal instala
automaticamente la misma version de revision en los nodos restaurados por operaciones de recuperacion o
agregados en una expansion.

Sin embargo, si necesita recuperar el nodo de administracion principal, debe instalar manualmente la version
de StorageGRID correcta y, a continuacion, aplicar la revision. La version final de StorageGRID del nodo de
administrador principal debe coincidir con la version de los otros nodos de la cuadricula.

En el ejemplo siguiente se ilustra como aplicar una revision al recuperar el nodo de administracion principal:
1. Suponga que la cuadricula esta ejecutando una version de StorageGRID 11.A.B con la revision mas
reciente. La «version grid» es 11.A.B.y.
2. Se produce un error en el nodo del administrador principal.

3. Vuelva a poner en marcha el nodo de administracion principal con StorageGRID 11.A.B y realice el
procedimiento de recuperacion.

Segun sea necesario para que coincida con la versién de la cuadricula, puede utilizar una
version secundaria al implementar el nodo; no es necesario poner en marcha la version
principal primero.

4. A continuacion, aplica la revision 11.A.B.y al nodo de administracién principal.

Informacioén relacionada

"Configurar el nodo de administrador principal de reemplazo”

Coémo se ve afectado el sistema cuando se aplica una revision

Debe entender como se vera afectado su sistema StorageGRID al aplicar una revision.

Las aplicaciones cliente pueden experimentar interrupciones a corto plazo

El sistema StorageGRID puede procesar y recuperar datos de aplicaciones cliente en todo el proceso de
revision; sin embargo, es posible que las conexiones de cliente a nodos de puerta de enlace o nodos de
almacenamiento individuales se interrumpieran temporalmente si la revision necesita reiniciar los servicios en
esos nodos. La conectividad se restaurara una vez completado el proceso de revision y los servicios se
reanudan en los nodos individuales.

Es posible que necesite programar tiempos de inactividad para aplicar una revision si la pérdida de
conectividad durante un periodo corto no es aceptable. Puede utilizar la aprobacién selectiva para programar
la actualizacién de determinados nodos.

Puede usar varias puertas de enlace y grupos de alta disponibilidad para proporcionar
conmutacion por error automatica durante el proceso de revision. Para configurar grupos de alta
disponibilidad, consulte las instrucciones para administrar StorageGRID.
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Es posible que se activen alertas y notificaciones SNMP

Las alertas y notificaciones SNMP se pueden activar cuando se reinician los servicios y cuando el sistema
StorageGRID funciona como un entorno de versiones mixtas (algunos nodos de grid que ejecutan una version
anterior, mientras que otros se han actualizado a una version posterior). En general, estas alertas y
notificaciones se borran cuando se completa la revision.

Los cambios de configuracion estan restringidos

Al aplicar una revision a StorageGRID:

* No realice ninglin cambio en la configuracién de la cuadricula (por ejemplo, especificar subredes de red de
cuadricula o aprobar nodos de cuadricula pendientes) hasta que la revision se haya aplicado a todos los
nodos.

* No actualice la configuracion de ILM hasta que la revisién se haya aplicado a todos los nodos.

Obtener los materiales necesarios para una revisién

Antes de aplicar una revision, debe obtener todos los materiales requeridos.

Elemento Notas

Archivo de revision de Debe descargar el archivo de revision de StorageGRID.
StorageGRID

* Puerto de red Consulte «'requisitos del navegador web».
* Navegador web compatible

* Cliente SSH (por ejempilo,
PuUTTY)

Paquete de recuperacion (. zip) Antes de aplicar una revision, descargue el archivo de paquete de
recuperacion mas reciente en caso de que se produzcan problemas
durante la revision.después de que se haya aplicado la revision,
descargue una copia nueva del archivo de paquete de recuperacion y
guardelo en una ubicacion segura. El archivo de paquete de
recuperacion actualizado le permite restaurar el sistema si se produce
un fallo.

Archivo Passwords.txt Opcional y utilizado sdlo si aplica una revision manualmente mediante el
cliente SSH. La Passwords. txt El archivo se incluye en DICHO
paquete, que forma parte del paquete de recuperacion . zip archivo.

Clave de acceso de La frase de contrasefia se crea y documenta cuando se instala el
aprovisionamiento sistema StorageGRID por primera vez. La clave de acceso de
aprovisionamiento no aparece en la Passwords. txt archivo.

Documentacion relacionada readme . txt archivo para la revision. Este archivo se incluye en la
pagina de descarga de la revision. Asegurese de revisar el readme
archivar cuidadosamente antes de aplicar la revision.
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Informacion relacionada

"Descargando el archivo de revision"

"Descarga del paquete de recuperacion”

Descargando el archivo de revision
Debe descargar el archivo de revision antes de poder aplicar la revision.

Pasos

1. Vaya a la pagina de descargas de NetApp para StorageGRID.
"Descargas de NetApp: StorageGRID"

2. Seleccione la flecha abajo en Software disponible para ver una lista de revisiones disponibles para
descargar.

@ Las versiones del archivo de revision tienen el formato: 11.4.x.y .
3. Revise los cambios que se incluyen en la actualizacion.

Si acaba de recuperar el nodo de administracion principal y necesita aplicar una revision,
seleccione la misma version de revision que esta instalada en los otros nodos de
cuadricula.

a. Seleccione la version de revision que desea descargar y seleccione Ir.
b. Inicie sesion con el nombre de usuario y la contrasefia de su cuenta de NetApp.

c. Lea y acepte el contrato de licencia para usuario final.
Aparece la pagina de descarga de la version seleccionada.

d. Descargue la revision readme . txt archivo para ver un resumen de los cambios incluidos en la
revision.

4. Seleccione el botén de descarga de la revision y guarde el archivo.

@ No cambie el nombre de este archivo.

Si esta utilizando un dispositivo MacOS, el archivo de revision se puede guardar
@ automaticamente como un . txt archivo. Si es asi, debe cambiar el nombre del archivo sin
el . txt extension.

5. Seleccione una ubicacion para la descarga y seleccione Guardar.

Informacion relacionada

"Configurar el nodo de administrador principal de reemplazo”

Comprobacion de la condicion del sistema antes de aplicar una revision

Debe comprobar que el sistema esté listo para acomodar la revision.
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1. Inicie sesion en Grid Manager con un navegador compatible.

2. Si es posible, asegurese de que el sistema funciona con normalidad y de que todos los nodos de grid
estan conectados a la cuadricula.
Los nodos conectados tienen marcas de comprobacién de color verde + En la pagina Nodes.

3. Compruebe y resuelva las alertas actuales si es posible.

Para obtener informacion sobre alertas especificas, consulte las instrucciones de supervision y solucion de
problemas de StorageGRID.

4. Asegurese de que no hay otros procedimientos de mantenimiento en curso, como un procedimiento de
actualizacion, recuperacion, ampliacion o retirada.

Debe esperar a que se complete cualquier procedimiento de mantenimiento activo antes de aplicar una
revision.

No puede aplicar una revision StorageGRID cuando se ejecuta otro procedimiento de mantenimiento. Por
ejemplo, no puede aplicar una revision mientras se esta ejecutando un procedimiento de retirada,
expansion o recuperacion.

Si un procedimiento de retirada de nodo o sitio esta en pausa, puede aplicar una revisién de

@ forma segura. Ademas, puede ser capaz de aplicar una revision durante las fases finales de
un procedimiento de actualizacion de StorageGRID. Consulte las instrucciones para
actualizar el software StorageGRID para obtener detalles.

Informacion relacionada

"Solucién de problemas de monitor"

"Pausar y reanudar el proceso de retirada de los nodos de almacenamiento”

Aplicando la revision

La revisidn se aplica automaticamente por primera vez al nodo de administraciéon
principal. A continuacion, debe aprobar la aplicacion de la revision a otros nodos de
cuadricula hasta que todos los nodos ejecuten la misma versién de software. Puede
personalizar la secuencia de aprobacion seleccionando aprobar nodos de cuadricula
individuales, grupos de nodos de cuadricula o todos los nodos de cuadricula.

Lo que necesitara

» Ha revisado todas las consideraciones y completado todos los pasos de la seccion "Planificacion y
preparacion de Hotfix".

* Debe tener la clave de acceso de aprovisionamiento.
* Debe tener acceso raiz o los permisos de mantenimiento.

* Puede retrasar la aplicacidon de una revisién a un nodo, pero el proceso de revisién no se completa hasta
que aplique la revision a todos los nodos.

* No puede realizar una actualizacion de software de StorageGRID ni una actualizacion de SANTtricity OS
hasta que haya completado el proceso de revision.

Pasos
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1. Inicie sesion en Grid Manager con un navegador compatible.

2. Seleccione Mantenimiento > sistema > actualizacion de software.

3.

4. Seleccione el archivo de revision que descargo del sitio de soporte de NetApp.
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Aparece la pagina actualizacion de software.

Software Update

You can upgrade StorageGRID software. apply a hotfix; or upgrade the SANtricity OS software on StorageGRID storage appliances.

« To perform a major version upgrade of StorageGRID, see the instructions for upgrading StorageGRID, and then select StorageGRID Upgrade.

« To apply a hoffix to all nedes in your system, see "Hoffix procedure” in the recovery and maintenance instructions, and then select StorageGRID Hotfix.

» To upgrade SANtricity OS software on a storage controller, see "Upgrading SANtricity OS Software on the storage controllers” in the installation and maintenance
instructions for your storage appliance, and then select SANtricity OS:

SGE000 appliance installation and maintenance
SG5700 appliance installation and maintenance

SG5600 appliance installation and maintenance

StorageGRID Upgrade

StorageGRID Hotfix

SANfricity OS

Seleccione StorageGRID Hotfix.

Aparece la pagina de correccion de StorageGRID.

StorageGRID Hotfix

Before starting the hotfix process, you must confirm that there are no active alerts and that all grid nodes are online and available.

When the primary Admin Node is updated, services are stopped and restarted. Connectivity might be interrupted until the services are

back online.

Hotfix file

Hotfix file @& Browse

Passphrase

Provisioning Passphrase @

a. Seleccione examinar.

b. Localice y seleccione el archivo.




hotfix-install-version
c. Seleccione Abrir.

El archivo se carga. Cuando la carga haya finalizado, el nombre del archivo se mostrara en el campo
Detalles.

(D No cambie el nombre del archivo ya que forma parte del proceso de verificacion.

StorageGRID Hotfix
Before starting the hotfix process, you must confirm that there are no active alerts and that all grid nodes are online and available.

When the primary Admin Node is updated, services are stopped and restarted. Connectivity might be interrupted until the services are

back online.
Hotfix file
Hotfix fils @ Browse # hotfix-install-11.5.0.1
Details @ hotfix-install-11.5.0.1
Passphrase

Provisioning Passphrase @

5. Introduzca la clave de acceso de aprovisionamiento en el cuadro de texto.

El botdn Inicio se activa.

StorageGRID Hotfix

Before starting the hotfix process, you must confirm that there are no active alerts and that all grid nodes are online and available.

When the primary Admin Node is updated, services are stopped and restarted. Connectivity might be interrupted until the services are

back online.
Hotfix file
Hoffix il @ Browse " hotfix-install-11.5.0.1
Details @ hotfix-install-11.5.0.1
Passphrase
Provisioning Passphrase @ snrannd
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6. Seleccione Iniciar.

Aparece una advertencia que indica que la conexién del explorador puede perderse temporalmente
cuando se reinician los servicios del nodo de administracion principal.

A Warning

Connection Might be Temporarily Lost

When the hotfix is applied, your browser's connection might be lost temporarily as services on the
primary Admin Mode are stopped and restarted. Are you sure you want to start the hotfix

installation process?
ﬂ

7. Seleccione Aceptar para comenzar a aplicar la revision al nodo de administracion principal.
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Cuando se inicia la revision:

a. Se ejecutan las validaciones de la revision.

@ Si se informa de algun error, solucione, vuelva a cargar el archivo de revision y
seleccione Iniciar de nuevo.

b. Aparece la tabla de progreso de la instalacion de la revision. En esta tabla se muestran todos los
nodos de la cuadricula y la fase actual de la instalacion de la revision para cada nodo. Los nodos de la
tabla se agrupan por tipo:

* Nodos de administracion
* Nodos de puerta de enlace
* Nodos de almacenamiento

= Nodos de archivado

@ La barra de progreso llega a su finalizacion y, a continuacion, se muestra primero el
nodo de administracion principal con la fase "completado™.



Hotfix Installation Progress

A Admin Nodes - 1 out of 1 completed

Q

Site 11 Name I1 Progress 11 Stage |1 Detalls 1 Action

Vancouvar VTC-ADM1-101-191 _ Complate

8. Opcionalmente, ordene las listas de nodos de cada agrupacion en orden ascendente o descendente por
Sitio, Nombre, progreso, etapa o Detalles. O bien, introduzca un término en el cuadro Buscar para
buscar nodos especificos.

9. Apruebe los nodos de cuadricula que estan listos para actualizarse. Los nodos aprobados del mismo tipo
se actualizan de uno en uno.

No apruebe la revision para un nodo a menos que esté seguro de que el nodo esta listo

@ para ser actualizado.cuando la revision se aplica a un nodo de cuadricula, algunos servicios
de ese nodo podrian reiniciarse. Estas operaciones pueden provocar interrupciones del
servicio en los clientes que se comunican con el nodo.

> Seleccione uno o mas botones aprobar para agregar uno o mas nodos individuales a la cola de
revisiones.

> Seleccione el botdn aprobar todo de cada agrupacion para agregar todos los nodos del mismo tipo a
la cola de revisiones. Si ha introducido criterios de busqueda en el cuadro Buscar, el boton aprobar
todo se aplica a todos los nodos seleccionados por los criterios de busqueda.

El boton aprobar todo situado en la parte superior de la pagina aprueba todos los
nodos enumerados en la pagina, mientras que el botén aprobar todo situado en la

@ parte superior de una agrupacion de tablas sélo aprueba todos los nodos de ese grupo.
Si el orden en el que se actualizan los nodos es importante, apruebe los nodos o grupos
de nodos de uno en uno y espere a que la actualizacion se complete en cada nodo
antes de aprobar los siguientes nodos.

> Seleccione el botén de nivel superior aprobar todo en la parte superior de la pagina para agregar
todos los nodos de la cuadricula a la cola de revisiones.

Debe completar la revision de StorageGRID antes de poder iniciar una actualizacion de
software diferente. Si no puede completar la revision, péongase en contacto con el
soporte técnico.

10. Si necesita quitar un nodo o todos los nodos de la cola de revision, seleccione Quitar o Quitar todo.

Como se muestra en el ejemplo, cuando el escenario progresa mas alla de "Queued,™ el boton Remove
esta oculto y ya no puede quitar el nodo del proceso de revision.
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: Q

Site I Name 11 Progressli Stage 11 petaits IT Action
Raleigh RAL-S1-101-186 Queved
Raleigh RAL-52-101-197 | Compiste

Raleigh RAL-S3-101-198 Queued
Sunnyvale SVL-51-101-199 Queued
Sunnyvale SVL-52-101-83 Waiting for you o approve
Sunnyvale SVL-S3-101-94 Waiting for you to approve m
vancouver VTC-§1-101-193 Waiting for you to approve
Vancouver -VTC-52-101-194 Waiting for you o approve
Vancouver VTC-53-101-185 Waiting for you to approve m

11. Espere mientras la revisiéon se aplica a cada nodo de cuadricula aprobado.

Cuando la revision se ha instalado correctamente en todos los nodos, se cierra la tabla de progreso de
instalacion de Hotfix. Un banner verde muestra la fecha y la hora en que se completo la revision.

12. Si la revision no se pudo aplicar a ningun nodo, revise el error para cada nodo, resuelva el problema y
repita estos pasos.

El procedimiento no se completa hasta que la revision se aplica correctamente a todos los nodos. Puede

volver a intentar de forma segura el proceso de revision tantas veces como sea necesario hasta que se
complete.

Informacion relacionada

"Planificacion y preparacion de revisiones"
"Administre StorageGRID"

"Solucion de problemas de monitor”

Procedimientos de recuperacion de nodos de grid

Si falla un nodo de cuadricula, puede recuperarlo reemplazando el servidor fisico o
virtual que ha fallado, reinstalando el software StorageGRID y restaurando los datos
recuperables.

Los nodos de grid pueden fallar si un error de hardware, virtualizacion, sistema operativo o software hace que
el nodo no se pueda utilizar o no sea fiable. Existen muchos tipos de errores que pueden desencadenar la
necesidad de recuperar un nodo de grid.

Los pasos para recuperar un nodo de cuadricula varian dependiendo de la plataforma en la que se encuentre
el nodo de cuadricula y del tipo de nodo de cuadricula. Cada tipo de nodo de cuadricula tiene un
procedimiento de recuperacion especifico, que se debe seguir exactamente.

Generalmente, intenta conservar los datos del nodo de cuadricula con errores siempre que sea posible,
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reparar o reemplazar el nodo con error, utilizar el administrador de grid para configurar el nodo de sustitucion y
restaurar los datos del nodo.

Si se produce un error en todo un sitio de StorageGRID, pongase en contacto con el soporte

@ técnico. El soporte técnico trabajara con usted para desarrollar y ejecutar un plan de
recuperacion de sitios que maximice la cantidad de datos que se recuperan y, asimismo,
cumpla sus objetivos empresariales.

Informacion relacionada
"Como realiza la recuperacion del sitio el soporte técnico"

Advertencias y consideraciones sobre los procesos de recuperacion de nodos de grid

Si un nodo de grid falla, debe recuperarlo Lo antes posible.. Antes de empezar, debe
revisar todas las advertencias y consideraciones de la recuperacion de nodos.

StorageGRID es un sistema distribuido compuesto por varios nodos que funcionan entre si. No
utilice snapshots de disco para restaurar nodos de grid. En su lugar, consulte los
procedimientos de recuperacion y mantenimiento de cada tipo de nodo.

Entre los motivos para recuperar un Lo antes posible. de nodo de Grid con errores se incluyen los siguientes:

» Un nodo de grid fallido puede reducir la redundancia de los datos del sistema y del objeto, lo que le deja
vulnerable al riesgo de pérdida permanente de datos si falla otro nodo.

* Un nodo de grid fallido puede afectar la eficiencia de las operaciones diarias de-a-.
* Un nodo de grid con errores puede reducir su capacidad para supervisar las operaciones del sistema.

» Un nodo de grid fallido puede provocar un error interno de 500 servidores si se aplican reglas estrictas de
ILM.

« Si un nodo de grid no se recupera con la rapidez, es posible que aumenten los tiempos de recuperacion.
Por ejemplo, se podrian desarrollar colas que se deben borrar antes de que se complete la recuperacion.

Siga siempre el procedimiento de recuperacion para el tipo especifico de nodo de cuadricula que se va a
recuperar. Los procedimientos de recuperacion varian en funcion de los nodos de administracion principales o
no primarios, los nodos de puerta de enlace, los nodos de archivado, los nodos de dispositivos y los nodos de
almacenamiento.

Condiciones previas para la recuperacion de nodos de grid

Al recuperar nodos de grid, se da por sentado las siguientes condiciones:

» Se reemplazod y configuro el hardware fisico o virtual que fallo.

 La version de instalador de dispositivos de StorageGRID del dispositivo de reemplazo coincide con la
version de software de su sistema StorageGRID, como se describe en instalacion y mantenimiento del
hardware para verificar y actualizar la versién de instalador de dispositivos de StorageGRID.

> "SG100 servicios de aplicaciones SG1000"
> "Dispositivos de almacenamiento SG5600"
o "Dispositivos de almacenamiento SG5700"

> "Dispositivos de almacenamiento SG6000"
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 Si recupera un nodo de grid que no es el nodo de administrador principal, hay conectividad entre el nodo
de grid que se esta recuperando y el nodo de administrador principal.

El orden de recuperacion de nodos si se produce un error en un servidor que aloja mas de un nodo de grid

Si falla un servidor que aloja mas de un nodo de grid, puede recuperar los nodos en cualquier orden. Sin
embargo, si el servidor con el fallo aloja el nodo de administracién principal, primero debe recuperar dicho
nodo. Si se recupera el nodo de administrador principal, primero se impide que las recuperaciones de otros
nodos se detenguen a medida que esperan para ponerse en contacto con el nodo de administracion principal.

Direcciones IP para nodos recuperados

No intente recuperar un nodo con una direccion IP asignada actualmente a ninguin otro nodo. Cuando se
implementa el nodo nuevo, use la direccion IP actual del nodo con errores o una direccion IP sin usar.

Recopilacion de materiales necesarios para la recuperacion de nodos de grid

Antes de realizar procedimientos de mantenimiento, debe asegurarse de tener los
materiales necesarios para recuperar un nodo de cuadricula con errores.

Elemento Notas
Archivo de instalacion de Si necesita recuperar un nodo de cuadricula, necesita el archivo de
StorageGRID instalacion de StorageGRID para su plataforma.

Nota: no es necesario descargar archivos si esta recuperando
volumenes de almacenamiento fallidos en un nodo de almacenamiento.

Paquete de recuperacion .zip Obtenga una copia del paquete de recuperacion mas reciente . zip
archivo archivo: sgws-recovery-package-id-revision.zip

El contenido del . zip los archivos se actualizan cada vez que se
modifica el sistema. Se le indica que guarde la versién mas reciente del
paquete de recuperacion en una ubicacion segura después de realizar
dichos cambios. Utilice la copia mas reciente para recuperarse de fallos
de la cuadricula.

Si el nodo de administracion principal funciona normalmente, puede
descargar el paquete de recuperacion desde el Administrador de grid.
Seleccione Mantenimiento sistema paquete de recuperacion.

Si no puede acceder a Grid Manager, puede encontrar copias cifradas
del paquete de recuperacion en algunos nodos de almacenamiento que
contienen el servicio ADC. En cada nodo de almacenamiento, examine
esta ubicacion del paquete de recuperacion:
/var/local/install/sgws-recovery-package-grid-id-
revision.zip.gpg Utilice el paquete de recuperacion con el nimero
de revision mas alto.

Passwords.txt archivo Contiene las contrasefias que se necesitan para acceder a los nodos de
grid en la linea de comandos. Incluido en el paquete de recuperacion.
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Elemento Notas

Clave de acceso de La frase de contrasefia se crea y documenta cuando se instala el
aprovisionamiento sistema StorageGRID por primera vez. La clave de acceso de

aprovisionamiento no esta en la Passwords. txt archivo.

La documentacion actual de su Para conocer las versiones compatibles actuales de la plataforma,
plataforma consulte herramienta de matriz de interoperabilidad.

"Herramienta de matriz de interoperabilidad de NetApp"

Visite el sitio web del proveedor de la plataforma para obtener
documentacion.

Informacion relacionada

"Descarga y extraccion de los archivos de instalacion de StorageGRID"

"Requisitos del navegador web"

Descarga y extraccion de los archivos de instalaciéon de StorageGRID

Antes de poder recuperar nodos de cuadricula de StorageGRID, debe descargar el
software y extraer los archivos.

Debe utilizar la version de StorageGRID que se esté ejecutando actualmente en la cuadricula.

Pasos

1.

Determine qué version del software esta instalada actualmente. Desde Grid Manager, vaya a Ayuda
Acerca de.

Vaya a la pagina de descargas de NetApp para StorageGRID.

"Descargas de NetApp: StorageGRID"

Seleccione la version de StorageGRID que se esta ejecutando actualmente en la cuadricula.
Las versiones de software de StorageGRID tienen el siguiente formato: 11.x.y.

Inicie sesion con el nombre de usuario y la contrasefia de su cuenta de NetApp.

5. Lea el contrato de licencia para usuario final, seleccione la casilla de verificacion y, a continuacion,

seleccione Aceptar y continuar.

En la columna instalar StorageGRID de la pagina de descarga, seleccione .tgz 0. . zip archivar para su
plataforma.

La version que se muestra en el archivo de archivo de instalacion debe coincidir con la version del
software que esta instalado actualmente.

Utilice la . zip Archivo si esta ejecutando Windows.
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Plataforma

VMware

Red Hat Enterprise Linux o
CentOS

Ubuntu o Debian

O dispositivos

OpenStack u otros hipervisores

Archivo de instalacion

StorageGRID-Webscale-version-VMware-uniquelD.zip StorageGRID-
Webscale-version-VMware-uniquelD.tgz

StorageGRID-Webscale-version-RPM-uniquelD.zip StorageGRID-
Webscale-version-RPM-uniquelD.tgz

StorageGRID-Webscale-version-DEB-uniquelD.zip StorageGRID-
Webscale-version-DEB-uniquelD.tgz

Las operaciones de recuperacion ya no son compatibles con los
archivos de disco de maquinas virtuales y los scripts de OpenStack
que proporciona NetApp. Si necesita recuperar un nodo que se
ejecuta en una implementacion de OpenStack, descargue los
archivos para el sistema operativo Linux. A continuacion, siga el
procedimiento para reemplazar un nodo Linux.

7. Descargue y extraiga el archivo de archivo.

8. Siga el paso adecuado para que su plataforma pueda elegir los archivos que necesite, en funcion de su
plataforma y los nodos de grid que necesita recuperar.

Las rutas enumeradas en el paso de cada plataforma son relativas al directorio de nivel superior instalado

por el archivo de archivado.

9. Siva a recuperar un sistema VMware, seleccione los archivos adecuados.
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Ruta y nombre de archivo

Descripcion

Archivo de texto que describe todos los archivos
contenidos en el archivo de descarga de
StorageGRID.

Una licencia gratuita que no proporciona ningun
derecho de soporte para el producto.

El archivo de disco de maquina virtual que se usa
como plantilla para crear maquinas virtuales del
nodo de grid.

El archivo de plantilla Abrir formato de virtualizacion
(.ovf)y el archivo de manifiesto (.mf) Para
implementar el nodo de administracién principal.

El archivo de plantilla (. ovf) y el archivo de
manifiesto (.mf) Para implementar nodos de
administracion no primarios.



Ruta y nombre de archivo

Ivsphere/vsphere-archive.ovf ./vsphere/vsphere-
archive.mf

Herramienta de secuencia de comandos de la
implementacion

Descripcion

El archivo de plantilla (. ovf) y el archivo de
manifiesto (. mf) Para implementar nodos de
archivado.

El archivo de plantilla (. ov£) y el archivo de
manifiesto (. mf) Para implementar nodos de puerta
de enlace.

El archivo de plantilla (. ovf) y el archivo de
manifiesto (. mf) Para implementar nodos de
almacenamiento basados en maquinas virtuales.

Descripcion

Una secuencia de comandos de shell Bash que se
utiliza para automatizar la implementacion de nodos
de cuadricula virtual.

Un archivo de configuracion de ejemplo que se
puede utilizar con deploy-vsphere-ovftool.sh
guion.

Script Python que se utiliza para automatizar la
configuracion de un sistema StorageGRID.

Una secuencia de comandos Python que se utiliza
para automatizar la configuracion de los
dispositivos StorageGRID.

Ejemplo de secuencia de comandos Python que
puede utilizar para iniciar sesion en la APl de
gestién de grid cuando esta activado el inicio de
sesion unico.

Un archivo de configuracion de ejemplo que se
puede utilizar con configure-storagegrid.py
guion.

Un archivo de configuracion en blanco para usar
con el configure-storagegrid.py guion.

10. Si va a recuperar un sistema Red Hat Enterprise Linux o CentOS, seleccione los archivos adecuados.
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Ruta y nombre de archivo Descripcion

Archivo de texto que describe todos los archivos
contenidos en el archivo de descarga de
StorageGRID.

Una licencia gratuita que no proporciona ningun
derecho de soporte para el producto.

PAQUETE RPM para instalar las imagenes de nodo
StorageGRID en sus hosts RHEL o CentOS.

PAQUETE RPM para instalar el servicio host
StorageGRID en sus hosts RHEL o CentOS.

Herramienta de secuencia de comandos de la Descripcion
implementacion

Script Python que se utiliza para automatizar la
configuracion de un sistema StorageGRID.

Una secuencia de comandos Python que se utiliza
para automatizar la configuracion de los
dispositivos StorageGRID.

Un archivo de configuracion de ejemplo que se
puede utilizar con configure-storagegrid.py
guion.

Ejemplo de secuencia de comandos Python que
puede utilizar para iniciar sesion en la API de
gestién de grid cuando esta activado el inicio de
sesion unico.

Un archivo de configuracion en blanco para usar
con el configure-storagegrid.py guion.

Ejemplo de rol de Ansible y libro de estrategia para
configurar hosts de RHEL o CentOS para puesta en
marcha del contenedor StorageGRID. Puede
personalizar el rol o el libro de estrategia segun sea
necesario.

11. Si esta recuperando un sistema Ubuntu o Debian, seleccione los archivos apropiados.
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Ruta y nombre de archivo

Herramienta de secuencia de comandos de la
implementacién

Descripcion

Archivo de texto que describe todos los archivos
contenidos en el archivo de descarga de
StorageGRID.

Un archivo de licencia de NetApp que no es de
produccién y que se puede usar para pruebas e
implementaciones conceptuales.

PAQUETE DEB para instalar las imagenes del nodo
StorageGRID en hosts de Ubuntu o Debian.

Suma de comprobacién MD5 para el archivo
/debs/storagegrid-webscale-images-
version-SHA.deb

PAQUETE DEB para instalar el servicio de host de
StorageGRID en hosts de Ubuntu o Debian.

Descripcion

Script Python que se utiliza para automatizar la
configuracion de un sistema StorageGRID.

Una secuencia de comandos Python que se utiliza
para automatizar la configuracion de los
dispositivos StorageGRID.

Ejemplo de secuencia de comandos Python que
puede utilizar para iniciar sesion en la APl de
gestion de grid cuando esta activado el inicio de
sesion unico.

Un archivo de configuracion de ejemplo que se
puede utilizar con configure-storagegrid.py
guion.

Un archivo de configuracion en blanco para usar
con el configure-storagegrid.py guion.

Ejemplo de rol de Ansible y libro de aplicaciones
para configurar hosts Ubuntu o Debian para la
implementacion del contenedor StorageGRID.
Puede personalizar el rol o el libro de estrategia
segun sea necesario.

12. Siva a recuperar un sistema basado en dispositivos de StorageGRID, seleccione los archivos adecuados.
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Ruta y nombre de archivo

Descripcion

DEB el paquete para instalar las imagenes de nodo
StorageGRID en sus dispositivos.

Suma de comprobacion del paquete DE instalacion
DE DEB utilizado por el instalador de dispositivos
de StorageGRID para validar que el paquete esta
intacto tras la carga.

Nota: para la instalacion del dispositivo, estos archivos sélo son necesarios si necesita evitar el trafico de
red. El dispositivo puede descargar los archivos necesarios del nodo de administracién principal.

Informacion relacionada
"Instale VMware"

"Instale Red Hat Enterprise Linux o CentOS"

"Instalar Ubuntu o Debian"

Seleccionar un procedimiento de recuperacion de nodos

Debe seleccionar el procedimiento de recuperacién correcto para el tipo de nodo que ha

fallado.

Nodo de grid

Mas de un nodo de
almacenamiento

Un solo nodo de almacenamiento

Nodo de administracion

Nodo de puerta de enlace

Nodo de archivado
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Procedimiento de recuperacion

Pongase en contacto con el soporte técnico. Si se produjo un error en
mas de un nodo de almacenamiento, el soporte técnico debe facilitar la
recuperacion para evitar incoherencias de la base de datos que podrian
provocar la pérdida de datos. Es posible que sea necesario un
procedimiento de recuperacion del sitio.

"Coémo realiza la recuperacion del sitio el soporte técnico"

El procedimiento de recuperacién del nodo de almacenamiento
depende del tipo y de la duracion del error.

"Se esta recuperando de errores del nodo de almacenamiento”

El procedimiento Admin Node depende de si se necesita recuperar el
nodo de administrador principal o un nodo de administrador que no sea
primario.

"Recuperarse de fallos de nodos de administrador"

"Recuperarse de fallos de nodos de puerta de enlace".

"Se esta recuperando de los errores del nodo de archivado”.


https://docs.netapp.com/es-es/storagegrid-115/vmware/index.html
https://docs.netapp.com/es-es/storagegrid-115/rhel/index.html
https://docs.netapp.com/es-es/storagegrid-115/ubuntu/index.html

Si falla un servidor que aloja mas de un nodo de grid, puede recuperar los nodos en cualquier

®

orden. Sin embargo, si el servidor con el fallo aloja el nodo de administracion principal, primero
debe recuperar dicho nodo. Si se recupera el nodo de administrador principal, primero se

impide que las recuperaciones de otros nodos se detenguen a medida que esperan para

ponerse en contacto con el nodo de administracion principal.

Se esta recuperando de errores del nodo de almacenamiento

El procedimiento para recuperar un nodo de almacenamiento con errores depende del
tipo de error y del tipo de nodo de almacenamiento que se ha producido un error.

Utilice esta tabla para seleccionar el procedimiento de recuperacion de un nodo de almacenamiento con

errores.

Problema

» Se produjo un error en mas de
un nodo de almacenamiento.

* Un segundo nodo de
almacenamiento ha fallado
menos de 15 dias después de
un fallo o una recuperacion en
un nodo de almacenamiento.

Esto incluye el caso en el que
un nodo de almacenamiento
falla mientras se recupera otro
nodo de almacenamiento aun
esta en curso.

Accion

Debe comunicarse con el soporte
técnico.

Notas

Si todos los nodos de
almacenamiento con fallos se
encuentran en el mismo sitio, es
posible que sea necesario realizar
un procedimiento de recuperacion
del sitio.

El soporte técnico evaluara su
situacion y desarrollara un plan de
recuperacion.

"Como realiza la recuperacion del
sitio el soporte técnico"

Recuperar mas de un nodo de
almacenamiento (o varios de un
nodo de almacenamiento en un
plazo de 15 dias) puede afectar a
la integridad de la base de datos
Cassandra, lo que puede provocar
la pérdida de datos.

El soporte técnico puede
determinar cuando es seguro
iniciar la recuperacion de un
segundo nodo de almacenamiento.

Nota: Si mas de un nodo de
almacenamiento que contiene el
servicio ADC falla en un sitio,
perdera cualquier solicitud de
servicio de plataforma pendiente
para ese sitio.
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Problema

Un nodo de almacenamiento se ha
desconectado durante mas de 15
dias.

Se produjo un error en un nodo de
almacenamiento del dispositivo.

Se produjo un error en uno 0 mas
volumenes de almacenamiento,
pero la unidad del sistema esta
intacta

La unidad del sistema fallo.

Accidn
"Recuperar un nodo de

almacenamiento que ha estado
inactivo mas de 15 dias"

"Recuperar un nodo de
almacenamiento de un dispositivo
StorageGRID"

"Recuperarse de un fallo en el
volumen de almacenamiento
donde la unidad del sistema esta
intacta"

"Recuperacion del fallo de la
unidad del sistema"

Notas

Este procedimiento es necesario
para garantizar la integridad de la
base de datos de Cassandra.

El procedimiento de recuperacion
de los nodos de almacenamiento
del dispositivo es el mismo para
todos los errores.

Este procedimiento se usa para
nodos de almacenamiento basados
en software.

El procedimiento de sustitucion del
nodo depende de la plataforma de
puesta en marcha y de si también
ha fallado algun volumen de
almacenamiento.

Algunos procedimientos de recuperacion de StorageGRID usan Reaper para gestionar las

®

gue menciona "relativamente" o

reparacion de Cassandra

reparaciones de Cassandra. Las reparaciones se realizan automaticamente tan pronto como se
hayan iniciado los servicios relacionados o necesarios. Puede que note un resultado de script
. Si aparece un mensaje de error

que indica que la reparacion ha fallado, ejecute el comando indicado en el mensaje de error.

Recuperar un nodo de almacenamiento que ha estado inactivo mas de 15 dias

Si un solo nodo de almacenamiento ha estado desconectado y no esta conectado a otros
nodos de almacenamiento durante mas de 15 dias, debe reconstruir Cassandra en el

nodo.

Lo que necesitara

* Comprobd que un decomisionado del nodo de almacenamiento no esta en curso o que ha pausado el
procedimiento para decomisionar el nodo. (En Grid Manager, seleccione Mantenimiento > tareas de

mantenimiento > retirada.)

* Ha comprobado que una expansién no esta en curso. (En Grid Manager, seleccione Mantenimiento >
tareas de mantenimiento > expansion.)

Acerca de esta tarea

Los nodos de almacenamiento tienen una base de datos Cassandra que incluye metadatos de objetos. Si un

nodo de almacenamiento no pudo comunicarse con otros nodos de almacenamiento durante mas de 15 dias,
StorageGRID asume que la base de datos Cassandra del nodo esta obsoleta. El nodo de almacenamiento no
puede volver a unirse a la cuadricula hasta que se reconstruye Cassandra con informacién de otros nodos de
almacenamiento.

Use este procedimiento para reconstruir Cassandra solo si un solo nodo de almacenamiento esta inactivo.
Pdéngase en contacto con el soporte técnico si hay mas nodos de almacenamiento sin conexion o si
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Cassandra se ha reconstruido en otro nodo de almacenamiento en los ultimos 15 dias; por ejemplo,
Cassandra se puede haber reconstruido como parte de los procedimientos para recuperar volimenes de
almacenamiento con fallos o para recuperar un nodo de almacenamiento con errores.

O

Si mas de un nodo de almacenamiento presenta errores (o0 esta sin conexion), péngase en
contacto con el soporte técnico. No realice el siguiente procedimiento de recuperacion. Podrian
perderse datos.

Si este es el segundo fallo del nodo de almacenamiento en menos de 15 dias después de un

@ fallo o una recuperacion en el nodo de almacenamiento, pongase en contacto con el soporte
técnico. No realice el siguiente procedimiento de recuperacion. Podrian perderse datos.

Si se produce un error en mas de un nodo de almacenamiento de un sitio, es posible que se

@ requiera un procedimiento de recuperacion del sitio. PGngase en contacto con el soporte
técnico.

"Como realiza la recuperacion del sitio el soporte técnico"

Pasos
1. Si es necesario, encienda el nodo de almacenamiento que se debe recuperar.

2. Inicie sesion en el nodo de grid:

a. Introduzca el siguiente comando: ssh admin@grid node IP

b. Introduzca la contrasefia que aparece en Passwords . txt archivo.
C. Introduzca el siguiente comando para cambiar a la raiz: su -

d. Introduzca la contrasefia que aparece en Passwords . txt archivo.

Cuando ha iniciado sesién como root, el simbolo del sistema cambia de $ para #.+

Si no puede iniciar sesién en el nodo de grid, es posible que el disco del sistema no esté
@ intacto. Vaya al procedimiento para la recuperacion tras un fallo de unidad del sistema.
"Recuperacion del fallo de la unidad del sistema"

1. Realice las siguientes comprobaciones en el nodo de almacenamiento:
a. Emita este comando: nodetool status

La salida deberia ser Connection refused

b. En Grid Manager, seleccione Soporte Herramientas Topologia de cuadricula.

c. Seleccione site nodo de almacenamiento SSM Servicios. Compruebe que aparece el servicio

Cassandra Not Running.

d. Seleccione nodo de almacenamiento SSM Recursos. Compruebe que no haya estado de error en la

seccion Volumes.

€. Emita este comando: grep -i Cassandra /var/local/log/servermanager.log

Deberia ver el siguiente mensaje en el resultado:



Cassandra not started because it has been offline for more than 15 day
grace period - rebuild Cassandra

2. Emita este comando y supervise el resultado del script: check-cassandra-rebuild
o Si los servicios de almacenamiento se estan ejecutando, se le solicitara que los detenga. Introduzca: Y

> Revise las advertencias del script. Si no se aplica ninguno de ellos, confirme que desea reconstruir
Cassandra. Introduzca: Y

Algunos procedimientos de recuperacion de StorageGRID usan Reaper para gestionar
las reparaciones de Cassandra. Las reparaciones se realizan automaticamente tan

@ pronto como se hayan iniciado los servicios relacionados o necesarios. Puede que note
un resultado de script que menciona "relativamente" o ""reparacion de Cassandra™. Si
aparece un mensaje de error que indica que la reparacién ha fallado, ejecute el
comando indicado en el mensaje de error.

3. Una vez finalizada la reconstruccion, realice las siguientes comprobaciones:
a. En Grid Manager, seleccione Soporte Herramientas Topologia de cuadricula.
b. Seleccione site recuperado nodo de almacenamiento SSM Servicios.
c. Confirme que todos los servicios estan en ejecucion.
d. Seleccione DDS almacén de datos.
e. Confirmar que Estado del almacén de datos es «'Arriba'» y que Estado del almacén de datos es

«'normal'».

Informacion relacionada
"Recuperacion del fallo de la unidad del sistema"

Recuperar un nodo de almacenamiento de un dispositivo StorageGRID

El procedimiento para recuperar un nodo de almacenamiento en dispositivos
StorageGRID con fallos es el mismo tanto si se esta recuperando de la pérdida de la
unidad del sistema como de la pérdida de volumenes de almacenamiento unicamente.

Acerca de esta tarea

Debe preparar el dispositivo y reinstalar el software, configurar el nodo para volver a unirse a la cuadricula,
volver a formatear el almacenamiento y restaurar los datos de los objetos.
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Prepare the appliance for reinstallation.

v

Start appliance installation.

v

Monitor appliance installation.

v

Select Start Recovery to configure the
Storage Node.

v

Remount and reformat storage volumes.

v

Restore object data to storage volumes.

v

Check storage state.

Si mas de un nodo de almacenamiento presenta errores (0 esta sin conexion), péngase en
@ contacto con el soporte técnico. No realice el siguiente procedimiento de recuperacion. Podrian
perderse datos.

Si este es el segundo fallo del nodo de almacenamiento en menos de 15 dias después de un

@ fallo o una recuperacion en el nodo de almacenamiento, pongase en contacto con el soporte
técnico. La reconstruccion de Cassandra en dos o mas nodos de almacenamiento en 15 dias
puede provocar la pérdida de datos.

Si se produce un error en mas de un nodo de almacenamiento de un sitio, es posible que se
(D requiera un procedimiento de recuperacion del sitio. Péngase en contacto con el soporte
técnico.

"Como realiza la recuperacion del sitio el soporte técnico"

@ Si las reglas de ILM se configuran para almacenar una sola copia replicada y existe una en un
volumen de almacenamiento donde se produjo un error, no podra recuperar el objeto.
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Si encuentra una alarma de Servicios: Estado - Cassandra (SVST) durante la recuperacion,

@ consulte las instrucciones de supervision y solucion de problemas para recuperar la alarma
reconstruyendo Cassandra. Una vez reconstruida Cassandra, las alarmas se deberian borrar.
Si las alarmas no se borran, péngase en contacto con el soporte técnico.

Para obtener informacién sobre procedimientos de mantenimiento del hardware, como
@ instrucciones para reemplazar un controlador o reinstalar SANtricity OS, consulte las
instrucciones de instalacién y mantenimiento del dispositivo de almacenamiento.

Informacion relacionada

"Solucion de problemas de monitor"

"Dispositivos de almacenamiento SG6000"
"Dispositivos de almacenamiento SG5700"
"Dispositivos de almacenamiento SG5600"

Pasos

* "Preparacion de un nodo de almacenamiento del dispositivo para su reinstalaciéon”

* "Iniciar la instalacion del dispositivo StorageGRID"

* "Supervisar la instalacion del dispositivo StorageGRID"

+ "Seleccione Start Recovery para configurar un nodo de almacenamiento del dispositivo"

* "Montaje y formateo de volumenes de almacenamiento de dispositivos ("pasos anuales")"
+ "Restaurar datos de objeto en un volumen de almacenamiento para un dispositivo"

» "Comprobar el estado del almacenamiento después de recuperar un nodo de almacenamiento de
dispositivo"

Preparacion de un nodo de almacenamiento del dispositivo para su reinstalacion

Al recuperar un nodo de almacenamiento del dispositivo, primero debe preparar el
dispositivo para la reinstalacion del software StorageGRID.

1. Inicie sesidon en el nodo de almacenamiento con errores:

a. Introduzca el siguiente comando: ssh admin@grid node IP

b. Introduzca la contrasefia que aparece en Passwords . txt archivo.
C. Introduzca el siguiente comando para cambiar a la raiz: su -

d. Introduzca la contrasefia que aparece en Passwords . txt archivo.

Cuando ha iniciado sesién como root, el simbolo del sistema cambia de $ para #.

2. Prepare el nodo de almacenamiento del dispositivo para la instalacion del software StorageGRID.
sgareinstall

3. Cuando se le solicite continuar, introduzca: y

El dispositivo se reinicia y la sesion SSH finaliza. Normalmente tarda unos 5 minutos en estar disponible el
instalador de dispositivos de StorageGRID; aunque en algunos casos es posible que deba esperar hasta
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30 minutos.

El nodo de almacenamiento del dispositivo StorageGRID se restablece y ya no se puede acceder a los
datos en el nodo de almacenamiento. Las direcciones IP configuradas durante el proceso de instalacion
original deben permanecer intactas; sin embargo, se recomienda confirmarlo cuando finalice el
procedimiento.

Después de ejecutar el sgareinstall Comando, se eliminan todas las cuentas, contrasefias y claves
SSH aprovisionados de StorageGRID, y se generan nuevas claves del host.

Iniciar la instalacién del dispositivo StorageGRID

Para instalar StorageGRID en un nodo de almacenamiento del dispositivo, utilice el
instalador de dispositivos StorageGRID, que se incluye en el dispositivo.

Lo que necesitara

 El dispositivo se ha instalado en un bastidor, conectado a las redes y encendido.

« Se han configurado los enlaces de red y las direcciones IP para el dispositivo mediante el instalador de
dispositivos de StorageGRID.

» Conoce la direccion IP del nodo de administrador principal para la cuadricula StorageGRID.

» Todas las subredes de red de cuadricula que aparecen en la pagina Configuracion de IP del instalador de
dispositivos StorageGRID se definieron en la lista de subredes de redes de cuadricula del nodo de
administracién principal.

* Ha completado estas tareas de requisitos previos siguiendo las instrucciones de instalacién y
mantenimiento de su dispositivo de almacenamiento:

o "Dispositivos de almacenamiento SG5600"
> "Dispositivos de almacenamiento SG5700"
> "Dispositivos de almacenamiento SG6000"
« Esta utilizando un navegador web compatible.

» Conoce una de las direcciones IP asignadas a la controladora de computacion en el dispositivo. Es posible
usar la direccion IP para la red de administracion (puerto de gestion 1 en la controladora), la red de grid o
la red de cliente.

Acerca de esta tarea
Para instalar StorageGRID en un nodo de almacenamiento de dispositivos:

» Especifique o confirme la direccion IP del nodo de administrador principal y el nombre del nodo.
* Inicia la instalacion y espera a que los volumenes estén configurados y el software esté instalado.

» Paso a través del proceso, la instalacidon se detiene. Para reanudar la instalacion, debe iniciar sesion en
Grid Manager y configurar el nodo de almacenamiento pendiente como reemplazo del nodo con errores.

» Una vez que haya configurado el nodo, se completa el proceso de instalacion del dispositivo y el
dispositivo se reinicia.

Pasos

1. Abra un explorador e introduzca una de las direcciones IP para la controladora de computacion en el
dispositivo.
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https://Controller IP:8443

Aparece la pagina de inicio del instalador de dispositivos de StorageGRID.

. En la seccion Conexion del nodo de administracion principal, determine si necesita especificar la direccion

IP para el nodo de administracion principal.

El instalador de dispositivos de StorageGRID puede detectar esta direccion IP automaticamente,
suponiendo que el nodo de administracién principal o, al menos, otro nodo de grid con ADMIN_IP
configurado, esté presente en la misma subred.

3. Si no se muestra esta direccion IP o es necesario modificarla, especifique la direccion:

Opcidn Pasos

Entrada IP manual a. Anule la seleccion de la casilla de verificacion Activar
descubrimiento de nodo de administracion.

b. Introduzca la direccién IP de forma manual.
c. Haga clic en Guardar.

d. Espere mientras el estado de conexion para la nueva direccion IP
se convierte en "muy listo".

Deteccion automatica de todos a. Active la casilla de verificacion Activar descubrimiento de
los nodos principales de nodos de administracion.

administracion conectados . . . )
b. En la lista de direcciones IP detectadas, seleccione el nodo de

administrador principal para la cuadricula en la que se pondra en
marcha este nodo de almacenamiento del dispositivo.

c. Haga clic en Guardar.

d. Espere mientras el estado de conexién para la nueva direccion IP
se convierte en "muy listo".

4. En el campo Nombre de nodo, introduzca el mismo nombre que se utilizé para el nodo que esta

6.
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recuperando y haga clic en Guardar.

En la seccion instalacion, confirme que el estado actual es "'preparado para iniciar la instalacion del
nombre del nodo en la cuadricula con el nodo de administracion principal admin_ip™ y que el botdn Iniciar
instalacion esta activado.

Si el botdn Iniciar instalaciéon no esta activado, es posible que deba cambiar la configuracion de red o la
configuracion del puerto. Para obtener instrucciones, consulte las instrucciones de instalacién y
mantenimiento del aparato.

En la pagina de inicio del instalador de dispositivos StorageGRID, haga clic en Iniciar instalacion.



NetApp® StorageGRID" Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Instaliation Advanced «

Home
© The installation is ready o be started. Review the seftings below, and then click Start Instaliation.

Primary Admin Node connection

Enable Admin Node =
discovery

Primary Admin Node [P 172.16.4.210

Connection state Connection to 172.16.4.210 ready

Mode name

MNode name MetApp-SGA

Installation

Current state Ready to start installation of NetApp-3GA into grid with Admin Node
172.16.4 210

Start Instaliation

El estado actual cambia a "instalacion en curso™ y se muestra la pagina de instalacion del monitor.

@ Si necesita acceder a la pagina de instalacion del monitor manualmente, haga clic en
instalacion del monitor en la barra de menus.

Informacion relacionada

"SG100 servicios de aplicaciones SG1000"
"Dispositivos de almacenamiento SG6000"
"Dispositivos de almacenamiento SG5700"

"Dispositivos de almacenamiento SG5600"
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Supervisar la instalacion del dispositivo StorageGRID

El instalador del dispositivo StorageGRID proporciona el estado hasta que se completa la
instalacion. Una vez finalizada la instalacion del software, el dispositivo se reinicia.

1. Para supervisar el progreso de la instalacion, haga clic en instalacién del monitor en la barra de mendus.

La pagina Monitor Installation (instalacion del monitor) muestra el progreso de la instalacion.

Monitor Installation

1. Configure slorage Running
Siep Progress Status

Connect to storags controller _ Complete

Configure volumes __‘__"& Creating volume StorageGRID-obj-0d

Configure host seftings Fending

2. Install OS Fending
3. Install StorageGRID Fending
4 Finalze installation Pending

La barra de estado azul indica qué tarea esta en curso actualmente. Las barras de estado verdes indican
tareas que se han completado correctamente.

El instalador garantiza que no se vuelvan a ejecutar las tareas completadas en una
instalacion anterior. Si vuelve a ejecutar una instalacion, las tareas que no necesitan volver
a ejecutarse se muestran con una barra de estado verde y el estado de "Shided."

2. Revise el progreso de las dos primeras etapas de instalacion.
> 1. Configurar almacenamiento

Durante esta fase, el instalador se conecta al controlador de almacenamiento, borra cualquier
configuracion existente, se comunica con el software SANtricity para configurar los volumenes y
configura los ajustes del host.

o 2. Instalar OS

Durante esta fase, el instalador copia la imagen del sistema operativo base para StorageGRID en el
dispositivo.

3. Continue supervisando el progreso de la instalacion hasta que la etapa instalar StorageGRID se detenga
y aparezca un mensaje en la consola integrada que le pedira que apruebe este nodo en el nodo Admin
mediante el Administrador de grid.
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Home Configure Networking - Configure Hardware - IMonitor Installation Advanced -

Monitor Installation

1. Configure storage Complete
2. Install O3 Complete
3. Install StorageGRID Running
4. Finalize installation Pending

Connected (unencrypted) to: QEMU

platform.typen: Device or resource busy

[2017-07-31T2Z2:09:12.3625661 INFO -- [INSG] NOTICE: seeding ~var~local with c
ontainer data

[Z2O17-07-31T2Z2:09:12.3662051 INFO [INSG] Fixing permissions
[2017-07-31T22:09:12.3696331 INFO [INSG] Enabling syslog
[ZO17-07-31T22:09:12.5115331 INFO [INSG] Stopping system logging: syslog-n

1201?—9?—31T22:09:12.5?009&] INFO [INSG] Starting system logging: syslog-n

[Z2017-07-31T22:09:12 .5763601 INFO [INSG] Beginning negotiation for downloa
of node configuration
[Z2017-07-31T2Z2:09:12.5813631 INFO [IN3G]
[2017-07-31T22:09:12.5850661 INFO [INSG]
[Z2017-07-31T2Z2:09:12 .5883141 INFO [INSG]
[Z2017-07-31T22Z2:09:12.5918511 INFO [INSG]
-07-31T22:09:12.5948861 INFO [INSG]
-07-31TZ2:09:12.5983601 INFO [IN3G]
-07-31TZZ2:09:12.6013241 INFO [INSG]
-07-31T22:09:12 .6047591] INFO [INSG]
-07-31T22:09:12 .6078001] INFO [INSG]
-A7-31TZ22:09:12.6109851 INFO [INSG]
-B7-31T22:99:12.6145971 INFO [IN3G]
-07-31T22:09:12.6182821 INFO [INSG] Please approve this node on the A
min Mode GMI to proceed...

4. Vaya al procedimiento para configurar el nodo de almacenamiento del dispositivo.

Seleccione Start Recovery para configurar un nodo de almacenamiento del dispositivo

Debe seleccionar Start Recovery en el Grid Manager para configurar un Storage Node
del dispositivo como reemplazo del nodo con errores.

Lo que necesitara
* Debe iniciar sesion en Grid Manager mediante un explorador compatible.

* Debe tener los permisos de mantenimiento o acceso raiz.

* Debe tener la clave de acceso de aprovisionamiento.



* Debe haber puesto en marcha un nodo de almacenamiento del dispositivo de recuperacion.
» Debe conocer la fecha de inicio de los trabajos de reparacién para los datos codificados mediante borrado.

» Debe haber verificado que el nodo de almacenamiento no se ha reconstruido en los ultimos 15 dias.

Pasos
1. En Grid Manager, seleccione Mantenimiento > tareas de mantenimiento > recuperacion.

2. Seleccione el nodo de cuadricula que desea recuperar en la lista Pending Nodes.

Los nodos aparecen en la lista después de que fallan, pero no podra seleccionar un nodo hasta que se
haya vuelto a instalar y esté listo para la recuperacion.

3. Introduzca la frase de paso de aprovisionamiento.

4. Haga clic en Iniciar recuperacion.

Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Sea Q
Name 1T IPv4 Address I1 State 1T Recoverable b
® 104-217-51 10.96.104.217 Unknown
Passphrase
Provisioning Passphrase | sssss

Start Recovery

5. Supervise el progreso de la recuperacion en la tabla recuperando Grid Node.

Cuando el nodo de cuadricula llegue a la fase «'esperando pasos manuales'», vaya al tema siguiente y
realice los pasos manuales para volver a montar y formatear los volimenes de almacenamiento de las
cabinas.

Recovery

Select the failed grid node to recover, enter your provisicning passphrase, and then click Start Recovery to begin the recovery procedure.

Recovering Grid Node

Name Start Time Progress Stage
de2-s3 2016-09-12 16:12:40 PDT h WY Waiting For Manual Steps

Reset

En cualquier momento durante la recuperacion, puede hacer clic en Restablecer para
iniciar una nueva recuperacion. Aparece un cuadro de dialogo Informacion, que indica que
el nodo se quedara en estado indeterminado si restablece el procedimiento.

©
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€ Info

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

» For ViMware nodes, delete the deployed WM and then redeploy it.
» For StorageGRID appliance nodes, run "sgareinstall” on the node.
» For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

oo o

Si desea volver a intentar la recuperacion después de restablecer el procedimiento, debe restaurar el nodo
del dispositivo a un estado preinstalado mediante la ejecucion sgareinstall en el nodo.

Do you want to reset recovery?

Montaje y cambio de formato de los volimenes de almacenamiento de dispositivos ("pasos
manuales")

Se deben ejecutar manualmente dos scripts para volver a montar los volumenes de
almacenamiento conservados y formatear los volumenes de almacenamiento con
errores. El primer script remonta volumenes con un formato correcto como volumenes de
almacenamiento de StorageGRID. El segundo script reformatea todos los volumenes
desmontados, reconstruye la base de datos de Cassandra, si es necesario, e inicia los
servicios.

Lo que necesitara

* Ya ha sustituido el hardware de todos los volumenes de almacenamiento con errores que necesite
sustituir.

Ejecutando el sn-remount-volumes el script puede ayudar a identificar volumenes de almacenamiento
adicionales donde se han producido fallos.

» Comprobod que un decomisionado del nodo de almacenamiento no esta en curso o que ha pausado el
procedimiento para decomisionar el nodo. (En Grid Manager, seleccione Mantenimiento > tareas de
mantenimiento > retirada.)

» Ha comprobado que una expansion no esta en curso. (En Grid Manager, seleccione Mantenimiento >
tareas de mantenimiento > expansion.)

Pongase en contacto con el soporte técnico si hay mas de un nodo de almacenamiento sin
conexioén o si se ha reconstruido un nodo de almacenamiento en este grid en los ultimos 15

@ dias. No ejecute el sn-recovery-postinstall.sh guién. Si se reconstruye Cassandra en
dos o0 mas nodos de almacenamiento en un plazo de 15 dias entre si, se puede producir una
pérdida de datos.

Acerca de esta tarea
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Para completar este procedimiento, realice estas tareas de alto nivel:

* Inicie sesion en el nodo de almacenamiento recuperado.

* Ejecute el sn-remount-volumes script para volver a montar voliumenes de almacenamiento con formato
correcto. Cuando se ejecuta este script, realiza lo siguiente:

o Monta y desmonta cada volumen de almacenamiento para reproducir el diario XFS.
o Realiza una comprobacioén de consistencia de archivos XFS.

o Si el sistema de archivos es coherente, determina si el volumen de almacenamiento es un volumen de
almacenamiento de StorageGRID con el formato correcto.

o Si el volumen de almacenamiento tiene el formato correcto, vuelve a montar el volumen de
almacenamiento. Todos los datos existentes en el volumen permanecen intactos.

* Revise el resultado del script y resuelva cualquier problema.

* Ejecute el sn-recovery-postinstall.sh guion. Cuando se ejecuta este script, realiza lo siguiente.

No reinicie un nodo de almacenamiento durante la recuperacion antes de ejecutarse sn-
recovery-postinstall.sh (paso 4) para volver a formatear los volumenes de

@ almacenamiento que han fallado y restaurar los metadatos de objetos. Reinicie el nodo de
almacenamiento antes sn-recovery-postinstall.sh Completa provoca errores en los
servicios que se intentan iniciar y provoca que los nodos del dispositivo StorageGRID
salgan del modo de mantenimiento.

° Vuelva a formatear los voliumenes de almacenamiento que tenga sn-remount-volumes la
secuencia de comandos no se pudo montar o se encontré que el formato era incorrecto.

Si se vuelve a formatear un volumen de almacenamiento, se pierden todos los datos de

@ ese volumen. Debe realizar un procedimiento adicional para restaurar datos de objetos
desde otras ubicaciones de la cuadricula, suponiendo que se hayan configurado las
reglas de ILM para almacenar mas de una copia de objetos.

o Reconstruye la base de datos Cassandra en el nodo, si es necesario.

o |nicia los servicios en el nodo de almacenamiento.

Pasos
1. Inicie sesion en el nodo de almacenamiento recuperado:
a. Introduzca el siguiente comando: ssh admin@grid node IP
b. Introduzca la contrasefia que aparece en Passwords . txt archivo.
C. Introduzca el siguiente comando para cambiar a la raiz: su -
d. Introduzca la contrasefia que aparece en Passwords . txt archivo.

Cuando ha iniciado sesion como root, el simbolo del sistema cambia de $ para #.

2. Ejecute el primer script para volver a montar todos los volimenes de almacenamiento con un formato
correcto.
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Si todos los volumenes de almacenamiento son nuevos y se deben formatear, o bien si se

@ producen errores en todos los volumenes de almacenamiento, es posible omitir este paso y
ejecutar el segundo script para volver a formatear todos los volimenes de almacenamiento
desmontados.

a. Ejecute el script: sn-remount-volumes
Este script puede tardar horas en ejecutarse en volimenes de almacenamiento que contienen datos.

b. A medida que se ejecuta el script, revise la salida y responda a las peticiones.

Segun sea necesario, puede utilizar la tail -f comando para supervisar el contenido

(:) del archivo de registro del script (/var/local/log/sn-remount-volumes.log). El
archivo de registro contiene informacion mas detallada que el resultado de la linea de
comandos.

root@SG:~ # sn-remount-volumes
The configured LDR noid is 12632740

====== Device /dev/sdb ======

Mount and unmount device /dev/sdb and checking file system
consistency:

The device 1s consistent.

Check rangedb structure on device /dev/sdb:

Mount device /dev/sdb to /tmp/sdb-654321 with rangedb mount options
This device has all rangedb directories.

Found LDR node id 12632740, volume number 0 in the volID file
Attempting to remount /dev/sdb

Device /dev/sdb remounted successfully

====== Device /dev/sdc ======

Mount and unmount device /dev/sdc and checking file system
consistency:

Error: File system consistency check retry failed on device /dev/sdc.
You can see the diagnosis information in the /var/local/log/sn-

remount-volumes.log.

This volume could be new or damaged. If you run sn-recovery-
postinstall.sh, this volume and any data on this volume will be
deleted. If you only had two copies of object data, you will
temporarily have only a single copy.

StorageGRID Webscale will attempt to restore data redundancy by
making additional replicated copies or EC fragments, according to the

rules in the active ILM policy.

Do not continue to the next step if you believe that the data
remaining on this volume cannot be rebuilt from elsewhere in the grid



(for example, if your ILM policy uses a rule that makes only one copy
or if volumes have failed on multiple nodes). Instead, contact
support to determine how to recover your data.

====== Device /dev/sdd ======

Mount and unmount device /dev/sdd and checking file system
consistency:

Failed to mount device /dev/sdd

This device could be an uninitialized disk or has corrupted
superblock.

File system check might take a long time. Do you want to continue? (y
or n) [y/N]? y

Error: File system consistency check retry failed on device /dev/sdd.
You can see the diagnosis information in the /var/local/log/sn-
remount-volumes.log.

This volume could be new or damaged. If you run sn-recovery-
postinstall.sh, this volume and any data on this volume will be
deleted. If you only had two copies of object data, you will
temporarily have only a single copy.

StorageGRID Webscale will attempt to restore data redundancy by
making additional replicated copies or EC fragments, according to the
rules in the active ILM policy.

Do not continue to the next step if you believe that the data
remaining on this volume cannot be rebuilt from elsewhere in the grid
(for example, if your ILM policy uses a rule that makes only one copy
or if volumes have failed on multiple nodes). Instead, contact
support to determine how to recover your data.

====== Device /dev/sde ======

Mount and unmount device /dev/sde and checking file system
consistency:

The device is consistent.

Check rangedb structure on device /dev/sde:

Mount device /dev/sde to /tmp/sde-654321 with rangedb mount options
This device has all rangedb directories.

Found LDR node id 12000078, volume number 9 in the volID file
Error: This volume does not belong to this node. Fix the attached
volume and re-run this script.

En la salida de ejemplo, se remontd correctamente un volumen de almacenamiento y se produjeron
errores en tres volumenes de almacenamiento.

* /dev/sdb Superd la comprobacion de consistencia del sistema de archivos XFS y tenia una
estructura de volumen valida, por lo que se remontoé correctamente. Se conservan los datos de los



dispositivos que se remontan mediante el script.

* /dev/sdc No se pudo realizar la comprobacién de consistencia del sistema de archivos XFS
porque el volumen de almacenamiento era nuevo o estaba dafiado.

* /dev/sdd no se pudo montar porque el disco no estaba inicializado o el superbloque del disco
estaba dafiado. Cuando el script no puede montar un volumen de almacenamiento, le pregunta si
desea ejecutar la comprobacién de coherencia del sistema de archivos.

= Si el volumen de almacenamiento esta conectado a un nuevo disco, responda N al indicador.
No es necesario comprobar el sistema de archivos en un nuevo disco.

= Si el volumen de almacenamiento esta conectado a un disco existente, responda y al
indicador. Puede utilizar los resultados de la comprobacion del sistema de archivos para
determinar el origen de los dafios. Los resultados se guardan enla /var/local/log/sn-
remount-volumes. log archivo de registro.

* /dev/sde Paso6 la comprobacion de consistencia del sistema de archivos XFS y tenia una
estructura de volumen valida; sin embargo, el ID de nodo LDR en vo11ID El archivo no coincide
con el ID de este nodo de almacenamiento (el configured LDR noid mostrado en la parte
superior). Este mensaje indica que este volumen pertenece a otro nodo de almacenamiento.

3. Revise el resultado del script y resuelva cualquier problema.

Si un volumen de almacenamiento no superdé la comprobacion de consistencia del sistema
de archivos XFS o no pudo montarse, revise con cuidado los mensajes de error del

@ resultado. Debe comprender las implicaciones de ejecutar el sn-recovery-
postinstall.sh guidon en estos volumenes.

a. Compruebe que los resultados incluyan una entrada de todos los volumenes esperados. Si alguno de
los volumenes no aparece en la lista, vuelva a ejecutar el script.

b. Revise los mensajes de todos los dispositivos montados. Asegurese de que no haya errores que
indiquen que un volumen de almacenamiento no pertenece a este nodo de almacenamiento.

En el ejemplo, el resultado de /dev/sde incluye el siguiente mensaje de error:

Error: This volume does not belong to this node. Fix the attached
volume and re-run this script.

Si un volumen de almacenamiento se informa como que pertenece a otro nodo de

@ almacenamiento, pongase en contacto con el soporte técnico. Si ejecuta el sn-
recovery-postinstall. sh script, se reformateara el volumen de almacenamiento,
lo que puede provocar la pérdida de datos.

¢. Si no se pudo montar ningun dispositivo de almacenamiento, anote el nombre del dispositivo y repare
o reemplace el dispositivo.

@ Debe reparar o sustituir cualquier dispositivo de almacenamiento que no pueda
montarse.

Utilizara el nombre del dispositivo para buscar el ID de volumen, que es necesario introducir cuando
ejecute el repair-data script para restaurar datos de objetos en el volumen (el siguiente
procedimiento).
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d. Después de reparar o sustituir todos los dispositivos que no se pueden montar, ejecute el sn-
remount-volumes vuelva a script para confirmar que se han vuelto a montar todos los volumenes de
almacenamiento que pueden remontarse.

Si no puede montarse un volumen de almacenamiento o tiene un formato incorrecto y

@ continuia con el siguiente paso, se eliminaran el volumen y todos los datos del volumen.
Si tenia dos copias de datos de objetos, sélo tendra una copia Unica hasta que
complete el siguiente procedimiento (restaurando datos de objetos).

No ejecute el sn-recovery-postinstall.sh Script si cree que los datos que
permanecen en un volumen de almacenamiento fallido no pueden reconstruirse desde
@ cualquier otro lugar de la cuadricula (por ejemplo, si la politica de ILM utiliza una regla que
solo realiza una copia o si los volumenes han fallado en varios nodos). En su lugar,
pongase en contacto con el soporte técnico para determinar cémo recuperar los datos.

Ejecute el sn-recovery-postinstall.sh guidn: sn-recovery-postinstall.sh

Este script reformatea todos los volimenes de almacenamiento que no se pudieron montar o que se
encontraron con un formato incorrecto; reconstruye la base de datos de Cassandra en el nodo, si es
necesario; e inicia los servicios en el nodo de almacenamiento.

Tenga en cuenta lo siguiente:

o El script puede tardar horas en ejecutarse.
o En general, debe dejar la sesién SSH sola mientras el script esta en ejecucion.
> No pulse Ctrl+C mientras la sesion SSH esta activa.

o El script se ejecutara en segundo plano si se produce una interrupcion de red y finaliza la sesion SSH,
pero puede ver el progreso desde la pagina Recovery.

o Si Storage Node utiliza el servicio RSM, puede parecer que el script se atasca durante 5 minutos
mientras se reinician los servicios de nodos. Este retraso de 5 minutos se espera siempre que el
servicio RSM arranque por primera vez.

@ El servicio RSM esta presente en los nodos de almacenamiento que incluyen el servicio
ADC.

Algunos procedimientos de recuperacion de StorageGRID usan Reaper para gestionar las
reparaciones de Cassandra. Las reparaciones se realizan automaticamente tan pronto

@ como se hayan iniciado los servicios relacionados o necesarios. Puede que note un
resultado de script que menciona "relativamente" o "'reparacion de Cassandra™. Si aparece
un mensaje de error que indica que la reparacién ha fallado, ejecute el comando indicado
en el mensaje de error.

Como la sn-recovery-postinstall.sh Se ejecuta Script, supervise la pagina Recovery en Grid
Manager.

La barra de progreso y la columna Stage de la pagina Recovery proporcionan un estado de alto nivel de
sn-recovery-postinstall.sh guion.



Recovery
Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.
Pending Nodes
Search Q

Name Il IPv4 Address T state 11 Recoverable i

No results found.

Recovering Grid Node

Name Start Time Progress Stage

DC1-S3 2016-06-02 14:03:35 PDT . O S N Recovering Cassandra

6. Vuelva a la pagina instalacion del monitor del instalador de dispositivos StorageGRID introduciendo
http://Controller IP:8080, Utilizando la direccion IP del controlador de computacion.

La pagina Monitor Install muestra el progreso de la instalaciéon mientras el script se esta ejecutando.

Después del sn-recovery-postinstall.sh el script ha iniciado servicios en el nodo, puede restaurar
datos de objeto en cualquier volumen de almacenamiento que haya formateado el script, tal y como se
describe en el siguiente procedimiento.

Informacion relacionada
"Revisar las advertencias de recuperacién de la unidad del sistema del nodo de almacenamiento”

"Restaurar datos de objeto en un volumen de almacenamiento para un dispositivo"

Restaurar datos de objeto en un volumen de almacenamiento para un dispositivo

Después de recuperar volumenes de almacenamiento para el nodo de almacenamiento
del dispositivo, puede restaurar los datos de objeto que se perdieron cuando fallé el nodo
de almacenamiento.

Lo que necesitara

» Debe haber confirmado que el nodo de almacenamiento recuperado tiene un estado de conexién de
conectado*.~ En la ficha *Nodes > Descripcion general de Grid Manager.

Acerca de esta tarea

Los datos de objetos se pueden restaurar desde otros nodos de almacenamiento, un nodo de archivado o un
pool de almacenamiento en cloud si se configuran las reglas de gestion del ciclo de vida de la informacion del
grid de modo que las copias de objetos estén disponibles.

@ Si se configurd una regla de ILM para almacenar una sola copia replicada y esa copia estaba
en un volumen de almacenamiento que falld, no podra recuperar el objeto.
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Si la Unica copia restante de un objeto se encuentra en un Cloud Storage Pool, StorageGRID
debe emitir varias solicitudes al extremo Cloud Storage Pool para restaurar datos de objetos.
Antes de realizar este procedimiento, pongase en contacto con el soporte técnico para obtener
ayuda a la hora de calcular el plazo de recuperacion y los costes asociados.

Si la Unica copia restante de un objeto se encuentra en un nodo de archivado, los datos de
objeto se recuperan del nodo de archivado. Debido a la latencia asociada a las recuperaciones
de sistemas de almacenamiento de archivado externos, restaurar datos de objetos a un nodo
de almacenamiento desde un nodo de archivado tarda mas que restaurar copias de otros nodos
de almacenamiento.

Para restaurar datos de objeto, ejecute el repair-data guion. Este script inicia el proceso de restauracion
de datos de objetos y funciona con el analisis de ILM para garantizar que se cumplan las reglas de ILM. Se
utilizan distintas opciones con el repair-data script, en funcion de si va a restaurar datos replicados o datos
codificados de borrado, como se muestra a continuacion:

» Datos replicados: Hay dos comandos disponibles para restaurar los datos replicados, en funcién de si
necesita reparar todo el nodo o sélo ciertos volumenes del nodo:

repair-data start-replicated-node-repair

repair-data start-replicated-volume-repair

» Datos de codigo de borrado (EC): Hay dos comandos disponibles para restaurar datos codificados por
borrado, en funcion de si necesita reparar todo el nodo o sdlo ciertos volumenes en el nodo:
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repair-data start-ec-node-repair

repair-data start-ec-volume-repair

Las reparaciones de los datos codificados para borrado pueden comenzar con algunos nodos de
almacenamiento sin conexion. La reparacion se completara después de que todos los nodos estén
disponibles. Puede realizar un seguimiento de las reparaciones de los datos codificados de borrado con
este comando:

repair-data show-ec-repair-status

®

El trabajo de reparacion de la CE reserva temporalmente una gran cantidad de
almacenamiento. Es posible que se activen las alertas de almacenamiento, pero se resolveran
cuando se complete la reparacion. Si no hay suficiente almacenamiento para la reserva, el
trabajo de reparacion de la CE fallara. Las reservas de almacenamiento se liberan cuando se
completa el trabajo de reparacion de EC, tanto si el trabajo ha fallado como si ha sido correcto.



Para obtener mas informacion sobre el uso de repair-data guion, introduzca repair-data --help
Desde la linea de comandos del nodo de administrador principal.

Pasos
1. Inicie sesion en el nodo de administracion principal:
a. Introduzca el siguiente comando: ssh admin@primary Admin Node IP

b. Introduzca la contrasefia que aparece en Passwords . txt archivo.

o

. Introduzca el siguiente comando para cambiar a la raiz: su -

o

. Introduzca la contrasefia que aparece en Passwords. txt archivo.
Cuando ha iniciado sesién como root, el simbolo del sistema cambia de $ para #.

2. Utilice la /etc/hosts File para encontrar el nombre de host del nodo de almacenamiento para los
volumenes de almacenamiento restaurados. Para ver una lista de todos los nodos de la cuadricula,
introduzca lo siguiente: cat /etc/hosts

3. Si todos los volumenes de almacenamiento presentan errores, repare todo el nodo. (Si solo algunos
volumenes fallan, vaya al paso siguiente.)

(D No se puede ejecutar repair-data operaciones para mas de un nodo a la vez. Para
recuperar varios nodos, péngase en contacto con el soporte técnico.

° Si la cuadricula incluye datos replicados, utilice repair-data start-replicated-node-repair
con el -—-nodes Opcién de reparar todo el nodo de almacenamiento.

Este comando repara los datos replicados en un nodo de almacenamiento denominado SG-DC-SN3:

repair-data start-replicated-node-repair --nodes SG-DC-SN3

A medida que se restauran los datos del objeto, se activa la alerta objetos perdidos si
el sistema StorageGRID no encuentra los datos del objeto replicados. Es posible que se

(D activen alertas en los nodos de almacenamiento de todo el sistema. Debe determinar la
causa de la pérdida y si es posible la recuperacion. Consulte las instrucciones para
supervisar y solucionar problemas de StorageGRID.

° Si el grid contiene datos codificados de borrado, utilice repair-data start-ec-node-repair con
el -—nodes Opcidn de reparar todo el nodo de almacenamiento.

Este comando repara los datos codificados para borrado en un nodo de almacenamiento denominado
SG-DC-SNa3:

repair-data start-ec-node-repair --nodes SG-DC-SN3

La operacion devuelve un valor exclusivo repair ID eso lo identifica repair data funcionamiento.
Utilice esto repair ID para realizar un seguimiento del progreso y el resultado de la repair data
funcionamiento. No se devuelve ningun otro comentario cuando finaliza el proceso de recuperacion.
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Las reparaciones de los datos codificados para borrado pueden comenzar con algunos
nodos de almacenamiento sin conexion. La reparacion se completara después de que todos
los nodos estén disponibles.

o Si el grid tiene datos replicados y cédigos de borrado, ejecute ambos comandos.

4. Si solo se produjo un error en algunos de los volumenes, repare los volumenes afectados.

Introduzca los ID de volumen en hexadecimal. Por ejemplo: 0000 es el primer volumen y. 000F es el
volumen decimosexto. Es posible especificar un volumen, un rango de volimenes o varios volumenes que
no estan en una secuencia.

Todos los volumenes deben estar en el mismo nodo de almacenamiento. Si necesita restaurar volUmenes
para mas de un nodo de almacenamiento, pdngase en contacto con el soporte técnico.

° Si la cuadricula contiene datos replicados, utilice start-replicated-volume-repair con el
--nodes opcion para identificar el nodo. A continuacién, agregue el --volumes 0. -—volume-range
como se muestra en los siguientes ejemplos.

Single volume: Este comando restaura los datos replicados al volumen 0002 En un nodo de
almacenamiento denominado SG-DC-SNa3:

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0002

Intervalo de volimenes: Este comando restaura los datos replicados a todos los volumenes del
intervalo 0003 para 0009 En un nodo de almacenamiento denominado SG-DC-SN3:

repair-data start-replicated-volume-repair --nodes SG-DC-SN3 --volume
-range 0003-0009

Varios volumenes que no estan en una secuencia: Este comando restaura los datos replicados a
los volumenes 0001, 0005, y. 0008 En un nodo de almacenamiento denominado SG-DC-SN3:

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0001,0005,0008

A medida que se restauran los datos del objeto, se activa la alerta objetos perdidos si
el sistema StorageGRID no encuentra los datos del objeto replicados. Es posible que se

@ activen alertas en los nodos de almacenamiento de todo el sistema. Debe determinar la
causa de la pérdida y si es posible la recuperacion. Consulte las instrucciones para
supervisar y solucionar problemas de StorageGRID.

° Si el grid contiene datos codificados de borrado, utilice start-ec-volume-repair con el --nodes
opciodn para identificar el nodo. A continuacion, agregue el --volumes 0. --volume-range COMO Se
muestra en los siguientes ejemplos.

Volumen unico: Este comando restaura los datos codificados por borrado al volumen 0007 En un
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nodo de almacenamiento denominado SG-DC-SN3:

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes 0007

Intervalo de volumenes: Este comando restaura los datos codificados por borrado a todos los
volumenes del intervalo 0004 para 0006 En un nodo de almacenamiento denominado SG-DC-SN3:

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volume-range
0004-0006

Multiples volumenes no en una secuencia: Este comando restaura datos codificados de borrado a
volumenes 000A, 000C, y. 000E En un nodo de almacenamiento denominado SG-DC-SN3:

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes
000A,000C, 000E

La repair-data la operacion devuelve un valor exclusivo repair ID eso lo identifica

repair data funcionamiento. Utilice esto repair ID para realizar un seguimiento del progresoy el
resultado de la repair data funcionamiento. No se devuelve ningun otro comentario cuando finaliza
el proceso de recuperacion.

Las reparaciones de los datos codificados para borrado pueden comenzar con algunos
nodos de almacenamiento sin conexion. La reparacion se completara después de que todos
los nodos estén disponibles.

> Si el grid tiene datos replicados y codigos de borrado, ejecute ambos comandos.

5. Supervisar la reparacion de los datos replicados.

a.
b.

Seleccione Nodes > nodo de almacenamiento que se va a reparar > ILM.

Utilice los atributos de la seccion Evaluacién para determinar si las reparaciones se han completado.
Una vez completadas las reparaciones, el atributo esperando - todo indica 0 objetos.

Para supervisar la reparacion con mas detalle, seleccione Soporte > Herramientas > Topologia de
cuadricula.

Seleccione grid > nodo de almacenamiento que se va a reparar > LDR > almacén de datos.

Utilice una combinacion de los siguientes atributos para determinar, como sea posible, si las
reparaciones replicadas se han completado.

(D Es posible que existan incoherencias de Cassandra y que no se realice un seguimiento
de las reparaciones fallidas.

= Reparaciones intentadas (XRPA): Utilice este atributo para realizar un seguimiento del progreso
de las reparaciones replicadas. Este atributo aumenta cada vez que un nodo de almacenamiento
intenta reparar un objeto de alto riesgo. Cuando este atributo no aumenta durante un periodo mas
largo que el periodo de exploracion actual (proporcionado por el atributo periodo de
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exploracion — estimado), significa que el analisis de ILM no encontrd objetos de alto riesgo que
necesitan ser reparados en ningun nodo.

@ Los objetos de alto riesgo son objetos que corren el riesgo de perderse por
completo. Esto no incluye objetos que no cumplan con su configuracion de ILM.

» Periodo de exploracion — estimado (XSCM): Utilice este atributo para estimar cuando se
aplicara un cambio de directiva a objetos ingeridos previamente. Si el atributo reparos intentados
no aumenta durante un periodo mas largo que el periodo de adquisicion actual, es probable que
se realicen reparaciones replicadas. Tenga en cuenta que el periodo de adquisicion puede
cambiar. El atributo periodo de exploracion — estimado (XSCM) se aplica a toda la cuadricula y
es el maximo de todos los periodos de exploracién de nodos. Puede consultar el historial de
atributos periodo de exploracion — Estimated de la cuadricula para determinar un intervalo de
tiempo adecuado.

Supervise la reparacion de datos codificados de borrado y vuelva a intentar cualquier solicitud que haya
fallado.

a. Determine el estado de las reparaciones de datos codificados para borrado:

= Utilice este comando para ver el estado de un elemento especifico repair-data operacion:
repair-data show-ec-repair-status --repair-id repair ID
= Utilice este comando para enumerar todas las reparaciones:

repair-data show-ec-repair-status

El resultado muestra informacién, como repair ID, para todas las reparaciones que se estén
ejecutando anteriormente y actualmente.

root@DC1-ADM1l:~ # repair-data show-ec-repair-status

Repair ID Scope Start Time End Time State Est Bytes
Affected/Repaired Retry Repair

949283 DC1-5-99-10 (Volumes: 1,2) 2016-11-30T15:27:06.9 Success 17359
17359 No

949292 DC1-5-99-10 (Volumes: 1,2) 2016-11-30T15:37:06.9 Failure 17359
0 Yes

949294 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:47:06.9 Failure 17359
0 Yes

949299 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:57:06.9 Failure 17359
0 Yes

b. Si el resultado muestra que la operacion de reparacion ha dado error, utilice el --repair-id opcion



de volver a intentar la reparacion.

Este comando vuelve a intentar una reparacion de nodo con errores mediante el ID de reparacion
83930030303133434:

repair-data start-ec-node-repair --repair-id 83930030303133434

Este comando vuelve a intentar una reparacion de volumen con errores mediante el ID de reparacion
83930030303133434:

repair-data start-ec-volume-repair --repair-id 83930030303133434

Informacion relacionada

"Solucion de problemas de monitor"

Comprobar el estado del almacenamiento después de recuperar un nodo de almacenamiento de
dispositivo

Después de recuperar un nodo de almacenamiento de dispositivo, debe comprobar que
el estado deseado del nodo de almacenamiento del dispositivo esta establecido en
online y que el estado estara en linea de forma predeterminada cada vez que se reinicie
el servidor del nodo de almacenamiento.

Lo que necesitara

* Debe iniciar sesion en Grid Manager mediante un explorador compatible.

* El nodo de almacenamiento se ha recuperado y se completd la recuperacion de datos.

Pasos
1. Seleccione Soporte > Herramientas > Topologia de cuadricula.

2. Compruebe los valores de nodo de almacenamiento recuperado LDR almacenamiento Estado de
almacenamiento — deseado y Estado de almacenamiento — corriente.

El valor de ambos atributos debe ser en linea.

3. Si el estado de almacenamiento — deseado esta establecido en soélo lectura, realice los siguientes pasos:
a. Haga clic en la ficha Configuracion.
b. En la lista desplegable Estado de almacenamiento — deseado, seleccione Online.
c. Haga clic en aplicar cambios.

d. Haga clic en la ficha Descripcion general y confirme que los valores de Estado de
almacenamiento — deseado y Estado de almacenamiento — actual se actualizan a Online.

Recuperarse de un fallo en el volumen de almacenamiento donde la unidad del sistema esta intacta

Debe completar una serie de tareas para recuperar un nodo de almacenamiento basado
en software en el que uno o varios volumenes de almacenamiento del nodo de
almacenamiento han fallado, pero la unidad del sistema esta intacta. Si solo los
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volumenes de almacenamiento fallan, el nodo de almacenamiento sigue disponible para
el sistema StorageGRID.

Acerca de esta tarea

Este procedimiento de recuperacion se aplica Unicamente a los nodos de almacenamiento basados en
software. Si se han producido errores en los volimenes de almacenamiento de un dispositivo, siga el
procedimiento indicado en la seccion «"recuperacion de un nodo de almacenamiento de dispositivos
StorageGRID".

Review warnings about storage volume recovery.

v

Identify and unmount failed storage volumes.

v

Recover failed storage volumes and rebuild the
Cassandra database.

v

Restore object data to a storage volume.

v

Check storage state.

Informacion relacionada

"Recuperar un nodo de almacenamiento de un dispositivo StorageGRID"

Pasos

» "Revision de advertencias sobre la recuperacion del volumen de almacenamiento”
+ "ldentificar y desmontar volumenes de almacenamiento que han fallado"
* "Recuperar volumenes de almacenamiento con fallos y reconstruir la base de datos de Cassandra”

» "Restaura los datos de objetos en un volumen de almacenamiento donde la unidad del sistema esta
intacta"

» "Comprobar el estado de almacenamiento después de recuperar los volumenes de almacenamiento

Revision de advertencias sobre la recuperacion del volumen de almacenamiento

Antes de recuperar volumenes de almacenamiento con fallos para un nodo de
almacenamiento, debe revisar las siguientes advertencias.
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Los volumenes de almacenamiento (o mapedbs) de un nodo de almacenamiento se identifican con un numero
hexadecimal, que se conoce como el ID del volumen. Por ejemplo, 0000 es el primer volumen y 000F es el
decimosexto volumen. El primer almacén de objetos (volumen 0) en cada nodo de almacenamiento usa hasta
4 TB de espacio para los metadatos de objetos y las operaciones de la base de datos de Cassandra; todo el
espacio restante en ese volumen se usa para los datos de objetos. El resto de volumenes de almacenamiento
se utilizan exclusivamente para datos de objetos.

Si se produce un error en el volumen 0 y se debe recuperar, la base de datos de Cassandra puede
reconstruirse como parte del procedimiento de recuperacién de volumen. Cassandra también se puede
reconstruir en las siguientes circunstancias:

* Un nodo de almacenamiento se vuelve a conectar después de haber estado desconectado mas de 15
dias.

* La unidad del sistema y uno o mas volumenes de almacenamiento fallan y se recuperan.

Cuando se reconstruye Cassandra, el sistema utiliza informacién de otros nodos de almacenamiento. Si hay
demasiados nodos de almacenamiento sin conexion, es posible que algunos datos de Cassandra no estén
disponibles. Si Cassandra se ha reconstruido recientemente, es posible que los datos de Cassandra aiun no
sean coherentes en toda la cuadricula. Se pueden perder datos si Cassandra se vuelve a generar cuando hay
demasiados nodos de almacenamiento sin conexion o si se reconstruyen dos o mas nodos de
almacenamiento en un plazo de 15 dias entre si.

Si mas de un nodo de almacenamiento presenta errores (0 esta sin conexion), péngase en
@ contacto con el soporte técnico. No realice el siguiente procedimiento de recuperacion. Podrian
perderse datos.

Si este es el segundo fallo del nodo de almacenamiento en menos de 15 dias después de un

@ fallo o una recuperacion en el nodo de almacenamiento, pongase en contacto con el soporte
técnico. La reconstruccion de Cassandra en dos o mas nodos de almacenamiento en 15 dias
puede provocar la pérdida de datos.

Si se produce un error en mas de un nodo de almacenamiento de un sitio, es posible que se
requiera un procedimiento de recuperacion del sitio. PGngase en contacto con el soporte
técnico.

"Como realiza la recuperacion del sitio el soporte técnico"

@ Si las reglas de ILM se configuran para almacenar una sola copia replicada y existe una en un
volumen de almacenamiento donde se produjo un error, no podra recuperar el objeto.

Si encuentra una alarma de Servicios: Estado - Cassandra (SVST) durante la recuperacion,

@ consulte las instrucciones de supervision y solucion de problemas para recuperar la alarma
reconstruyendo Cassandra. Una vez reconstruida Cassandra, las alarmas se deberian borrar.
Si las alarmas no se borran, péngase en contacto con el soporte técnico.

Informacion relacionada
"Solucion de problemas de monitor"

"Advertencias y consideraciones sobre los procesos de recuperacion de nodos de grid"
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Identificar y desmontar volimenes de almacenamiento que han fallado

Al recuperar un nodo de almacenamiento con volumenes de almacenamiento con fallos,
se deben identificar y desmontar los volumenes con errores. Debe verificar que solo los
volumenes de almacenamiento con errores se hayan reformateado como parte del
procedimiento de recuperacion.

Lo que necesitara
Debe iniciar sesion en Grid Manager mediante un explorador compatible.

Acerca de esta tarea
Debe recuperar Lo antes posible. de volumenes de almacenamiento con errores.

El primer paso del proceso de recuperacion es detectar volimenes que se han desvinculado, se deben
desmontar o se producen errores de I/O. Si los volumenes con fallos siguen conectados pero tienen un
sistema de archivos dafiado de forma aleatoria, es posible que el sistema no detecte ningun dafo en partes
del disco que no estén en uso o no estén asignados.

Debe finalizar este procedimiento antes de realizar los pasos manuales para recuperar los
@ volumenes, como afiadir o volver a conectar los discos, detener el nodo, iniciar el nodo o

reiniciar. De lo contrario, cuando ejecute el reformat storage block devices.rb script,

puede encontrar un error del sistema de archivos que provoca el bloqueo o el error del script.

@ Repare el hardware y conecte correctamente los discos antes de ejecutar el reboot comando.

Identifique cuidadosamente los voliumenes de almacenamiento fallidos. Utilizara esta
@ informacidn para verificar qué volumenes se deben reformatear. Una vez que un volumen se ha
reformateado, no se pueden recuperar los datos del volumen.

Para recuperar correctamente los volumenes de almacenamiento con fallos, es necesario conocer los
nombres de los dispositivos de los volumenes de almacenamiento con errores y sus ID de volumen.

En la instalacion, a cada dispositivo de almacenamiento se le asigna un identificador unico universal (UUID)
del sistema de archivos y se monta en un directorio de configuracion en el nodo de almacenamiento utilizando
ese UUID del sistema de archivos asignado. El UUID del sistema de archivos y el directorio rangedb se
muestran en la /etc/fstab archivo. El nombre del dispositivo, el directorio rangedb y el tamafio del volumen
montado se muestran en el Administrador de grid.

En el siguiente ejemplo, dispositivo /dev/sdc Tiene un tamafo de volumen de 4 TB, se monta a.

/var/local/rangedb/0, utilizando el nombre del dispositivo /dev/disk/by-uuid/822b0547-3b2b-
472e-adbe-elcfl1809faba enla/etc/fstab archivo:
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Pasos

1. Complete los siguientes pasos para registrar los volimenes de almacenamiento que han fallado y sus
nombres de dispositivo:

a. Seleccione Soporte > Herramientas > Topologia de cuadricula.

b. Seleccione sitio nodo de almacenamiento fallido LDR almacenamiento Descripcion general
Principal y busque almacenes de objetos con alarmas.

Object Stores

0000  96.6GB 96.6 GB 5% 823 KB 0.001 % Error =
0001 107 GB 107 GB 0B 0% No Errors 5
0002 107 GB 107 GB 0B 0% No Errors 5

c. Seleccione site Failed Storage Node SSM Resources Overview Main. Determine el punto de
montaje y el tamafo del volumen de cada volumen de almacenamiento con error identificado en el
paso anterior.

@ev

Los almacenes de objetos estan numerados en notacién hexadecimal. Por ejemplo, 0000 es el primer
volumen y 000F es el decimosexto volumen. En el ejemplo, el almacén de objetos con un ID de 0000

corresponde a. /var/local/rangedb/0 Con nombre de dispositivo sdc y un tamafo de 107 GB.

Volumes

Mount Point Device Staws  Size  Space Avaiable Total Entries Entries Available  Wirite Cache
/ croot Online B4 104GB 417GB [FH & 655,360 554,806 B & Unknown B
Ivarfleeal cvioc Online =)&) 9%6GB 961GB HEH &) 94369792 94369423 T4 Unknown

ivarflocalirangedb/0  sdc  Online 2% 107GB 107 GB 9@ 104857600 104,856,202 [ &) Enabled
Ivarflocalirangedb/1  sdd  Online 24 107 GB 107 GB ©) 104857600 104856536 {9 &) Enabled
ivarflocalirangedni2  sde  Online =% 107GB 107 GB [ 104857600 104856536 I @) Enabled

2. Inicie sesion en el nodo de almacenamiento con errores:

a. Introduzca el siguiente comando: ssh admin@grid node IP
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b. Introduzca la contrasefia que aparece en Passwords . txt archivo.
C. Introduzca el siguiente comando para cambiar a la raiz: su -
d. Introduzca la contrasefia que aparece en Passwords . txt archivo.

Cuando ha iniciado sesion como root, el simbolo del sistema cambia de $ para #.

3. Ejecute el siguiente script para detener los servicios de almacenamiento y desmontar un volumen de
almacenamiento con errores:

sn-unmount-volume object store ID

La object store ID EselID del volumen de almacenamiento con errores. Por ejemplo, especifique 0
En el comando de un almacén de objetos con ID 0000.

4. Si se le solicita, pulse y para detener los servicios de almacenamiento en el nodo de almacenamiento.

@ Si los servicios de almacenamiento ya se han detenido, no se le solicitara. El servicio
Cassandra se ha detenido solo para el volumen 0.

sn-unmount-volume 0
Storage services (ldr, chunk, dds, cassandra) are not down.
Storage services must be stopped before running this script.
Stop storage services [y/N]? y
Shutting down storage services.
Storage services stopped.

Unmounting /var/local/rangedb/0

En unos segundos, los servicios de almacenamiento se detienen y el volumen se desasocia. Aparecen
mensajes que indican cada paso del proceso. El mensaje final indica que el volumen no esta asociado.

Recuperar volimenes de almacenamiento con fallos y reconstruir la base de datos de Cassandra

Debe ejecutar una secuencia de comandos que reformatea y remonta el
almacenamiento en volumenes de almacenamiento con fallos y reconstruye la base de
datos Cassandra en el nodo de almacenamiento si el sistema determina que es
necesario.

* Debe tener la Passwords. txt archivo.
» Las unidades del sistema del servidor deben estar intactas.

* Hay que identificar la causa del fallo y, en caso necesario, hay que adquirir hardware de almacenamiento
de sustitucion.

» El tamanio total del almacenamiento de reemplazo debe ser el mismo que el original.

* Comprobo que un decomisionado del nodo de almacenamiento no esta en curso o que ha pausado el
procedimiento para decomisionar el nodo. (En Grid Manager, seleccione Mantenimiento > tareas de
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mantenimiento > retirada.)

* Ha comprobado que una expansién no esta en curso. (En Grid Manager, seleccione Mantenimiento >
tareas de mantenimiento > expansion.)

» Ha revisado las advertencias sobre la recuperacién del volumen de almacenamiento.
"Revision de advertencias sobre la recuperacion del volumen de almacenamiento”

a. Segun sea necesario, reemplace el almacenamiento fisico o virtual con errores asociado a los
volumenes de almacenamiento con errores que ha identificado y desmontado anteriormente.

Una vez que se sustituye el almacenamiento, asegurese de volver a analizar o reiniciar para
asegurarse de que el sistema operativo reconozca, pero no vuelva a montar los volumenes. El
almacenamiento se vuelve a montar y se afiade a. /etc/fstab en un paso posterior.

b. Inicie sesion en el nodo de almacenamiento con errores:
i. Introduzca el siguiente comando: ssh admin@grid node IP
ii. Introduzca la contrasefia que aparece en Passwords . txt archivo.
iii. Introduzca el siguiente comando para cambiar a la raiz: su -

iv. Introduzca la contrasefia que aparece en Passwords . txt archivo.
Cuando ha iniciado sesién como root, el simbolo del sistema cambia de $ para #.

C. Utilice un editor de texto (vi o vim) para eliminar los volumenes con errores del /etc/fstaby, a
continuacion, guarde el archivo.

Comentando un volumen fallido en el /etc/fstab el archivo no es suficiente. Debe
eliminarse el volumen de fstab a medida que el proceso de recuperacion verifica que
todas las lineas del £stab el archivo coincide con los sistemas de archivos montados.

d. Vuelva a formatear los volumenes de almacenamiento con fallos y vuelva a generar la base de datos
de Cassandra si es necesario. Introduzca: reformat storage block devices.rb

= Si los servicios de almacenamiento se estan ejecutando, se le solicitara que los detenga.
Introduzca: Y

= Se le pedira que reconstruya la base de datos de Cassandra si es necesario.

= Revise las advertencias. Si no se aplica ninguno de ellos, vuelva a generar la base de datos
Cassandra. Introduzca: Y

= Si hay mas de un nodo de almacenamiento desconectado o si se ha reconstruido otro nodo de
almacenamiento en los ultimos 15 dias. Introduzca: N

La secuencia de comandos se cerrara sin reconstruir Cassandra. Péngase en contacto con el
soporte técnico.

= Para cada unidad de configuracion del nodo de almacenamiento, cuando se le solicite lo siguiente:
Reformat the rangedb drive <name> (device <major number>:<minor number>)?
[y/n]?2, escriba una de las siguientes respuestas:

= y para volver a formatear una unidad con errores. De esta forma, se vuelve a formatear el
volumen de almacenamiento y se agrega el volumen de almacenamiento reformateado al
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/etc/fstab archivo.

= n sila unidad no contiene errores y no desea volver a formatearla.

Al seleccionar n, se sale de la secuencia de comandos. Monte la unidad (si cree

que los datos en ella deben conservarse y que la unidad se ha desmontado de
(D error) o quite la unidad. A continuacion, ejecute el

reformat storage block devices.rb comando de nuevo.

Algunos procedimientos de recuperacion de StorageGRID usan Reaper para
gestionar las reparaciones de Cassandra. Las reparaciones se realizan

@ automaticamente tan pronto como se hayan iniciado los servicios relacionados o
necesarios. Puede que note un resultado de script que menciona "relativamente" o

reparacion de Cassandra™. Si aparece un mensaje de error que indica que la
reparacion ha fallado, ejecute el comando indicado en el mensaje de error.

En el siguiente ejemplo, la unidad /dev/sdf Se debe volver a formatear y Cassandra no tuvo que ser
reconstruida:

root@DC1l-Sl:~ # reformat storage block devices.rb

Storage services must be stopped before running this script.
Stop storage services [y/N]? **xy*x*

Shutting down storage services.

Storage services stopped.

Formatting devices that are not in use...

Skipping in use device /dev/sdc

Skipping in use device /dev/sdd

Skipping in use device /dev/sde

Reformat the rangedb drive /dev/sdf (device 8:64)7? [Y/n]? **y**
Successfully formatted /dev/sdf with UUID c817f87f-f989-4a21-8f03-
b6£42180063f

Skipping in use device /dev/sdg

All devices processed

Running: /usr/local/ldr/setup rangedb.sh 12075630

Cassandra does not need rebuilding.

Starting services.

Reformatting done. Now do manual steps to
restore copies of data.

Informacioén relacionada

"Revision de advertencias sobre la recuperacion del volumen de almacenamiento”

Restaura los datos de objetos en un volumen de almacenamiento donde la unidad del sistema esta
intacta

Después de recuperar un volumen de almacenamiento en un nodo de almacenamiento
donde la unidad del sistema esta intacta, puede restaurar los datos de objetos que se
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perdieron cuando se produjo un error en el volumen de almacenamiento.

Lo que necesitara

» Debe haber confirmado que el nodo de almacenamiento recuperado tiene un estado de conexion de
conectado*. En la ficha *Nodes > Descripcion general de Grid Manager.

Acerca de esta tarea

Los datos de objetos se pueden restaurar desde otros nodos de almacenamiento, un nodo de archivado o un
pool de almacenamiento en cloud si se configuran las reglas de gestién del ciclo de vida de la informacion del
grid de modo que las copias de objetos estén disponibles.

®

®

®

Si se configurd una regla de ILM para almacenar una sola copia replicada y esa copia estaba
en un volumen de almacenamiento que fallé, no podra recuperar el objeto.

Si la Unica copia restante de un objeto se encuentra en un Cloud Storage Pool, StorageGRID
debe emitir varias solicitudes al extremo Cloud Storage Pool para restaurar datos de objetos.
Antes de realizar este procedimiento, péngase en contacto con el soporte técnico para obtener
ayuda a la hora de calcular el plazo de recuperacion y los costes asociados.

Si la Unica copia restante de un objeto se encuentra en un nodo de archivado, los datos de
objeto se recuperan del nodo de archivado. Debido a la latencia asociada a las recuperaciones
de sistemas de almacenamiento de archivado externos, restaurar datos de objetos a un nodo
de almacenamiento desde un nodo de archivado tarda mas que restaurar copias de otros nodos
de almacenamiento.

Para restaurar datos de objeto, ejecute el repair-data guidn. Este script inicia el proceso de restauracion
de datos de objetos y funciona con el analisis de ILM para garantizar que se cumplan las reglas de ILM. Se
utilizan distintas opciones con el repair-data script, en funcién de si va a restaurar datos replicados o datos
codificados de borrado, como se muestra a continuacion:

» Datos replicados: Hay dos comandos disponibles para restaurar los datos replicados, en funcion de si
necesita reparar todo el nodo o sélo ciertos volumenes del nodo:

repair-data start-replicated-node-repair

repair-data start-replicated-volume-repair

» Datos de codigo de borrado (EC): Hay dos comandos disponibles para restaurar datos codificados por
borrado, en funcion de si necesita reparar todo el nodo o sdlo ciertos volumenes en el nodo:

repair-data start-ec-node-repair

repair-data start-ec-volume-repair

Las reparaciones de los datos codificados para borrado pueden comenzar con algunos nodos de
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almacenamiento sin conexion. La reparacion se completara después de que todos los nodos estén
disponibles. Puede realizar un seguimiento de las reparaciones de los datos codificados de borrado con

este comando:

repair-data show-ec-repair-status

El trabajo de reparacion de la CE reserva temporalmente una gran cantidad de
almacenamiento. Es posible que se activen las alertas de almacenamiento, pero se resolveran
@ cuando se complete la reparacion. Si no hay suficiente almacenamiento para la reserva, el
trabajo de reparacion de la CE fallara. Las reservas de almacenamiento se liberan cuando se
completa el trabajo de reparacion de EC, tanto si el trabajo ha fallado como si ha sido correcto.

Para obtener mas informacién sobre el uso de repair-data guién, introduzca repair-data --help
Desde la linea de comandos del nodo de administrador principal.

Pasos
1. Inicie sesion en el nodo de administracion principal:
a. Introduzca el siguiente comando: ssh admin@primary Admin Node IP
b. Introduzca la contrasefia que aparece en Passwords . txt archivo.
C. Introduzca el siguiente comando para cambiar a la raiz: su -

d. Introduzca la contrasefia que aparece en Passwords. txt archivo.
Cuando ha iniciado sesién como root, el simbolo del sistema cambia de $ para #.

2. Utilice la /etc/hosts File para encontrar el nombre de host del nodo de almacenamiento para los
volumenes de almacenamiento restaurados. Para ver una lista de todos los nodos de la cuadricula,

introduzca lo siguiente: cat /etc/hosts

3. Sitodos los volumenes de almacenamiento presentan errores, repare todo el nodo. (Si solo algunos
volumenes fallan, vaya al paso siguiente.)

@ No se puede ejecutar repair-data operaciones para mas de un nodo a la vez. Para
recuperar varios nodos, pongase en contacto con el soporte técnico.

° Si la cuadricula incluye datos replicados, utilice repair-data start-replicated-node-repair
con el --nodes Opcidn de reparar todo el nodo de almacenamiento.

Este comando repara los datos replicados en un nodo de almacenamiento denominado SG-DC-SN3:

repair-data start-replicated-node-repair --nodes SG-DC-SN3

A medida que se restauran los datos del objeto, se activa la alerta objetos perdidos si
el sistema StorageGRID no encuentra los datos del objeto replicados. Es posible que se

@ activen alertas en los nodos de almacenamiento de todo el sistema. Debe determinar la
causa de la pérdida y si es posible la recuperacion. Consulte las instrucciones para
supervisar y solucionar problemas de StorageGRID.
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° Si el grid contiene datos codificados de borrado, utilice repair-data start-ec-node-repair con
el -—nodes Opcion de reparar todo el nodo de almacenamiento.

Este comando repara los datos codificados para borrado en un nodo de almacenamiento denominado
SG-DC-SN3:

repair-data start-ec-node-repair --nodes SG-DC-SN3

La operacion devuelve un valor exclusivo repair ID eso lo identifica repair data funcionamiento.
Utilice esto repair ID para realizar un seguimiento del progreso y el resultado de la repair data
funcionamiento. No se devuelve ningun otro comentario cuando finaliza el proceso de recuperacion.

Las reparaciones de los datos codificados para borrado pueden comenzar con algunos
nodos de almacenamiento sin conexion. La reparacion se completara después de que todos
los nodos estén disponibles.

> Si el grid tiene datos replicados y codigos de borrado, ejecute ambos comandos.
4. Si solo se produjo un error en algunos de los volumenes, repare los volumenes afectados.
Introduzca los ID de volumen en hexadecimal. Por ejemplo: 0000 es el primer volumen y. 000F es el

volumen decimosexto. Es posible especificar un volumen, un rango de volimenes o varios volumenes que
no estan en una secuencia.

Todos los volumenes deben estar en el mismo nodo de almacenamiento. Si necesita restaurar volUmenes
para mas de un nodo de almacenamiento, pdngase en contacto con el soporte técnico.

° Si la cuadricula contiene datos replicados, utilice start-replicated-volume-repair con el
--nodes opcion para identificar el nodo. A continuacién, agregue el -—volumes 0. --volume-range

como se muestra en los siguientes ejemplos.

Single volume: Este comando restaura los datos replicados al volumen 0002 En un nodo de
almacenamiento denominado SG-DC-SN3:

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0002

Intervalo de volumenes: Este comando restaura los datos replicados a todos los volumenes del
intervalo 0003 para 0009 En un nodo de almacenamiento denominado SG-DC-SN3:

repair-data start-replicated-volume-repair --nodes SG-DC-SN3 --volume
-range 0003-0009

Varios volumenes que no estan en una secuencia: Este comando restaura los datos replicados a
los volimenes 0001, 0005, y. 0008 En un nodo de almacenamiento denominado SG-DC-SN3:
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repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0001,0005,0008

A medida que se restauran los datos del objeto, se activa la alerta objetos perdidos si
el sistema StorageGRID no encuentra los datos del objeto replicados. Es posible que se

(D activen alertas en los nodos de almacenamiento de todo el sistema. Debe determinar la
causa de la pérdida y si es posible la recuperacion. Consulte las instrucciones para
supervisar y solucionar problemas de StorageGRID.

° Si el grid contiene datos codificados de borrado, utilice start-ec-volume-repair con el --nodes
opcion para identificar el nodo. A continuacion, agregue el --volumes 0. --volume-range COMO Se
muestra en los siguientes ejemplos.

Volumen unico: Este comando restaura los datos codificados por borrado al volumen 0007 En un
nodo de almacenamiento denominado SG-DC-SN3:

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes 0007

Intervalo de volimenes: Este comando restaura los datos codificados por borrado a todos los
volumenes del intervalo 0004 para 0006 En un nodo de almacenamiento denominado SG-DC-SN3:

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volume-range
0004-0006

Multiples volimenes no en una secuencia: Este comando restaura datos codificados de borrado a
volumenes 0004, 000C, y. 000E En un nodo de almacenamiento denominado SG-DC-SN3:

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes
000A,000C, 000E

La repair-data la operacion devuelve un valor exclusivo repair ID eso lo identifica

repair data funcionamiento. Utilice esto repair ID para realizar un seguimiento del progreso y el
resultado de la repair data funcionamiento. No se devuelve ningun otro comentario cuando finaliza
el proceso de recuperacion.

Las reparaciones de los datos codificados para borrado pueden comenzar con algunos
(D nodos de almacenamiento sin conexion. La reparacion se completara después de que todos
los nodos estén disponibles.

> Si el grid tiene datos replicados y codigos de borrado, ejecute ambos comandos.
5. Supervisar la reparacion de los datos replicados.
a. Seleccione Nodes > nodo de almacenamiento que se va a reparar > ILM.

b. Utilice los atributos de la seccion Evaluacion para determinar si las reparaciones se han completado.
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Una vez completadas las reparaciones, el atributo esperando - todo indica 0 objetos.

c. Para supervisar la reparacion con mas detalle, seleccione Soporte > Herramientas > Topologia de
cuadricula.

d. Seleccione grid > nodo de almacenamiento que se va a reparar > LDR > almacén de datos.

e. Utilice una combinacion de los siguientes atributos para determinar, como sea posible, si las
reparaciones replicadas se han completado.

@ Es posible que existan incoherencias de Cassandra y que no se realice un seguimiento
de las reparaciones fallidas.

= Reparaciones intentadas (XRPA): Utilice este atributo para realizar un seguimiento del progreso
de las reparaciones replicadas. Este atributo aumenta cada vez que un nodo de almacenamiento
intenta reparar un objeto de alto riesgo. Cuando este atributo no aumenta durante un periodo mas
largo que el periodo de exploracion actual (proporcionado por el atributo periodo de
exploracion — estimado), significa que el analisis de ILM no encontré objetos de alto riesgo que
necesitan ser reparados en ningun nodo.

@ Los objetos de alto riesgo son objetos que corren el riesgo de perderse por
completo. Esto no incluye objetos que no cumplan con su configuracion de ILM.

= Periodo de exploracion — estimado (XSCM): Utilice este atributo para estimar cuando se
aplicara un cambio de directiva a objetos ingeridos previamente. Si el atributo reparos intentados
no aumenta durante un periodo mas largo que el periodo de adquisicion actual, es probable que
se realicen reparaciones replicadas. Tenga en cuenta que el periodo de adquisicion puede
cambiar. El atributo periodo de exploracion — estimado (XSCM) se aplica a toda la cuadricula y
es el maximo de todos los periodos de exploracién de nodos. Puede consultar el historial de
atributos periodo de exploracion — Estimated de la cuadricula para determinar un intervalo de
tiempo adecuado.

6. Supervise la reparacion de datos codificados de borrado y vuelva a intentar cualquier solicitud que haya
fallado.

a. Determine el estado de las reparaciones de datos codificados para borrado:

= Utilice este comando para ver el estado de un elemento especifico repair-data operacion:
repair-data show-ec-repair-status --repair-id repair ID

= Utilice este comando para enumerar todas las reparaciones:
repair-data show-ec-repair-status

El resultado muestra informacién, como repair 1D, para todas las reparaciones que se estén
ejecutando anteriormente y actualmente.
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root@DC1-ADM1l:~ # repair-data show-ec-repair-status

Repair ID Scope Start Time End Time State Est Bytes
Affected/Repaired Retry Repair

949283 DC1-5-99-10 (Volumes: 1,2) 2016-11-30T15:27:06.9 Success 17359
17359 No
949292 DC1-5-99-10 (Volumes: 1,2) 2016-11-30T15:37:06.9 Failure 17359
0 Yes
949294 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:47:06.9 Failure 17359
0 Yes
949299 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:57:06.9 Failure 17359
0 Yes

b. Si el resultado muestra que la operacién de reparacion ha dado error, utilice el --repair-id opcion
de volver a intentar la reparacion.

Este comando vuelve a intentar una reparacion de nodo con fallos mediante el ID de reparacion
83930030303133434:

repair-data start-ec-node-repair --repair-id 83930030303133434

Este comando reintenta realizar una reparacion de volumen con fallos mediante el ID de reparacion
83930030303133434:

repair-data start-ec-volume-repair --repair-id 83930030303133434

Informacioén relacionada
"Administre StorageGRID"

"Solucion de problemas de monitor”

Comprobar el estado de almacenamiento después de recuperar los volimenes de almacenamiento

Después de recuperar los volumenes de almacenamiento, debe comprobar que el
estado deseado del nodo de almacenamiento esta establecido en online y que el estado
estara en linea de forma predeterminada cada vez que se reinicie el servidor del nodo de
almacenamiento.

Lo que necesitara
* Debe iniciar sesion en Grid Manager mediante un explorador compatible.

* El nodo de almacenamiento se ha recuperado y se completo la recuperacion de datos.

Pasos
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1. Seleccione Soporte > Herramientas > Topologia de cuadricula.

2. Compruebe los valores de nodo de almacenamiento recuperado LDR almacenamiento Estado de

almacenamiento — deseado y Estado de almacenamiento — corriente.

El valor de ambos atributos debe ser en linea.

3. Si el estado de almacenamiento — deseado esta establecido en sdlo lectura, realice los siguientes pasos:

a. Haga clic en la ficha Configuracion.
b. En la lista desplegable Estado de almacenamiento — deseado, seleccione Online.
c. Haga clic en aplicar cambios.

d. Haga clic en la ficha Descripciéon general y confirme que los valores de Estado de
almacenamiento — deseado y Estado de almacenamiento — actual se actualizan a Online.

Recuperacion del fallo de la unidad del sistema

Si fallo la unidad del sistema en un nodo de almacenamiento basado en software, el
nodo de almacenamiento no esta disponible para el sistema StorageGRID. Debe
completar un conjunto especifico de tareas para recuperar el sistema de un fallo de
unidad.

Acerca de esta tarea

Utilice este procedimiento para recuperarse de un error de la unidad del sistema en un nodo de
almacenamiento basado en software. Este procedimiento incluye los pasos a seguir si alguno de los
volumenes de almacenamiento también presenta errores o no se puede volver a montar.

Este procedimiento se aplica Unicamente a nodos de almacenamiento basados en software.
Debe seguir un procedimiento diferente para recuperar un nodo de almacenamiento del
dispositivo.

"Recuperar un nodo de almacenamiento de un dispositivo StorageGRID"

117



Prepare for node
recovery.
Replace node.
VMware Linux
No ) Yes
Linux host?
Corrective No . See the
actions taken when F:Eiﬁ;fgels “What next?”
restoring node? section for details.
Yes
—force flag New or changed
or force-recovery block device
Select Start Recovery to Recwenngf rom

storage volume

configure the Storage Node. failure

v

Remount and reformat
storage volumes.

v

Restore object data to
storage volumes.

v

Check storage state.

Pasos
» "Revisar las advertencias de recuperacion de la unidad del sistema del nodo de almacenamiento”

+ "Sustituya el nodo de almacenamiento”
+ "Seleccione Start Recovery para configurar un nodo de almacenamiento"
* "Montaje y cambio de formato de los volumenes de almacenamiento ("pasos anuales")"

» "Restaurar datos de objeto en un volumen de almacenamiento, si es necesario”
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» "Comprobar el estado de almacenamiento después de recuperar una unidad del sistema Storage Node"

Revisar las advertencias de recuperacion de la unidad del sistema del nodo de almacenamiento

Antes de recuperar una unidad de sistema con errores de un nodo de almacenamiento,
debe revisar las siguientes advertencias.

Los nodos de almacenamiento tienen una base de datos Cassandra que incluye metadatos de objetos. La
base de datos Cassandra puede reconstruirse en las siguientes circunstancias:

* Un nodo de almacenamiento se vuelve a conectar después de haber estado desconectado mas de 15

dias.

» Se produjo un error en un volumen de almacenamiento y se recupero.

* La unidad del sistema y uno o mas volumenes de almacenamiento fallan y se recuperan.

Cuando se reconstruye Cassandra, el sistema utiliza informacion de otros nodos de almacenamiento. Si hay
demasiados nodos de almacenamiento sin conexion, es posible que algunos datos de Cassandra no estén

disponibles. Si Cassandra se ha reconstruido recientemente, es posible que los datos de Cassandra aun no

sean coherentes en toda la cuadricula. Se pueden perder datos si Cassandra se vuelve a generar cuando hay
demasiados nodos de almacenamiento sin conexion o si se reconstruyen dos o mas nodos de
almacenamiento en un plazo de 15 dias entre si.

O

O

®

Si mas de un nodo de almacenamiento presenta errores (o0 esta sin conexién), pongase en
contacto con el soporte técnico. No realice el siguiente procedimiento de recuperaciéon. Podrian
perderse datos.

Si este es el segundo fallo del nodo de almacenamiento en menos de 15 dias después de un
fallo o una recuperacion en el nodo de almacenamiento, pongase en contacto con el soporte
técnico. La reconstruccion de Cassandra en dos o mas nodos de almacenamiento en 15 dias
puede provocar la pérdida de datos.

Si se produce un error en mas de un nodo de almacenamiento de un sitio, es posible que se
requiera un procedimiento de recuperacion del sitio. Péngase en contacto con el soporte
técnico.

"Como realiza la recuperacion del sitio el soporte técnico"

O

Si este nodo de almacenamiento esta en modo de mantenimiento de solo lectura para permitir
la recuperacién de objetos por otro nodo de almacenamiento con volumenes de
almacenamiento con fallos, recupere los volimenes en el nodo de almacenamiento con
voliumenes de almacenamiento con errores antes de recuperar este nodo de almacenamiento
con errores. Consulte las instrucciones para la recuperacion tras la pérdida de volumenes de
almacenamiento donde la unidad del sistema esta intacta.

Si las reglas de ILM se configuran para almacenar una sola copia replicada y existe una en un
volumen de almacenamiento donde se produjo un error, no podra recuperar el objeto.
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Si encuentra una alarma de Servicios: Estado - Cassandra (SVST) durante la recuperacion,

@ consulte las instrucciones de supervision y solucion de problemas para recuperar la alarma
reconstruyendo Cassandra. Una vez reconstruida Cassandra, las alarmas se deberian borrar.
Si las alarmas no se borran, péngase en contacto con el soporte técnico.

Informacion relacionada

"Solucion de problemas de monitor”
"Advertencias y consideraciones sobre los procesos de recuperacion de nodos de grid"

"Recuperarse de un fallo en el volumen de almacenamiento donde la unidad del sistema esta intacta"

Sustituya el nodo de almacenamiento

Si la unidad del sistema presenta errores, primero debe reemplazar el nodo de
almacenamiento.

Debe seleccionar el procedimiento de sustitucion de nodo para su plataforma. Los pasos para reemplazar un
nodo son los mismos para todos los tipos de nodos de grid.

Este procedimiento se aplica Unicamente a nodos de almacenamiento basados en software.
@ Debe seguir un procedimiento diferente para recuperar un nodo de almacenamiento del
dispositivo.

"Recuperar un nodo de almacenamiento de un dispositivo StorageGRID"

Linux: Si no esta seguro de que su unidad del sistema ha fallado, siga las instrucciones para reemplazar el
nodo para determinar qué pasos de recuperacion son necesarios.

Plataforma Procedimiento

VMware "Reemplazar un nodo VMware"

Linux "Reemplazar un nodo Linux"

OpenStack Las operaciones de recuperacion ya no son compatibles con los

archivos de disco de maquinas virtuales y los scripts de OpenStack que
proporciona NetApp. Si necesita recuperar un nodo que se ejecuta en
una implementacion de OpenStack, descargue los archivos para el
sistema operativo Linux. A continuacion, siga el procedimiento para
reemplazar un nodo Linux.

Seleccione Start Recovery para configurar un nodo de almacenamiento

Después de reemplazar un nodo de almacenamiento, debe seleccionar Iniciar
recuperacion en el Administrador de grid para configurar el nodo nuevo como reemplazo
del nodo con error.

Lo que necesitara

* Debe iniciar sesion en Grid Manager mediante un explorador compatible.
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Debe tener los permisos de mantenimiento o acceso raiz.

* Debe tener la clave de acceso de aprovisionamiento.

Debe haber puesto en marcha y configurado el nodo de sustitucion.

» Debe conocer la fecha de inicio de los trabajos de reparacién para los datos codificados mediante borrado.

Debe haber verificado que el nodo de almacenamiento no se ha reconstruido en los ultimos 15 dias.

Acerca de esta tarea

Si el nodo de almacenamiento esta instalado como un contenedor en un host Linux, debe realizar este paso
solo si uno de estos valores es true:

* Tenia que usar el --force indicador para importar el nodo o ha emitido storagegrid node force-
recovery node—-name
» Tenia que hacer una reinstalacion de nodo completa o tenia que restaurar /var/local.
Pasos
1. En Grid Manager, seleccione Mantenimiento > tareas de mantenimiento > recuperacion.

2. Seleccione el nodo de cuadricula que desea recuperar en la lista Pending Nodes.

Los nodos aparecen en la lista después de que fallan, pero no podra seleccionar un nodo hasta que se
haya vuelto a instalar y esté listo para la recuperacion.

3. Introduzca la frase de paso de aprovisionamiento.
4. Haga clic en Iniciar recuperacion.

Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

e Q
Name 11 IPv4 Address 11 state 1T Recoverable I
s 104-217-51 10.96.104.217 Unknown
Passphrase

Provisioning Passphrase | sssss

Start Recovery

5. Supervise el progreso de la recuperacion en la tabla recuperando Grid Node.

Mientras se esta ejecutando el procedimiento de recuperacion, puede hacer clic en

@ Restablecer para iniciar una nueva recuperacion. Aparece un cuadro de dialogo
Informacion, que indica que el nodo se quedara en estado indeterminado si restablece el
procedimiento.
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€ Info

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

» For ViMware nodes, delete the deployed WM and then redeploy it.
» For StorageGRID appliance nodes, run "sgareinstall” on the node.
» For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

oo o

Si desea volver a intentar la recuperacion después de restablecer el procedimiento, debe restaurar el nodo
a un estado preinstalado, de la manera siguiente:

Do you want to reset recovery?

> VMware: Elimine el nodo de la cuadricula virtual desplegada. A continuacion, una vez que esté listo
para reiniciar la recuperacion, vuelva a poner el nodo en marcha.

° Linux: Reinicie el nodo ejecutando este comando en el host Linux: storagegrid node force-
recovery node-name

6. Cuando el nodo de almacenamiento llegue a la fase "esperando pasos manuales™, vaya a la siguiente
tarea del procedimiento de recuperacion para volver a montar y formatear los volimenes de
almacenamiento.

Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Recovering Grid Node

Name Start Time Progress Stage

de2-s3 2016-09-12 16:12:40 PDT h WY Waiting For Manual Steps

Informacion relacionada

"Preparacion de un aparato para su reinstalacion (sélo sustitucion de la plataforma)”

Montaje y cambio de formato de los volimenes de almacenamiento ("pasos manuales")

Se deben ejecutar manualmente dos scripts para volver a montar los volumenes de
almacenamiento conservados y formatear los volumenes de almacenamiento con
errores. El primer script remonta volumenes con un formato correcto como volumenes de
almacenamiento de StorageGRID. El segundo script reformatea todos los volumenes
desmontados, reconstruye Cassandra, si es necesario, € inicia los servicios.

Lo que necesitara
* Ya ha sustituido el hardware de todos los volumenes de almacenamiento con errores que necesite
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sustituir.

Ejecutando el sn-remount-volumes el script puede ayudar a identificar volimenes de almacenamiento
adicionales donde se han producido fallos.

* Comprobo que un decomisionado del nodo de almacenamiento no esta en curso o que ha pausado el
procedimiento para decomisionar el nodo. (En Grid Manager, seleccione Mantenimiento > tareas de
mantenimiento > retirada.)

* Ha comprobado que una expansion no esta en curso. (En Grid Manager, seleccione Mantenimiento >
tareas de mantenimiento > expansion.)

* Ha revisado las advertencias de recuperacion de la unidad del sistema de nodos de almacenamiento.

"Revisar las advertencias de recuperacion de la unidad del sistema del nodo de almacenamiento”

Pdéngase en contacto con el soporte técnico si hay mas de un nodo de almacenamiento sin
conexion o si se ha reconstruido un nodo de almacenamiento en este grid en los ultimos 15

@ dias. No ejecute el sn-recovery-postinstall.sh guion. Si se reconstruye Cassandra
en dos 0 mas nodos de almacenamiento en un plazo de 15 dias entre si, se puede producir
una pérdida de datos.

Acerca de esta tarea
Para completar este procedimiento, realice estas tareas de alto nivel:

* Inicie sesion en el nodo de almacenamiento recuperado.

* Ejecute el sn-remount-volumes script para volver a montar volumenes de almacenamiento con formato
correcto. Cuando se ejecuta este script, realiza lo siguiente:

> Monta y desmonta cada volumen de almacenamiento para reproducir el diario XFS.
> Realiza una comprobacion de consistencia de archivos XFS.

o Si el sistema de archivos es coherente, determina si el volumen de almacenamiento es un volumen de
almacenamiento de StorageGRID con el formato correcto.

o Si el volumen de almacenamiento tiene el formato correcto, vuelve a montar el volumen de
almacenamiento. Todos los datos existentes en el volumen permanecen intactos.

* Revise el resultado del script y resuelva cualquier problema.

* Ejecute el sn-recovery-postinstall.sh guion. Cuando se ejecuta este script, realiza lo siguiente.

No reinicie un nodo de almacenamiento durante la recuperacion antes de ejecutarse sn-
recovery-postinstall.sh (consulte el paso para script posterior a la instalacion) para

@ volver a formatear los volumenes de almacenamiento con errores y restaurar metadatos de
objetos. Reinicie el nodo de almacenamiento antes sn-recovery-postinstall.sh
Completa provoca errores en los servicios que se intentan iniciar y provoca que los nodos
del dispositivo StorageGRID salgan del modo de mantenimiento.

° Vuelva a formatear los volumenes de almacenamiento que tenga sn-remount-volumes la
secuencia de comandos no se pudo montar o se encontré que el formato era incorrecto.
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Si se vuelve a formatear un volumen de almacenamiento, se pierden todos los datos de

@ ese volumen. Debe realizar un procedimiento adicional para restaurar datos de objetos
desde otras ubicaciones de la cuadricula, suponiendo que se hayan configurado las
reglas de ILM para almacenar mas de una copia de objetos.

o Reconstruye la base de datos Cassandra en el nodo, si es necesario.

o |nicia los servicios en el nodo de almacenamiento.

Pasos
1. Inicie sesion en el nodo de almacenamiento recuperado:

a. Introduzca el siguiente comando: ssh admin@grid node IP

b. Introduzca la contrasefia que aparece en Passwords . txt archivo.
C. Introduzca el siguiente comando para cambiar a la raiz: su -

d. Introduzca la contrasefia que aparece en Passwords . txt archivo.

Cuando ha iniciado sesién como root, el simbolo del sistema cambia de $ para #.

2. Ejecute el primer script para volver a montar todos los volimenes de almacenamiento con un formato
correcto.

Si todos los volumenes de almacenamiento son nuevos y se deben formatear, o bien si se

@ producen errores en todos los volumenes de almacenamiento, es posible omitir este paso y
ejecutar el segundo script para volver a formatear todos los volimenes de almacenamiento
desmontados.

a. Ejecute el script: sn-remount-volumes
Este script puede tardar horas en ejecutarse en volumenes de almacenamiento que contienen datos.

b. A medida que se ejecuta el script, revise la salida y responda a las peticiones.

Segun sea necesario, puede utilizar la tail -f comando para supervisar el contenido

(D del archivo de registro del script (/var/local/log/sn-remount-volumes.log). El
archivo de registro contiene informacion mas detallada que el resultado de la linea de
comandos.

root@SG:~ # sn-remount-volumes
The configured LDR noid is 12632740

====== Device /dev/sdb ======

Mount and unmount device /dev/sdb and checking file system
consistency:

The device is consistent.

Check rangedb structure on device /dev/sdb:

Mount device /dev/sdb to /tmp/sdb-654321 with rangedb mount options
This device has all rangedb directories.

Found LDR node id 12632740, volume number 0 in the volID file
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Attempting to remount /dev/sdb
Device /dev/sdb remounted successfully

====== Device /dev/sdc ======

Mount and unmount device /dev/sdc and checking file system
consistency:

Error: File system consistency check retry failed on device /dev/sdc.
You can see the diagnosis information in the /var/local/log/sn-
remount-volumes.log.

This volume could be new or damaged. If you run sn-recovery-
postinstall.sh,

this volume and any data on this volume will be deleted. If you only
had two

copies of object data, you will temporarily have only a single copy.
StorageGRID Webscale will attempt to restore data redundancy by
making

additional replicated copies or EC fragments, according to the rules
in

the active ILM policy.

Do not continue to the next step if you believe that the data
remaining on

this volume cannot be rebuilt from elsewhere in the grid (for
example, if

your ILM policy uses a rule that makes only one copy or if volumes
have

failed on multiple nodes). Instead, contact support to determine how
to

recover your data.

====== Device /dev/sdd ======

Mount and unmount device /dev/sdd and checking file system
consistency:

Failed to mount device /dev/sdd

This device could be an uninitialized disk or has corrupted
superblock.

File system check might take a long time. Do you want to continue? (y
or n) [y/N]? vy

Error: File system consistency check retry failed on device /dev/sdd.
You can see the diagnosis information in the /var/local/log/sn-

remount-volumes.log.

This volume could be new or damaged. If you run sn-recovery-
postinstall.sh,
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this volume and any data on this volume will be deleted. If you only
had two

copies of object data, you will temporarily have only a single copy.
StorageGRID Webscale will attempt to restore data redundancy by
making

additional replicated copies or EC fragments, according to the rules
in

the active ILM policy.

Do not continue to the next step if you believe that the data
remaining on

this volume cannot be rebuilt from elsewhere in the grid (for
example, if

your ILM policy uses a rule that makes only one copy or if volumes
have

failed on multiple nodes). Instead, contact support to determine how
to

recover your data.

====== Device /dev/sde ======

Mount and unmount device /dev/sde and checking file system
consistency:

The device 1is consistent.

Check rangedb structure on device /dev/sde:

Mount device /dev/sde to /tmp/sde-654321 with rangedb mount options
This device has all rangedb directories.

Found LDR node id 12000078, volume number 9 in the volID file
Error: This volume does not belong to this node. Fix the attached

volume and re-run this script.

En la salida de ejemplo, se remontd correctamente un volumen de almacenamiento y se produjeron
errores en tres volumenes de almacenamiento.

* /dev/sdb Superdé la comprobacion de consistencia del sistema de archivos XFS y tenia una
estructura de volumen valida, por lo que se remonté correctamente. Se conservan los datos de los
dispositivos que se remontan mediante el script.

* /dev/sdc No se pudo realizar la comprobacion de consistencia del sistema de archivos XFS
porque el volumen de almacenamiento era nuevo o estaba dafiado.

* /dev/sdd no se pudo montar porque el disco no estaba inicializado o el superbloque del disco
estaba dafiado. Cuando el script no puede montar un volumen de almacenamiento, le pregunta si
desea ejecutar la comprobacion de coherencia del sistema de archivos.

= Si el volumen de almacenamiento esta conectado a un nuevo disco, responda N al indicador.
No es necesario comprobar el sistema de archivos en un nuevo disco.

= Si el volumen de almacenamiento esta conectado a un disco existente, responda y al
indicador. Puede utilizar los resultados de la comprobacion del sistema de archivos para
determinar el origen de los dafos. Los resultados se guardan enla /var/local/log/sn-



remount-volumes.log archivo de registro.

= /dev/sde Paso la comprobacion de consistencia del sistema del archivo XFS y tenia una
estructura de volumen valida; sin embargo, el ID de nodo LDR del archivo volld no coincide con el
ID de este nodo de almacenamiento (la configured LDR noid mostrado en la parte superior).
Este mensaje indica que este volumen pertenece a otro nodo de almacenamiento.

3. Revise el resultado del script y resuelva cualquier problema.

Si un volumen de almacenamiento no supero la comprobacion de consistencia del sistema
de archivos XFS o no pudo montarse, revise con cuidado los mensajes de error del

@ resultado. Debe comprender las implicaciones de ejecutar el sn-recovery-
postinstall.sh guidn en estos volumenes.

a. Compruebe que los resultados incluyan una entrada de todos los volumenes esperados. Si alguno de
los volumenes no aparece en la lista, vuelva a ejecutar el script.

b. Revise los mensajes de todos los dispositivos montados. Asegurese de que no haya errores que
indiqguen que un volumen de almacenamiento no pertenece a este nodo de almacenamiento.

En el ejemplo, el resultado para /dev/sde incluye el siguiente mensaje de error:

Error: This volume does not belong to this node. Fix the attached

volume and re-run this script.

Si un volumen de almacenamiento se informa como que pertenece a otro nodo de

@ almacenamiento, pdngase en contacto con el soporte técnico. Si ejecuta el sn-
recovery-postinstall.sh script, se reformateara el volumen de almacenamiento,
lo que puede provocar la pérdida de datos.

¢. Si no se pudo montar ningun dispositivo de almacenamiento, anote el nombre del dispositivo y repare
o reemplace el dispositivo.

@ Debe reparar o sustituir cualquier dispositivo de almacenamiento que no pueda
montarse.

Utilizara el nombre del dispositivo para buscar el ID de volumen, que es necesario introducir cuando
ejecute el repair-data script para restaurar datos de objetos en el volumen (el siguiente
procedimiento).

d. Después de reparar o sustituir todos los dispositivos que no se pueden montar, ejecute el sn-
remount-volumes vuelva a script para confirmar que se han vuelto a montar todos los volumenes de
almacenamiento que pueden remontarse.

Si no puede montarse un volumen de almacenamiento o tiene un formato incorrecto y

@ contintia con el siguiente paso, se eliminaran el volumen y todos los datos del volumen.
Si tenia dos copias de datos de objetos, sélo tendra una copia Unica hasta que
complete el siguiente procedimiento (restaurando datos de objetos).
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No ejecute el sn-recovery-postinstall.sh Script si cree que los datos que
permanecen en un volumen de almacenamiento fallido no pueden reconstruirse desde
@ cualquier otro lugar de la cuadricula (por ejemplo, si la politica de ILM utiliza una regla que
solo realiza una copia o si los volimenes han fallado en varios nodos). En su lugar,
pongase en contacto con el soporte técnico para determinar cémo recuperar los datos.

4. Ejecute el sn-recovery-postinstall.sh guidn: sn-recovery-postinstall.sh

Este script reformatea todos los volimenes de almacenamiento que no se pudieron montar o que se
encontraron con un formato incorrecto; reconstruye la base de datos de Cassandra en el nodo, si es
necesario; € inicia los servicios en el nodo de almacenamiento.

Tenga en cuenta lo siguiente:

o El script puede tardar horas en ejecutarse.
o En general, debe dejar la sesién SSH sola mientras el script esta en ejecucion.
> No pulse Ctrl+C mientras la sesién SSH esta activa.

o El script se ejecutara en segundo plano si se produce una interrupcion de red y finaliza la sesion SSH,
pero puede ver el progreso desde la pagina Recovery.

> Si Storage Node utiliza el servicio RSM, puede parecer que el script se atasca durante 5 minutos
mientras se reinician los servicios de nodos. Este retraso de 5 minutos se espera siempre que el
servicio RSM arranque por primera vez.

@ El servicio RSM esta presente en los nodos de almacenamiento que incluyen el servicio
ADC.

Algunos procedimientos de recuperacion de StorageGRID usan Reaper para gestionar las
reparaciones de Cassandra. Las reparaciones se realizan automaticamente tan pronto

@ como se hayan iniciado los servicios relacionados o necesarios. Puede que note un
resultado de script que menciona "relativamente” o ""reparacion de Cassandra™. Si aparece
un mensaje de error que indica que la reparacién ha fallado, ejecute el comando indicado
en el mensaje de error.

5. como sn-recovery-postinstall.sh Se ejecuta Script, supervise la pagina Recovery en Grid
Manager.

La barra de progreso y la columna Stage de la pagina Recovery proporcionan un estado de alto nivel de
sn-recovery-postinstall.sh guion.
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Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Name Il IPv4 Address T state 11 Recoverable i

No results found.

Recovering Grid Node

Name Start Time Progress Stage

DC1-S3 2016-06-02 14:03:35 PDT . O S N Recovering Cassandra

Después del sn-recovery-postinstall. sh el script ha iniciado servicios en el nodo, puede restaurar
datos de objeto en cualquier volumen de almacenamiento que tenga formato con el script, como se describe
en ese procedimiento.

Informacion relacionada

"Revisar las advertencias de recuperacion de la unidad del sistema del nodo de almacenamiento”

"Restaurar datos de objeto en un volumen de almacenamiento, si es necesario"

Restaurar datos de objeto en un volumen de almacenamiento, si es necesario

Sila sn-recovery-postinstall.sh Se necesita un script para volver a formatear
uno o mas volumenes de almacenamiento con error, se deben restaurar los datos de
objetos al volumen de almacenamiento con formato reformateado desde otros nodos de
almacenamiento y nodos de archivado. Estos pasos no son necesarios a menos que se
reformatee uno o mas volumenes de almacenamiento.

Lo que necesitara

* Debe haber confirmado que el nodo de almacenamiento recuperado tiene un estado de conexion de
conectado*.~ En la ficha *Nodes > Descripcion general de Grid Manager.

Acerca de esta tarea

Los datos de objetos se pueden restaurar desde otros nodos de almacenamiento, un nodo de archivado o un
pool de almacenamiento en cloud si se configuran las reglas de gestion del ciclo de vida de la informacion del
grid de modo que las copias de objetos estén disponibles.

@ Si se configurd una regla de ILM para almacenar una sola copia replicada y esa copia estaba
en un volumen de almacenamiento que falld, no podra recuperar el objeto.

Si la Unica copia restante de un objeto se encuentra en un Cloud Storage Pool, StorageGRID

@ debe emitir varias solicitudes al extremo Cloud Storage Pool para restaurar datos de objetos.
Antes de realizar este procedimiento, pongase en contacto con el soporte técnico para obtener
ayuda a la hora de calcular el plazo de recuperacion y los costes asociados.
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Si la Unica copia restante de un objeto se encuentra en un nodo de archivado, los datos de
objeto se recuperan del nodo de archivado. Debido a la latencia asociada a las recuperaciones

@ de sistemas de almacenamiento de archivado externos, restaurar datos de objetos a un nodo
de almacenamiento desde un nodo de archivado tarda mas que restaurar copias de otros nodos
de almacenamiento.

Para restaurar datos de objeto, ejecute el repair-data guion. Este script inicia el proceso de restauracion
de datos de objetos y funciona con el analisis de ILM para garantizar que se cumplan las reglas de ILM. Se
utilizan distintas opciones con el repair-data script, en funcién de si va a restaurar datos replicados o datos
codificados de borrado, como se muestra a continuacion:

* Datos replicados: Hay dos comandos disponibles para restaurar los datos replicados, en funcién de si

necesita reparar todo el nodo o solo ciertos volumenes del nodo:

repair-data start-replicated-node-repair

repair-data start-replicated-volume-repair

» Datos de codigo de borrado (EC): Hay dos comandos disponibles para restaurar datos codificados por
borrado, en funcion de si necesita reparar todo el nodo o sélo ciertos volimenes en el nodo:

repair-data start-ec-node-repair

repair-data start-ec-volume-repair

Las reparaciones de los datos codificados para borrado pueden comenzar con algunos nodos de
almacenamiento sin conexion. La reparacion se completara después de que todos los nodos estén
disponibles. Puede realizar un seguimiento de las reparaciones de los datos codificados de borrado con
este comando:

repair-data show-ec-repair-status

El trabajo de reparacion de la CE reserva temporalmente una gran cantidad de
almacenamiento. Es posible que se activen las alertas de almacenamiento, pero se resolveran
(D cuando se complete la reparacion. Si no hay suficiente almacenamiento para la reserva, el
trabajo de reparacion de la CE fallara. Las reservas de almacenamiento se liberan cuando se
completa el trabajo de reparacion de EC, tanto si el trabajo ha fallado como si ha sido correcto.

Para obtener mas informacién sobre el uso de repair-data guidn, introduzca repair-data --help
Desde la linea de comandos del nodo de administrador principal.

Pasos
1. Inicie sesidn en el nodo de administracién principal:
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a. Introduzca el siguiente comando: ssh admin@primary Admin Node IP
b. Introduzca la contrasefia que aparece en Passwords . txt archivo.
C. Introduzca el siguiente comando para cambiar a la raiz: su -

d. Introduzca la contrasefia que aparece en Passwords. txt archivo.
Cuando ha iniciado sesién como root, el simbolo del sistema cambia de $ para #.

2. Utilice la /etc/hosts File para encontrar el nombre de host del nodo de almacenamiento para los
volumenes de almacenamiento restaurados. Para ver una lista de todos los nodos de la cuadricula,
introduzca lo siguiente: cat /etc/hosts

3. Sitodos los volumenes de almacenamiento presentan errores, repare todo el nodo. (Si solo algunos
volumenes fallan, vaya al paso siguiente.)

(D No se puede ejecutar repair-data operaciones para mas de un nodo a la vez. Para
recuperar varios nodos, péongase en contacto con el soporte técnico.

° Si la cuadricula incluye datos replicados, utilice repair-data start-replicated-node-repair
con el --nodes Opcién de reparar todo el nodo de almacenamiento.

Este comando repara los datos replicados en un nodo de almacenamiento denominado SG-DC-SN3:

repair-data start-replicated-node-repair --nodes SG-DC-SN3

A medida que se restauran los datos del objeto, se activa la alerta objetos perdidos si
el sistema StorageGRID no encuentra los datos del objeto replicados. Es posible que se

(D activen alertas en los nodos de almacenamiento de todo el sistema. Debe determinar la
causa de la pérdida y si es posible la recuperacion. Consulte las instrucciones para
supervisar y solucionar problemas de StorageGRID.

° Si el grid contiene datos codificados de borrado, utilice repair-data start-ec-node-repair con
el -—nodes Opcidn de reparar todo el nodo de almacenamiento.

Este comando repara los datos codificados para borrado en un nodo de almacenamiento denominado
SG-DC-SN3:

repair-data start-ec-node-repair --nodes SG-DC-SN3

La operacion devuelve un valor exclusivo repair ID eso loidentifica repair data funcionamiento.
Utilice esto repair ID para realizar un seguimiento del progreso y el resultado de la repair data
funcionamiento. No se devuelve ningun otro comentario cuando finaliza el proceso de recuperacion.

Las reparaciones de los datos codificados para borrado pueden comenzar con algunos
nodos de almacenamiento sin conexion. La reparacion se completara después de que todos
los nodos estén disponibles.

> Si el grid tiene datos replicados y codigos de borrado, ejecute ambos comandos.
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Si solo se produjo un error en algunos de los volumenes, repare los volumenes afectados.

Introduzca los ID de volumen en hexadecimal. Por ejemplo: 0000 es el primer volumen y. 000F es el
volumen decimosexto. Es posible especificar un volumen, un rango de volimenes o varios volumenes que
no estan en una secuencia.

Todos los volumenes deben estar en el mismo nodo de almacenamiento. Si necesita restaurar volimenes
para mas de un nodo de almacenamiento, pongase en contacto con el soporte técnico.

° Si la cuadricula contiene datos replicados, utilice start-replicated-volume-repair con el
--nodes opcion para identificar el nodo. A continuacion, agregue el --volumes 0. --volume-range
como se muestra en los siguientes ejemplos.

Single volume: Este comando restaura los datos replicados al volumen 0002 En un nodo de
almacenamiento denominado SG-DC-SN3:

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0002

Intervalo de volimenes: Este comando restaura los datos replicados a todos los volumenes del
intervalo 0003 para 0009 En un nodo de almacenamiento denominado SG-DC-SN3:

repair-data start-replicated-volume-repair --nodes SG-DC-SN3 --volume
-range 0003-0009

Varios volumenes que no estan en una secuencia: Este comando restaura los datos replicados a
los volumenes 0001, 0005, y. 0008 En un nodo de almacenamiento denominado SG-DC-SN3:

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0001,0005,0008

A medida que se restauran los datos del objeto, se activa la alerta objetos perdidos si
el sistema StorageGRID no encuentra los datos del objeto replicados. Es posible que se

(D activen alertas en los nodos de almacenamiento de todo el sistema. Debe determinar la
causa de la pérdida y si es posible la recuperacion. Consulte las instrucciones para
supervisar y solucionar problemas de StorageGRID.

° Si el grid contiene datos codificados de borrado, utilice start-ec-volume-repair con el --nodes
opcidén para identificar el nodo. A continuacion, agregue el --volumes 0. -—volume-range COMO Se
muestra en los siguientes ejemplos.

Volumen unico: Este comando restaura los datos codificados por borrado al volumen 0007 En un
nodo de almacenamiento denominado SG-DC-SN3:

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes 0007



Intervalo de voliumenes: Este comando restaura los datos codificados por borrado a todos los
volumenes del intervalo 0004 para 0006 En un nodo de almacenamiento denominado SG-DC-SN3:

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volume-range
0004-0006

Multiples volumenes no en una secuencia: Este comando restaura datos codificados de borrado a
volumenes 0004, 000C, y. 000E En un nodo de almacenamiento denominado SG-DC-SN3:

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes
000A,000C, 000E

La repair-data la operacion devuelve un valor exclusivo repair ID eso lo identifica

repair data funcionamiento. Utilice esto repair ID para realizar un seguimiento del progresoy el
resultado de la repair data funcionamiento. No se devuelve ningun otro comentario cuando finaliza
el proceso de recuperacion.

Las reparaciones de los datos codificados para borrado pueden comenzar con algunos
nodos de almacenamiento sin conexion. La reparacion se completara después de que todos
los nodos estén disponibles.

> Si el grid tiene datos replicados y codigos de borrado, ejecute ambos comandos.
5. Supervisar la reparacion de los datos replicados.
a. Seleccione Nodes > nodo de almacenamiento que se va a reparar > ILM.

b. Utilice los atributos de la seccion Evaluacidn para determinar si las reparaciones se han completado.
Una vez completadas las reparaciones, el atributo esperando - todo indica 0 objetos.

c. Para supervisar la reparacion con mas detalle, seleccione Soporte > Herramientas > Topologia de
cuadricula.

d. Seleccione grid > nodo de almacenamiento que se va a reparar > LDR > almacén de datos.

e. Utilice una combinacion de los siguientes atributos para determinar, como sea posible, si las
reparaciones replicadas se han completado.

@ Es posible que existan incoherencias de Cassandra y que no se realice un seguimiento
de las reparaciones fallidas.

= Reparaciones intentadas (XRPA): Utilice este atributo para realizar un seguimiento del progreso
de las reparaciones replicadas. Este atributo aumenta cada vez que un nodo de almacenamiento
intenta reparar un objeto de alto riesgo. Cuando este atributo no aumenta durante un periodo mas
largo que el periodo de exploracion actual (proporcionado por el atributo periodo de
exploracion — estimado), significa que el analisis de ILM no encontré objetos de alto riesgo que
necesitan ser reparados en ningun nodo.

(D Los objetos de alto riesgo son objetos que corren el riesgo de perderse por
completo. Esto no incluye objetos que no cumplan con su configuracion de ILM.
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= Periodo de exploracion — estimado (XSCM): Utilice este atributo para estimar cuando se
aplicara un cambio de directiva a objetos ingeridos previamente. Si el atributo reparos intentados
no aumenta durante un periodo mas largo que el periodo de adquisicion actual, es probable que
se realicen reparaciones replicadas. Tenga en cuenta que el periodo de adquisicion puede
cambiar. El atributo periodo de exploracion — estimado (XSCM) se aplica a toda la cuadricula y
es el maximo de todos los periodos de exploracion de nodos. Puede consultar el historial de
atributos periodo de exploracion — Estimated de la cuadricula para determinar un intervalo de
tiempo adecuado.

Supervise la reparacion de datos codificados de borrado y vuelva a intentar cualquier solicitud que haya
fallado.

a. Determine el estado de las reparaciones de datos codificados para borrado:

= Utilice este comando para ver el estado de un elemento especifico repair-data operacion:

repair-data show-ec-repair-status --repair-id repair ID

= Utilice este comando para enumerar todas las reparaciones:

repair-data show-ec-repair-status

El resultado muestra informacién, como repair 1D, para todas las reparaciones que se estén
ejecutando anteriormente y actualmente.

root@DC1-ADM1l:~ # repair-data show-ec-repair-status

Repair ID Scope Start Time End Time State Est Bytes Affected/Repaired
Retry Repair

949283 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:27:06.9 Success 17359

17359 No

949292 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:37:06.9 Failure 17359
0 Yes

949294 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:47:06.9 Failure 17359
0 Yes

949299 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:57:06.9 Failure 17359
0 Yes

b. Si el resultado muestra que la operacion de reparacion ha dado error, utilice el —-repair-id opcion
de volver a intentar la reparacion.

Este comando vuelve a intentar una reparacion de nodo con fallos mediante el ID de reparacion
83930030303133434:



repair-data start-ec-node-repair --repair-id 83930030303133434

Este comando reintenta realizar una reparacion de volumen con fallos mediante el ID de reparacion
83930030303133434:

repair-data start-ec-volume-repair --repair-id 83930030303133434

Informacion relacionada
"Administre StorageGRID"

"Solucion de problemas de monitor”

Comprobar el estado de almacenamiento después de recuperar una unidad del sistema Storage Node

Después de recuperar la unidad del sistema para un nodo de almacenamiento, debe
comprobar que el estado deseado del nodo de almacenamiento se establece en linea y
que el estado estara en linea de forma predeterminada cada vez que se reinicie el
servidor del nodo de almacenamiento.

Lo que necesitara
* Debe iniciar sesion en Grid Manager mediante un explorador compatible.

* El nodo de almacenamiento se ha recuperado y se completd la recuperacion de datos.

Pasos
1. Seleccione Soporte > Herramientas > Topologia de cuadricula.

2. Compruebe los valores de nodo de almacenamiento recuperado LDR almacenamiento Estado de
almacenamiento — deseado y Estado de almacenamiento — corriente.

El valor de ambos atributos debe ser en linea.

3. Si el estado de almacenamiento — deseado esta establecido en soélo lectura, realice los siguientes pasos:
Haga clic en la ficha Configuracion.

a.
b. En la lista desplegable Estado de almacenamiento — deseado, seleccione Online.

9]

Haga clic en aplicar cambios.

d. Haga clic en la ficha Descripcion general y confirme que los valores de Estado de
almacenamiento — deseado y Estado de almacenamiento — actual se actualizan a Online.

Recuperarse de fallos de nodos de administrador

El proceso de recuperacién de un nodo de administrador depende de si se trata del nodo
de administrador principal o del nodo de administrador que no es primario.

Acerca de esta tarea

Los pasos de alto nivel para recuperar un nodo de administracion primario o no primario son los mismos,
aunque los detalles de los pasos son distintos.
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Prepare for node recovery.

v

Preserve the audit log.

v

Replace node.

ViMware SEH.'HCES Linux
appliance

See the
"What next?”
section for details.

Comective
actions taken when
restoring node?

Recovery is
complete.

Yes

—force flag
+ or force-recovery

Select Start Recovery to
configure the Admin Node.

v

Restore the audit log.

v

Reset the preferred sender.

v

Restore the Admin Node
database.

v

Restore Prometheus metrics.

Siga siempre el procedimiento de recuperacion correcto para el nodo de administrador que se va a recuperar.
Los procedimientos tienen el mismo aspecto en un nivel alto, pero difieren en los detalles.

Informacioén relacionada
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"SG100 servicios de aplicaciones SG1000"

Opciones
« "Recuperacion de fallos del nodo de administrador principal”

» "Recuperacion de fallos de nodos de administrador que no son primarios"

Recuperacion de fallos del nodo de administrador principal

Debe completar un conjunto especifico de tareas para recuperar el sistema después de
un fallo en un nodo de administrador principal. El nodo de administrador principal aloja el
servicio Configuration Management Node (CMN) de la cuadricula.

Acerca de esta tarea

Un nodo de administrador principal con fallos se debe reemplazar inmediatamente. El servicio nodo de gestion
de configuracion (CMN) del nodo de administracion principal es responsable de emitir bloques de
identificadores de objetos para la cuadricula. Estos identificadores se asignan a los objetos a medida que se
ingieren. Los objetos nuevos no se pueden procesar a menos que haya identificadores disponibles. La ingesta
de objetos puede continuar mientras el CMN no esta disponible porque el suministro de identificadores de
aproximadamente un mes se almacena en caché en la cuadricula. Sin embargo, después de que se agoten
los identificadores almacenados en caché, no es posible afadir objetos nuevos.

Debe reparar o sustituir un nodo de administrador principal con fallos dentro de un mes

@ aproximadamente, o bien el grid podria perder su capacidad de procesar objetos nuevos. El
periodo de tiempo exacto depende de la tasa de ingesta de objetos: Si necesita una evaluacion
mas precisa del plazo para el grid, pongase en contacto con el soporte técnico.

Pasos
» "Al copiar los registros de auditoria del nodo de administracién principal con errores"

* "Reemplace el nodo de administrador principal”

+ "Configurar el nodo de administrador principal de reemplazo"

* "Restaurar el registro de auditoria en el nodo de administracion primario recuperado”
» "Restablecer el emisor preferido en el nodo de administracién principal recuperado”

» "Restaurar la base de datos de nodos de administrador cuando se recupera un nodo de administrador
principal"

» "Restaurar las métricas de Prometheus al recuperar un nodo de administracion principal”

Al copiar los registros de auditoria del nodo de administracién principal con errores

Si puede copiar registros de auditoria del nodo de administracion principal con errores,
debe conservarlos para mantener el registro de la cuadricula de la actividad y el uso del
sistema. Es posible restaurar los registros de auditoria conservados al nodo
administrador principal recuperado después de que esté activo y en ejecucion.

Este procedimiento copia los archivos de registro de auditoria del nodo de administracion con errores en una
ubicacion temporal en un nodo de grid independiente. Estos registros de auditoria conservados se pueden
copiar en el nodo admin de reemplazo. Los registros de auditoria no se copian automaticamente al nuevo
nodo de administracion.

Segun el tipo de error, es posible que no se puedan copiar los registros de auditoria de un nodo administrador
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con errores. Si la implementacion solo tiene un nodo de administrador, el nodo de administrador recuperado
inicia la grabacion de eventos en el registro de auditoria en un nuevo archivo vacio y se pierden datos
registrados previamente. Si la implementacién incluye mas de un nodo de administrador, puede recuperar los
registros de auditoria desde otro nodo de administracion.

Si no se puede acceder a los registros de auditoria en el nodo administrador con errores ahora,
@ es posible que pueda acceder a ellos mas adelante, por ejemplo, después de la recuperacion
del host.

1. Inicie sesion en el nodo de administrador con errores si es posible. De lo contrario, inicie sesion en el nodo
de administracion principal u otro nodo de administracion, si esta disponible.
a. Introduzca el siguiente comando: ssh admin@grid node IP
b. Introduzca la contrasefia que aparece en Passwords . txt archivo.
C. Introduzca el siguiente comando para cambiar a la raiz: su -

d. Introduzca la contrasefia que aparece en Passwords. txt archivo.

Cuando ha iniciado sesién como root, el simbolo del sistema cambia de $ para #.

N

. Detenga el servicio AMS para evitar que cree un nuevo archivo de registro:service ams stop

w

. Cambie el nombre del archivo audit.log para que no sobrescriba el archivo existente al copiarlo al nodo de
administracion recuperado.

Cambie el nombre de audit.log por un nombre de archivo numerado Unico como aaaa-mm-dd.txt.1. Por
ejemplo, puede cambiar el nombre del archivo audit.log a 2015-10-25.txt.1cd
/var/local/audit/export/

N

. Reinicie el servicio AMS: service ams start

)]

. Cree el directorio para copiar todos los archivos de registro de auditoria a una ubicacién temporal en un
nodo de cuadricula independiente: ssh admin@grid node IP mkdir -p
/var/local/tmp/saved-audit-logs

Cuando se lo pida, introduzca la contrasefia de administrador.

(o2}

. Copie todos los archivos del registro de auditoria: scp -p * admin@
grid node IP:/var/local/tmp/saved-audit-logs

Cuando se lo pida, introduzca la contrasefia de administrador.

7. Cerrar sesion como raiz: exit

Reemplace el nodo de administrador principal

Para recuperar un nodo de administrador principal, primero es necesario reemplazar el
hardware fisico o virtual.

Puede reemplazar un nodo de administracién principal con fallos por un nodo de administracién principal que
se ejecute en la misma plataforma, o bien puede reemplazar un nodo de administracion principal que se
ejecute en VMware o un host Linux por un nodo de administracion principal alojado en un dispositivo de
servicios.
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Utilice el procedimiento que coincida con la plataforma de reemplazo seleccionada para el nodo. Una vez
completado el procedimiento de sustitucion de nodo (que es adecuado para todos los tipos de nodos), dicho
procedimiento le dirigira al siguiente paso para la recuperacion del nodo de administracién principal.

Plataforma de sustitucion Procedimiento
VMware "Reemplazar un nodo VMware"
Linux "Reemplazar un nodo Linux"

Servicios de aplicaciones SG100y "Sustitucion de un dispositivo de servicios"
SG1000

OpenStack Las operaciones de recuperacion ya no son compatibles con los
archivos de disco de maquinas virtuales y los scripts de OpenStack que
proporciona NetApp. Si necesita recuperar un nodo que se ejecuta en
una implementacion de OpenStack, descargue los archivos para el
sistema operativo Linux. A continuacion, siga el procedimiento para
reemplazar un nodo Linux.

Configurar el nodo de administrador principal de reemplazo

El nodo de reemplazo debe configurarse como nodo de administrador principal para el
sistema StorageGRID.

Lo que necesitara

* Para los nodos de administracién principales alojados en maquinas virtuales, la maquina virtual debe
ponerse en marcha, encenderse e inicializarse.

* En el caso de los nodos de administrador principales alojados en un dispositivo de servicios, ha sustituido
el dispositivo y ha instalado software. Consulte la guia de instalacion del aparato.

"SG100 servicios de aplicaciones SG1000"

* Debe tener el ultimo backup del archivo de paquete de recuperacion (sgws-recovery-package-id-
revision.zip).

* Debe tener la clave de acceso de aprovisionamiento.

Pasos

1. Abra el explorador web y vaya a. https://primary admin node ip.
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NetApp® StorageGRID® Help ~

Install

Welcome

Use this page to install a new StorageGRID system, or recover a failed primary Admin Noede for an existing system.

€ Note: You must have access to a StorageGRID license, network configuration and grid topology information, and NTP settings
to complete the installation. You must have the latest version of the Recovery Package file to complete a primary Admin Node
recovery.

» Ve

Install a StorageGRID system Recover a failed primary Admin
Node

Haga clic en recuperar un nodo de administracién principal con errores.
Cargue la copia de seguridad mas reciente del paquete de recuperacion:
a. Haga clic en examinar.

b. Busque el archivo mas reciente del paquete de recuperacion para su sistema StorageGRID y haga clic
en Abrir.

Introduzca la clave de acceso de aprovisionamiento.

5. Haga clic en Iniciar recuperacion.

7.
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Se inicia el proceso de recuperacion. Es posible que Grid Manager no esté disponible durante unos
minutos a medida que se inician los servicios necesarios. Una vez finalizada la recuperacion, se muestra
la pagina de inicio de sesion.

Si el inicio de sesién Unico (SSO) esta habilitado para el sistema StorageGRID y la confianza de la parte
que confia para el nodo de administracion que ha recuperado se configuré para utilizar el certificado de
servidor de interfaz de gestion predeterminado, actualice (o elimine y vuelva a crear) la confianza de la
parte que confia en el nodo en los Servicios de Federacion de Active Directory (AD FS). Utilice el nuevo
certificado de servidor predeterminado que se generé durante el proceso de recuperacion del nodo de
administracion.

Para configurar la confianza de una parte de confianza, consulte las instrucciones para
administrar StorageGRID. Para acceder al certificado de servidor predeterminado, inicie

CD sesion en el shell de comandos del nodo de administracién. Vaya ala /var/local/mgmt-
api y seleccione el server.crt archivo.

Determine si necesita aplicar una revision.

a. Inicie sesién en Grid Manager con un navegador compatible.



b. Seleccione Nodes.

c. En la lista de la izquierda, seleccione el nodo de administracién principal.

d. En la ficha Descripcion general, observe la version que aparece en el campo Version de software.
e. Seleccione cualquier otro nodo de grid.

f. En la ficha Descripcion general, observe la versidén que aparece en el campo Version de software.

= Si las versiones mostradas en los campos Versiéon de software son las mismas, no es necesario
aplicar una revision.

= Si las versiones que aparecen en los campos Version de software son diferentes, debe aplicar
una revision para actualizar el nodo de administracion principal recuperado a la misma version.

Informacion relacionada
"Administre StorageGRID"

"Procedimiento de revision de StorageGRID"

Restaurar el registro de auditoria en el nodo de administraciéon primario recuperado

Si pudo conservar el registro de auditoria del nodo de administrador primario con errores,
puede copiarlo al nodo de administrador principal que se esta recuperando.

* El nodo de administrador recuperado debe estar instalado y en ejecucion.

* Debe haber copiado los registros de auditoria en otra ubicacion una vez que se produjo un error en el
nodo de administracion original.

Si falla un nodo de administrador, los registros de auditoria guardados en ese nodo de administrador se
perderan potencialmente. Es posible conservar los datos que no se perderan al copiar los registros de
auditoria del nodo administrador con errores y luego restaurar estos registros de auditoria en el nodo de
administrador recuperado. Segun el error, es posible que no se puedan copiar los registros de auditoria del
nodo administrador con errores. En ese caso, si la implementacion tiene mas de un nodo de administracion,
puede recuperar los registros de auditoria de otro nodo de administracion a medida que se replican los
registros de auditoria a todos los nodos de administrador.

Si solo hay un nodo de administrador y el registro de auditoria no se puede copiar desde el nodo con errores,
el nodo de administrador recuperado inicia el registro de eventos en el registro de auditoria como si la
instalaciéon es nueva.

Debe recuperar una Lo antes posible. de nodo de administrador para restaurar la funcionalidad de registro.

1. Inicie sesion en el nodo de administracién recuperado:

a. Introduzca el siguiente comando: ssh admin@recovery Admin Node IP
b. Introduzca la contrasefia que aparece en Passwords . txt archivo.

C. Introduzca el siguiente comando para cambiar a la raiz: su -

d. Introduzca la contrasefia que aparece en Passwords . txt archivo.

Después de iniciar sesion como raiz, el simbolo del sistema cambia de $ para #.

2. Compruebe qué archivos de auditoria se han conservado: cd /var/local/audit/export

141


https://docs.netapp.com/es-es/storagegrid-115/admin/index.html

3. Copie los archivos de registro de auditoria conservados en el nodo admin recuperado: scp
admin@grid node IP:/var/local/tmp/saved-audit-logs/YYYY*

Cuando se lo pida, introduzca la contrasefia de administrador.
4. Por motivos de seguridad, elimine los registros de auditoria del nodo de grid con errores después de

verificar que se han copiado correctamente al nodo de administrador recuperado.

5. Actualice la configuracion de usuario y grupo de los archivos de registro de auditoria en el nodo de
administracion recuperado: chown ams-user:bycast *

6. Cerrar sesidn como raiz: exit

También debe restaurar cualquier acceso de cliente preexistente al recurso compartido de auditoria. Para
obtener mas informacion, consulte las instrucciones para administrar StorageGRID.

Informacion relacionada
"Administre StorageGRID"

Restablecer el emisor preferido en el nodo de administracién principal recuperado

Si el nodo de administrador principal que se esta recuperando esta establecido
actualmente como remitente preferido de notificaciones de alerta, notificaciones de
alarma y mensajes de AutoSupport, debe volver a configurar este valor.

Lo que necesitara

* Debe iniciar sesion en Grid Manager mediante un explorador compatible.
» Debe tener permisos de acceso especificos.

* El nodo de administrador recuperado debe estar instalado y en ejecucion.

Pasos
1. Seleccione Configuracién > Configuracién del sistema > Opciones de pantalla.

2. Seleccione el nodo de administracion recuperado de la lista desplegable remitente preferido.

3. Haga clic en aplicar cambios.

Informacioén relacionada
"Administre StorageGRID"

Restaurar la base de datos de nodos de administrador cuando se recupera un nodo de administrador
principal

Si desea conservar la informacién historica sobre atributos, alarmas y alertas en un nodo
de administracién principal que tenga errores, puede restaurar la base de datos del nodo
de administracion. Solo puede restaurar esta base de datos si el sistema StorageGRID
incluye otro nodo de administracion.

* El nodo de administrador recuperado debe estar instalado y en ejecucion.

* El sistema StorageGRID debe incluir al menos dos nodos de administracion.

* Debe tener la Passwords. txt archivo.
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* Debe tener la clave de acceso de aprovisionamiento.

Si falla un nodo de administrador, se pierde la informacion histérica almacenada en su base de datos de
nodos de administrador. Esta base de datos incluye la siguiente informacion:

e Historial de alertas
 Historial de alarmas

» Datos historicos de atributos, que se utilizan en los graficos e informes de texto disponibles en la pagina
Support Tools Grid Topology.

Cuando se recupera un nodo de administrador, el proceso de instalacion del software crea una base de datos
vacia Admin Node en el nodo recuperado. Sin embargo, la nueva base de datos sdlo incluye informacion
sobre servidores y servicios que actualmente forman parte del sistema o que se agregan mas adelante.

Si restaur6 un nodo de administrador principal y el sistema StorageGRID tiene otro nodo de administracion,
puede restaurar la informacion histérica copiando la base de datos del nodo de administracion desde un nodo
de administracién no primario (el Source Admin Node) en el nodo de administracion primario recuperado. Si el
sistema solo tiene un nodo de administrador principal, no puede restaurar la base de datos del nodo de
administracion.

La copia de la base de datos del nodo de administracion puede llevar varias horas. Algunas
funciones de Grid Manager no estaran disponibles mientras los servicios se detengan en el
nodo de administracion de origen.
1. Inicie sesién en el nodo de administrador de origen:
a. Introduzca el siguiente comando: ssh admin@grid node IP
b. Introduzca la contrasefia que aparece en Passwords . txt archivo.
C. Introduzca el siguiente comando para cambiar a la raiz: su -
d. Introduzca la contrasefia que aparece en Passwords . txt archivo.
2. Desde el nodo de administracion de origen, detenga el servicio Ml: service mi stop

3. En el nodo de administraciéon de origen, detenga el servicio de la interfaz de programa de aplicaciones de
gestion (API de gestion): service mgmt-api stop

4. Complete los siguientes pasos en el nodo de administracion recuperado:
a. Inicie sesion en el nodo de administracion recuperado:
i. Introduzca el siguiente comando: ssh admin@grid node IP
ii. Introduzca la contrasefia que aparece en Passwords . txt archivo.
iii. Introduzca el siguiente comando para cambiar a la raiz: su -
iv. Introduzca la contrasefia que aparece en Passwords . txt archivo.
b. Detenga EL servicio MI: service mi stop
C. Detenga el servicio AP| de gestion: service mgmt-api stop
d. Afada la clave privada SSH al agente SSH. Introduzca:ssh-add
€. Introduzca la contrasefa de acceso SSH que aparece en la Passwords . txt archivo.

f. Copie la base de datos del nodo de administracion de origen al nodo de administracion recuperado:
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/usr/local/mi/bin/mi-clone-db.sh Source Admin Node IP

g. Cuando se le solicite, confirme que desea sobrescribir la base DE datos Ml en el nodo de
administracion recuperado.

La base de datos y sus datos historicos se copian en el nodo de administracion recuperado. Una vez
realizada la operacion de copia, el script inicia el nodo de administracién recuperado.

h. Cuando ya no necesite un acceso sin contrasefias a otros servidores, quite la clave privada del agente
SSH. Introduzca:ssh-add -D

5. Reinicie los servicios en el nodo de administracion de origen: service servermanager start

Restaurar las métricas de Prometheus al recuperar un nodo de administraciéon principal

De manera opcional, puede conservar las métricas histéricas que mantiene Prometheus
en un nodo de administracién principal que ha fallado. La métrica Prometheus solo se
puede restaurar si su sistema StorageGRID incluye otro nodo de administracion.

* El nodo de administrador recuperado debe estar instalado y en ejecucion.
* El sistema StorageGRID debe incluir al menos dos nodos de administracion.
* Debe tener la Passwords. txt archivo.

* Debe tener la clave de acceso de aprovisionamiento.

Si falla un nodo de administracion, se pierden las métricas que se mantienen en la base de datos Prometheus
del nodo de administracion. Cuando recupera el nodo de administracion, el proceso de instalacion del
software crea una nueva base de datos Prometheus. Una vez iniciado el nodo de administracion recuperado,
este registra las métricas como si hubiera realizado una nueva instalacion del sistema StorageGRID.

Si restaur6 un nodo de administracion principal y el sistema StorageGRID tiene otro nodo de administracion,
puede restaurar las métricas histéricas copiando la base de datos Prometheus desde un nodo de
administracion no primario (el source Admin Node) en el nodo de administracion principal recuperado. Si su
sistema solo tiene un nodo de administracion principal, no puede restaurar la base de datos Prometheus.

La copia de la base de datos Prometheus puede tardar una hora o mas. Algunas funciones de
@ Grid Manager no estaran disponibles mientras los servicios se detengan en el nodo de
administracion de origen.
1. Inicie sesidn en el nodo de administrador de origen:

a. Introduzca el siguiente comando: ssh admin@grid node IP

b. Introduzca la contrasefia que aparece en Passwords . txt archivo.

C. Introduzca el siguiente comando para cambiar a la raiz: su -

d. Introduzca la contrasefia que aparece en Passwords . txt archivo.

2. Desde el nodo de administracion de origen, detenga el servicio Prometheus: service prometheus
stop

3. Complete los siguientes pasos en el nodo de administraciéon recuperado:

a. Inicie sesion en el nodo de administracion recuperado:
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4.

i. Introduzca el siguiente comando: ssh admin@grid node IP
ii. Introduzca la contrasefia que aparece en Passwords . txt archivo.
iii. Introduzca el siguiente comando para cambiar a la raiz: su -
iv. Introduzca la contrasefia que aparece en Passwords . txt archivo.
b. Detenga el servicio Prometheus: service prometheus stop
C. Anada la clave privada SSH al agente SSH. Introduzca:ssh-add
d. Introduzca la contrasefia de acceso SSH que aparece en la Passwords. txt archivo.

e. Copie la base de datos Prometheus del nodo de administracion de origen al nodo de administracién
recuperado: /usr/local/prometheus/bin/prometheus-clone-db.sh
Source_ Admin Node IP

f. Cuando se le solicite, pulse Intro para confirmar que desea destruir la nueva base de datos
Prometheus del nodo de administracién recuperado.

La base de datos Prometheus original y sus datos histéricos se copian al nodo de administracién
recuperado. Una vez realizada la operacion de copia, el script inicia el nodo de administracion
recuperado. Aparece el siguiente estado:

Base de datos clonada, servicios de inicio

a. Cuando ya no necesite un acceso sin contrasefias a otros servidores, quite la clave privada del agente
SSH. Introduzca:ssh-add -D

Reinicie el servicio Prometheus en el nodo de administracion de origen.service prometheus start

Recuperacion de fallos de nodos de administrador que no son primarios

Debe completar las siguientes tareas para recuperar el sistema de un fallo que no es del
nodo de administrador principal. Un nodo de administrador aloja el servicio CMN (nodo
de gestidén de configuracidn) y se conoce como nodo de administracion principal. Aunque
puede tener varios nodos de administrador, cada sistema StorageGRID solo incluye un
nodo de administrador primario. Todos los demas nodos de administrador son nodos de
administrador no primarios.

Informacion relacionada
"SG100 servicios de aplicaciones SG1000"

Pasos

"Se han copiado los registros de auditoria del nodo de administrador que no es primario con errores"
"Reemplazar un nodo de administrador que no es primario"

"Seleccione Start Recovery para configurar un nodo de administrador que no sea primario"
"Restaurar el registro de auditoria en el nodo de administrador no primario recuperado”
"Restablecer el remitente preferido en el nodo de administracién no primario recuperado”

"Restaurar la base de datos del nodo de administrador cuando se recupera un nodo de administrador que
no es primario”

"Restaurar las métricas de Prometheus al recuperar un nodo de administracion que no sea primario"
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Se han copiado los registros de auditoria del nodo de administrador que no es primario con errores

Si puede copiar registros de auditoria del nodo administrador con errores, debe
conservarlos para mantener el registro de la cuadricula de actividad y uso del sistema.
Es posible restaurar los registros de auditoria conservados en el nodo administrador no
primario recuperado después de que esté activo y en ejecucion.

Este procedimiento copia los archivos de registro de auditoria del nodo de administracion con errores en una
ubicacion temporal en un nodo de grid independiente. Estos registros de auditoria conservados se pueden
copiar en el nodo admin de reemplazo. Los registros de auditoria no se copian automaticamente al nuevo
nodo de administracion.

Segun el tipo de error, es posible que no se puedan copiar los registros de auditoria de un nodo administrador
con errores. Si la implementacion solo tiene un nodo de administrador, el nodo de administrador recuperado
inicia la grabacion de eventos en el registro de auditoria en un nuevo archivo vacio y se pierden datos
registrados previamente. Si la implementacion incluye mas de un nodo de administrador, puede recuperar los
registros de auditoria desde otro nodo de administracion.

Si no se puede acceder a los registros de auditoria en el nodo administrador con errores ahora,
@ es posible que pueda acceder a ellos mas adelante, por ejemplo, después de la recuperacion
del host.

1. Inicie sesion en el nodo de administrador con errores si es posible. De lo contrario, inicie sesion en el nodo
de administracion principal u otro nodo de administracion, si esta disponible.
a. Introduzca el siguiente comando: ssh admin@grid node IP
b. Introduzca la contrasefia que aparece en Passwords . txt archivo.
C. Introduzca el siguiente comando para cambiar a la raiz: su -

d. Introduzca la contrasefia que aparece en Passwords . txt archivo.

Cuando ha iniciado sesion como root, el simbolo del sistema cambia de $ para #.

N

. Detenga el servicio AMS para evitar que cree un nuevo archivo de registro:service ams stop

w

. Cambie el nombre del archivo audit.log para que no sobrescriba el archivo existente al copiarlo al nodo de
administracion recuperado.

Cambie el nombre de audit.log por un nombre de archivo numerado unico como aaaa-mm-dd.txt.1. Por
ejemplo, puede cambiar el nombre del archivo audit.log a 2015-10-25.txt.1cd
/var/local/audit/export/

N

. Reinicie el servicio AMS: service ams start

()]

. Cree el directorio para copiar todos los archivos de registro de auditoria a una ubicacién temporal en un
nodo de cuadricula independiente: ssh admin@grid node IP mkdir -p
/var/local/tmp/saved-audit-logs

Cuando se lo pida, introduzca la contrasefia de administrador.

(o)}

. Copie todos los archivos del registro de auditoria: scp -p *
admin@grid node IP:/var/local/tmp/saved-audit-logs
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Cuando se lo pida, introduzca la contrasefia de administrador.

7. Cerrar sesidn como raiz: exit

Reemplazar un nodo de administrador que no es primario

Para recuperar un nodo de administrador que no sea el principal, en primer lugar debe
reemplazar el hardware fisico o virtual.

Puede reemplazar un nodo de administrador que no sea primario con fallos y un nodo de administrador que
no sea primario y que se ejecute en la misma plataforma, o bien puede reemplazar un nodo de administrador
que no sea primario que se ejecute en VMware o un host Linux por un nodo de administracion no primario
alojado en un dispositivo de servicios.

Utilice el procedimiento que coincida con la plataforma de reemplazo seleccionada para el nodo. Una vez
completado el procedimiento de sustitucién de nodos (que es adecuado para todos los tipos de nodos), dicho
procedimiento le dirigira al siguiente paso para la recuperacion de nodos no primarios de administracion.

Plataforma de sustitucion Procedimiento
VMware "Reemplazar un nodo VMware"
Linux "Reemplazar un nodo Linux"

Servicios de aplicaciones SG100 y "Sustitucion de un dispositivo de servicios"
SG1000

OpenStack Las operaciones de recuperacion ya no son compatibles con los
archivos de disco de maquinas virtuales y los scripts de OpenStack que
proporciona NetApp. Si necesita recuperar un nodo que se ejecuta en
una implementacion de OpenStack, descargue los archivos para el
sistema operativo Linux. A continuacion, siga el procedimiento para
reemplazar un nodo Linux.

Seleccione Start Recovery para configurar un nodo de administrador que no sea primario

Después de reemplazar un nodo de administracién no primario, debe seleccionar Iniciar
recuperacion en el Administrador de grid para configurar el nuevo nodo como reemplazo
del nodo con error.

Lo que necesitara
* Debe iniciar sesién en Grid Manager mediante un explorador compatible.

* Debe tener los permisos de mantenimiento o acceso raiz.
* Debe tener la clave de acceso de aprovisionamiento.

» Debe haber puesto en marcha y configurado el nodo de sustitucion.

Pasos
1. En Grid Manager, seleccione Mantenimiento > tareas de mantenimiento > recuperacion.

2. Seleccione el nodo de cuadricula que desea recuperar en la lista Pending Nodes.
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Los nodos aparecen en la lista después de que fallan, pero no podra seleccionar un nodo hasta que se
haya vuelto a instalar y esté listo para la recuperacion.

3. Introduzca la frase de paso de aprovisionamiento.

4. Haga clic en Iniciar recuperacion.

Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Search Q
Name 1T IPv4 Address IT state It Recoverable I
® 10421751 10.96.104.217 Unknown v
Passphrase

Provisioning Passphrase | sesess

Start Recovery

5. Supervise el progreso de la recuperacion en la tabla recuperando Grid Node.
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Mientras se esta ejecutando el procedimiento de recuperacion, puede hacer clic en
CD Restablecer para iniciar una nueva recuperacion. Aparece un cuadro de dialogo

Informacion, que indica que el nodo se quedara en estado indeterminado si restablece el
procedimiento.

Heset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

» For WVMware nodes, delete the deployed WM and then redeploy it.
* For StorageGRID appliance nodes, run "sgareinstall” on the node.
# For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

Do you want to reset recovery?

Si desea volver a intentar la recuperacion después de restablecer el procedimiento, debe restaurar el nodo
a un estado preinstalado, de la manera siguiente:

o VMware: Elimine el nodo de la cuadricula virtual desplegada. A continuacion, una vez que esté listo



para reiniciar la recuperacion, vuelva a poner el nodo en marcha.

° Linux: Reinicie el nodo ejecutando este comando en el host Linux: storagegrid node force-
recovery node-name

o Dispositivo: Si desea volver a intentar la recuperacion después de reiniciar el procedimiento, debe
restaurar el nodo del dispositivo a un estado preinstalado ejecutando sgareinstall en el nodo.

6. Si el inicio de sesion unico (SSO) esta habilitado para el sistema StorageGRID y la confianza de la parte
que confia para el nodo de administracion que ha recuperado se configurd para utilizar el certificado de
servidor de interfaz de gestion predeterminado, actualice (o elimine y vuelva a crear) la confianza de la
parte que confia en el nodo en los Servicios de Federacion de Active Directory (AD FS). Utilice el nuevo
certificado de servidor predeterminado que se generé durante el proceso de recuperacion del nodo de
administracion.

Para configurar la confianza de una parte de confianza, consulte las instrucciones para
administrar StorageGRID. Para acceder al certificado de servidor predeterminado, inicie

@ sesion en el shell de comandos del nodo de administracion. Vaya ala /var/local /mgmt-
api y seleccione el server.crt archivo.

Informacion relacionada
"Administre StorageGRID"

"Preparacion de un aparato para su reinstalacion (sélo sustitucion de la plataforma)”

Restaurar el registro de auditoria en el nodo de administrador no primario recuperado

Si pudo conservar el registro de auditoria del nodo de administracion no primario con
errores, de manera que se conserve la informacion del registro de auditoria histérico,
puede copiarla al nodo de administracion no primario que se esta recuperando.

* El nodo de administrador recuperado debe estar instalado y en ejecucion.

* Debe haber copiado los registros de auditoria en otra ubicacion una vez que se produjo un error en el
nodo de administracion original.

Si falla un nodo de administrador, los registros de auditoria guardados en ese nodo de administrador se
perderan potencialmente. Es posible conservar los datos que no se perderan al copiar los registros de
auditoria del nodo administrador con errores y luego restaurar estos registros de auditoria en el nodo de
administrador recuperado. Segun el error, es posible que no se puedan copiar los registros de auditoria del
nodo administrador con errores. En ese caso, si la implementacion tiene mas de un nodo de administracion,
puede recuperar los registros de auditoria de otro nodo de administracion a medida que se replican los
registros de auditoria a todos los nodos de administrador.

Si solo hay un nodo de administrador y el registro de auditoria no se puede copiar desde el nodo con errores,
el nodo de administrador recuperado inicia el registro de eventos en el registro de auditoria como si la
instalacion es nueva.

Debe recuperar una Lo antes posible. de nodo de administrador para restaurar la funcionalidad de registro.

1. Inicie sesion en el nodo de administracion recuperado:

a. Introduzca el siguiente comando:
ssh admin@recovery Admin Node IP
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b. Introduzca la contrasefia que aparece en Passwords . txt archivo.
C. Introduzca el siguiente comando para cambiar a la raiz: su -
d. Introduzca la contrasefia que aparece en Passwords . txt archivo.

Después de iniciar sesion como raiz, el simbolo del sistema cambia de $ para #.

2. Compruebe qué archivos de auditoria se han conservado:
cd /var/local/audit/export

3. Copie los archivos de registro de auditoria conservados en el nodo admin recuperado:
scp admin@grid node IP:/var/local/tmp/saved-audit-logs/YYYY*
Cuando se lo pida, introduzca la contrasefia de administrador.

4. Por motivos de seguridad, elimine los registros de auditoria del nodo de grid con errores después de
verificar que se han copiado correctamente al nodo de administrador recuperado.

5. Actualice la configuracién de usuario y grupo de los archivos de registro de auditoria en el nodo de
administracién recuperado:
chown ams-user:bycast *

6. Cerrar sesién como raiz: exit

También debe restaurar cualquier acceso de cliente preexistente al recurso compartido de auditoria. Para
obtener mas informacion, consulte las instrucciones para administrar StorageGRID.

Informacion relacionada
"Administre StorageGRID"

Restablecer el remitente preferido en el nodo de administracion no primario recuperado

Si el nodo de administrador que no es principal que se esta recuperando esta
establecido actualmente como remitente preferido de notificaciones de alerta,
notificaciones de alarma y mensajes de AutoSupport, debe volver a configurar este
ajuste en el sistema StorageGRID.

Lo que necesitara

* Debe iniciar sesion en Grid Manager mediante un explorador compatible.
» Debe tener permisos de acceso especificos.

* El nodo de administrador recuperado debe estar instalado y en ejecucion.

Pasos

1. Seleccione Configuracion > Configuracion del sistema > Opciones de pantalla.
2. Seleccione el nodo de administracion recuperado de la lista desplegable remitente preferido.

3. Haga clic en aplicar cambios.

Informacioén relacionada
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"Administre StorageGRID"

Restaurar la base de datos del nodo de administrador cuando se recupera un nodo de administrador
que no es primario

Si desea conservar la informacién histérica sobre atributos, alarmas y alertas en un nodo
de administracién que no sea primario con errores, puede restaurar la base de datos del
nodo de administracion desde el nodo de administracion principal.

* El nodo de administrador recuperado debe estar instalado y en ejecucion.
* El sistema StorageGRID debe incluir al menos dos nodos de administracion.
* Debe tener la Passwords. txt archivo.

* Debe tener la clave de acceso de aprovisionamiento.

Si falla un nodo de administrador, se pierde la informacion histérica almacenada en su base de datos de
nodos de administrador. Esta base de datos incluye la siguiente informacion:

e Historial de alertas
 Historial de alarmas

+ Datos historicos de atributos, que se utilizan en los graficos e informes de texto disponibles en la pagina
Support Tools Grid Topology.

Cuando se recupera un nodo de administrador, el proceso de instalacion del software crea una base de datos
vacia Admin Node en el nodo recuperado. Sin embargo, la nueva base de datos solo incluye informacion
sobre servidores y servicios que actualmente forman parte del sistema o que se agregan mas adelante.

Si restaurd un nodo de administracion no primario, puede restaurar la informacion histérica copiando la base
de datos del nodo de administracion principal (el Source Admin Node) en el nodo recuperado.

La copia de la base de datos del nodo de administracion puede llevar varias horas. Algunas
funciones de Grid Manager no estaran disponibles mientras los servicios estén detenidos en el
nodo de origen.

1. Inicie sesién en el nodo de administrador de origen:
a. Introduzca el siguiente comando: ssh admin@grid node IP
b. Introduzca la contrasefia que aparece en Passwords . txt archivo.
C. Introduzca el siguiente comando para cambiar a la raiz: su -

d. Introduzca la contrasefia que aparece en Passwords . txt archivo.

2. Ejecute el siguiente comando desde el nodo de administrador de origen. A continuacion, introduzca la
clave de acceso de aprovisionamiento si se le solicita. recover-access-points

3. Desde el nodo de administracion de origen, detenga el servicio MI: service mi stop

4. En el nodo de administracion de origen, detenga el servicio de la interfaz de programa de aplicaciones de
gestion (API de gestion): service mgmt-api stop

5. Complete los siguientes pasos en el nodo de administracion recuperado:

a. Inicie sesion en el nodo de administracién recuperado:
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i. Introduzca el siguiente comando: ssh admin@grid node IP
ii. Introduzca la contrasefia que aparece en Passwords . txt archivo.
iii. Introduzca el siguiente comando para cambiar a la raiz: su -
iv. Introduzca la contrasefia que aparece en Passwords . txt archivo.
b. Detenga EL servicio MI: service mi stop
C. Detenga el servicio API de gestion: service mgmt-api stop
d. Afiada la clave privada SSH al agente SSH. Introduzca:ssh-add
€. Introduzca la contrasena de acceso SSH que aparece en la Passwords . txt archivo.

f. Copie la base de datos del nodo de administracién de origen al nodo de administracion recuperado:
/usr/local/mi/bin/mi-clone-db.sh Source Admin Node IP

g. Cuando se le solicite, confirme que desea sobrescribir la base DE datos Ml en el nodo de
administracién recuperado.

La base de datos y sus datos historicos se copian en el nodo de administracion recuperado. Una vez
realizada la operacion de copia, el script inicia el nodo de administracién recuperado.

h. Cuando ya no necesite un acceso sin contrasefias a otros servidores, quite la clave privada del agente
SSH. Introduzca:ssh-add -D

6. Reinicie los servicios en el nodo de administracién de origen: service servermanager start

Restaurar las métricas de Prometheus al recuperar un nodo de administracion que no sea primario

De manera opcional, puede conservar las métricas historicas que mantiene Prometheus
en un nodo de administracion no primario que haya fallado.

* El nodo de administrador recuperado debe estar instalado y en ejecucion.
* El sistema StorageGRID debe incluir al menos dos nodos de administracion.
* Debe tener la Passwords. txt archivo.

* Debe tener la clave de acceso de aprovisionamiento.

Si falla un nodo de administracion, se pierden las métricas que se mantienen en la base de datos Prometheus
del nodo de administracion. Cuando recupera el nodo de administracion, el proceso de instalacién del
software crea una nueva base de datos Prometheus. Una vez iniciado el nodo de administracién recuperado,
este registra las métricas como si hubiera realizado una nueva instalacion del sistema StorageGRID.

Si restaur6 un nodo de administracion no primario, puede restaurar las métricas histéricas copiando la base de
datos Prometheus del nodo de administracion principal (el Source Admin Node) en el nodo de administracion
recuperado.

La copia de la base de datos Prometheus puede tardar una hora o mas. Algunas funciones de
@ Grid Manager no estaran disponibles mientras los servicios se detengan en el nodo de
administracién de origen.

1. Inicie sesién en el nodo de administrador de origen:

a. Introduzca el siguiente comando: ssh admin@grid node IP
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b. Introduzca la contrasefia que aparece en Passwords . txt archivo.
C. Introduzca el siguiente comando para cambiar a la raiz: su -
d. Introduzca la contrasefia que aparece en Passwords . txt archivo.

2. Desde el nodo de administracion de origen, detenga el servicio Prometheus: service prometheus
stop

3. Complete los siguientes pasos en el nodo de administracién recuperado:

a. Inicie sesion en el nodo de administracién recuperado:
. Introduzca el siguiente comando: ssh admin@grid node IP
ii. Introduzca la contrasefia que aparece en Passwords. txt archivo.
iii. Introduzca el siguiente comando para cambiar a la raiz: su -
Iv. Introduzca la contrasefia que aparece en Passwords . txt archivo.
b. Detenga el servicio Prometheus: service prometheus stop
C. Anada la clave privada SSH al agente SSH. Introduzca:ssh-add
d. Introduzca la contrasefia de acceso SSH que aparece en la Passwords . txt archivo.

e. Copie la base de datos Prometheus del nodo de administracion de origen al nodo de administracion
recuperado: /usr/local/prometheus/bin/prometheus-clone-db.sh
Source Admin Node IP

f. Cuando se le solicite, pulse Intro para confirmar que desea destruir la nueva base de datos
Prometheus del nodo de administracién recuperado.

La base de datos Prometheus original y sus datos histéricos se copian al nodo de administracion
recuperado. Una vez realizada la operacion de copia, el script inicia el nodo de administracion
recuperado. Aparece el siguiente estado:

Base de datos clonada, servicios de inicio

a. Cuando ya no necesite un acceso sin contrasefias a otros servidores, quite la clave privada del agente
SSH. Introduzca:ssh-add -D

4. Reinicie el servicio Prometheus en el nodo de administracion de origen.service prometheus start

Recuperarse de fallos de nodos de puerta de enlace

Debe completar una secuencia de tareas para poder recuperarlas de un fallo en el nodo
de puerta de enlace.
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Prepare for node recovery.

v

Replace node.

VMware SEF.-.I'ICES Linux
appliance

Cormrective
actions taken when
restoring node?

See the
“What next?"”
section for details.

Recoveryis
complete.

Yes

—force flag
l force-recovery

Select Start Recovery to

> configure the Gateway Node

Informacion relacionada
"SG100 servicios de aplicaciones SG1000"

Pasos

+ "Reemplazar un nodo de puerta de enlace"

» "Seleccione Start Recovery para configurar un nodo de puerta de enlace"

Reemplazar un nodo de puerta de enlace

Puede reemplazar un nodo de puerta de enlace con error por un nodo de puerta de

enlace que se ejecute en el mismo hardware fisico o virtual, o puede reemplazar un nodo
de puerta de enlace que se ejecute en VMware o un host Linux por un nodo de puerta de

enlace alojado en un dispositivo de servicios.

El procedimiento de sustitucion de nodo que se debe seguir depende de la plataforma que utilice el nodo de
reemplazo. Una vez completado el procedimiento de sustitucion de nodo (que es adecuado para todos los

tipos de nodos), dicho procedimiento le dirigira al siguiente paso para la recuperacion de nodos de puerta de

enlace.
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Plataforma de sustitucion Procedimiento

VMware "Reemplazar un nodo VMware"
Linux "Reemplazar un nodo Linux"

Servicios de aplicaciones SG100y "Sustitucion de un dispositivo de servicios"
SG1000

OpenStack Las operaciones de recuperacion ya no son compatibles con los
archivos de disco de maquinas virtuales y los scripts de OpenStack que
proporciona NetApp. Si necesita recuperar un nodo que se ejecuta en
una implementacion de OpenStack, descargue los archivos para el
sistema operativo Linux. A continuacion, siga el procedimiento para
reemplazar un nodo Linux.

Seleccione Start Recovery para configurar un nodo de puerta de enlace

Después de reemplazar un nodo de puerta de enlace, debe seleccionar Iniciar
recuperacion en el Administrador de grid para configurar el nuevo nodo como reemplazo
del nodo con error.

Lo que necesitara
* Debe iniciar sesién en Grid Manager mediante un explorador compatible.

* Debe tener los permisos de mantenimiento o acceso raiz.
* Debe tener la clave de acceso de aprovisionamiento.

* Debe haber puesto en marcha y configurado el nodo de sustitucion.

Pasos
1. En Grid Manager, seleccione Mantenimiento > tareas de mantenimiento > recuperacion.

2. Seleccione el nodo de cuadricula que desea recuperar en la lista Pending Nodes.

Los nodos aparecen en la lista después de que fallan, pero no podra seleccionar un nodo hasta que se
haya vuelto a instalar y esté listo para la recuperacion.

3. Introduzca la frase de paso de aprovisionamiento.

4. Haga clic en Iniciar recuperacion.
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Recovery
Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.
Pending Nodes
Search Q

Name 11 IPv4 Address I1 State 1T Recoverable I
® 104-217-51 10.96.104.217 Unknown v

Passphrase

Provisioning Passphrase | sssss

Start Recovery

5. Supervise el progreso de la recuperacion en la tabla recuperando Grid Node.

Mientras se esta ejecutando el procedimiento de recuperacion, puede hacer clic en

@ Restablecer para iniciar una nueva recuperacion. Aparece un cuadro de dialogo
Informacion, que indica que el nodo se quedara en estado indeterminado si restablece el
procedimiento.

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

» For WVMware nodes, delete the deployed WM and then redeploy it.
* For StorageGRID appliance nodes, run "sgareinstall” on the node.
# For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

Si desea volver a intentar la recuperacion después de restablecer el procedimiento, debe restaurar el nodo
a un estado preinstalado, de la manera siguiente:

Do you want to reset recovery?

o VMware: Elimine el nodo de la cuadricula virtual desplegada. A continuacion, una vez que esté listo
para reiniciar la recuperacion, vuelva a poner el nodo en marcha.

° Linux: Reinicie el nodo ejecutando este comando en el host Linux: storagegrid node force-
recovery node-name

- Dispositivo: Si desea volver a intentar la recuperacién después de reiniciar el procedimiento, debe
restaurar el nodo del dispositivo a un estado preinstalado ejecutando sgareinstall en el nodo.
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Informacion relacionada

"Preparacion de un aparato para su reinstalacion (sélo sustitucion de la plataforma)”

Se esta recuperando de los errores del nodo de archivado

Debe completar una secuencia de tareas para poder recuperarlas de un fallo en el nodo

de archivado.

Prepare for node recovery.

v

Replace node.
VMware Linux
No ) Yes
Linux host?
Corrective See the
actions taken when QEEOUETY IS What next?
restoring node? complete. section for details.
Yes
—force flag
l force-recovery
Select Start Recovery to

configure the Archive Node.

v

Reset connection to the
cloud.

Acerca de esta tarea

La recuperacion del nodo de archivado se ve afectada por los siguientes problemas:
« Si la politica de ILM se configura para replicar una sola copia.

En un sistema StorageGRID configurado para realizar una Unica copia de objetos, un error de nodo de

archivado puede provocar una pérdida de datos irrecuperable. Si se produce un fallo, todos estos objetos

se pierden; sin embargo, debera seguir realizando procedimientos de recuperacion para «'limpiar» su
sistema StorageGRID y purgar la informacion de objetos perdidos de la base de datos.
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» Si se produce un fallo de un nodo de archivado durante la recuperacion del nodo de almacenamiento.

Si el nodo de archivado falla al procesar recuperaciones masivas como parte de una recuperaciéon de
Storage Node, Debe repetir el procedimiento para recuperar copias de los datos del objeto en el nodo de
almacenamiento desde el principio para garantizar que todos los datos del objeto recuperados del nodo de
archivado se restauren en el nodo de almacenamiento.

Pasos
+ "Reemplazar un nodo de archivado"

+ "Seleccione Start Recovery para configurar un nodo de archivado"
» "Restablecer la conexidn del nodo de archivado al cloud"
Reemplazar un nodo de archivado

Para recuperar un nodo de archivado, primero debe reemplazar el nodo.

Debe seleccionar el procedimiento de sustitucion de nodo para su plataforma. Los pasos para reemplazar un
nodo son los mismos para todos los tipos de nodos de grid.

Plataforma Procedimiento

VMware "Reemplazar un nodo VMware"

Linux "Reemplazar un nodo Linux"

OpenStack Las operaciones de recuperacion ya no son compatibles con los

archivos de disco de maquinas virtuales y los scripts de OpenStack que
proporciona NetApp. Si necesita recuperar un nodo que se ejecuta en
una implementacion de OpenStack, descargue los archivos para el
sistema operativo Linux. A continuacion, siga el procedimiento para
reemplazar un nodo Linux.

Seleccione Start Recovery para configurar un nodo de archivado

Después de reemplazar un nodo de archivado, debe seleccionar Iniciar recuperacion en
el administrador de grid para configurar el nuevo nodo como reemplazo del nodo con
error.

Lo que necesitara
* Debe iniciar sesion en Grid Manager mediante un explorador compatible.

* Debe tener los permisos de mantenimiento o acceso raiz.
* Debe tener la clave de acceso de aprovisionamiento.

» Debe haber puesto en marcha y configurado el nodo de sustitucion.

Pasos
1. En Grid Manager, seleccione Mantenimiento > tareas de mantenimiento > recuperacion.

2. Seleccione el nodo de cuadricula que desea recuperar en la lista Pending Nodes.
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Los nodos aparecen en la lista después de que fallan, pero no podra seleccionar un nodo hasta que se
haya vuelto a instalar y esté listo para la recuperacion.

3. Introduzca la frase de paso de aprovisionamiento.

4. Haga clic en Iniciar recuperacion.

Recovery

Select the failed grid nede to recover, enter your provisioning passphrase, and then click Start Recovery te begin the recovery procedure.
Pending Nodes

Search Q
Name 11 IPv4 Address IT State 1T Recoverable i
® 104-217-S1 10.96.104.217 Unknown v
Passphrase
Provisioning Passphrase | sessss

Start Recovery

5. Supervise el progreso de la recuperacion en la tabla recuperando Grid Node.

Mientras se esta ejecutando el procedimiento de recuperacion, puede hacer clic en
@ Restablecer para iniciar una nueva recuperacion. Aparece un cuadro de dialogo

Informacion, que indica que el nodo se quedara en estado indeterminado si restablece el
procedimiento.

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

* For Viware nodes, delete the deployed WM and then redeploy it.
» For StorageGRID appliance nodes, run "sgareinstall” on the node.
» For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

Do you want to reset recovery?

Si desea volver a intentar la recuperacion después de restablecer el procedimiento, debe restaurar el nodo
a un estado preinstalado, de la manera siguiente:

o VMware: Elimine el nodo de la cuadricula virtual desplegada. A continuacion, una vez que esté listo
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para reiniciar la recuperacion, vuelva a poner el nodo en marcha.

° Linux: Reinicie el nodo ejecutando este comando en el host Linux: storagegrid node force-
recovery node-name

Restablecer la conexion del nodo de archivado al cloud

Después de recuperar un nodo de archivado que se dirige al cloud a través de la APl S3,
debe modificar las opciones de configuracion para restablecer las conexiones. Se activa
una alarma Estado de replicacion saliente (ORSU) si el nodo de archivado no puede
recuperar datos de objeto.

@ Si el nodo de archivado se conecta a almacenamiento externo a través del middleware TSM, el
nodo se restablece automaticamente y no necesita reconfigurar.

Lo que necesitara
Debe iniciar sesién en Grid Manager mediante un explorador compatible.

Pasos
1. Seleccione Soporte > Herramientas > Topologia de cuadricula.

2. Seleccione nodo de archivo > ARC > objetivo.
3. Edite el campo clave de acceso introduciendo un valor incorrecto y haga clic en aplicar cambios.

4. Edite el campo clave de acceso introduciendo el valor correcto y haga clic en aplicar cambios.

Todos los tipos de nodos de grid: Reemplazar un nodo VMware

Cuando recupera un nodo StorageGRID con errores que ha estado alojado en VMware,
debe quitar el nodo con errores y poner en marcha un nodo de recuperacion.

Lo que necesitara
Debe haber determinado que la maquina virtual no se puede restaurar y se debe reemplazar.

Acerca de esta tarea

Se utiliza VMware vSphere Web Client para quitar primero la maquina virtual asociada con el nodo de grid que
ha fallado. A continuacion, puede implementar una nueva maquina virtual.

Este procedimiento es solo un paso del proceso de recuperacion del nodo de cuadricula. El procedimiento de
retirada y puesta en marcha de nodos es el mismo para todos los nodos de VMware, incluidos los nodos de
administrador, nodos de almacenamiento, nodos de puerta de enlace y archivado.

Pasos
1. Inicie sesion en VMware vSphere Web Client.

2. Acceda a la maquina virtual del nodo de grid donde se ha producido el error.
3. Tome nota de toda la informacion necesaria para poner en marcha el nodo de recuperacion.

a. Haga clic con el boton derecho del ratén en la maquina virtual, seleccione la ficha Editar
configuracion y anote la configuracion en uso.

b. Seleccione la ficha vApp Options para ver y registrar la configuracion de red del nodo de cuadricula.

4. Si el nodo de almacenamiento Grid en el que se ha producido el fallo es un nodo de almacenamiento,
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determine si alguno de los discos duros virtuales utilizados para el almacenamiento de datos no esta
dafiado y conservarlos para volver a conectarlos al nodo de grid recuperado.

5. Apague la maquina virtual.

6. Seleccione acciones todas las acciones de vCenter Eliminar del disco para eliminar la maquina virtual.

7. Implemente una maquina virtual nueva para que sea el nodo de reemplazo y conéctelo a una o mas redes
StorageGRID.

Al poner en marcha el nodo, tiene la opcion de reasignar puertos de nodo o aumentar las opciones de
CPU o memoria.

Después de implementar el nuevo nodo, puede agregar nuevos discos virtuales de acuerdo
con sus requisitos de almacenamiento, volver a conectar los discos duros virtuales
conservados desde el nodo de cuadricula con error que se quité anteriormente, o ambos.

Para obtener instrucciones:
"Instale VMware" Poner en marcha un nodo de StorageGRID como maquina virtual

8. Complete el procedimiento de recuperacion de nodos, segun el tipo de nodo que se esta recuperando.

Tipo de nodo Vaya a.

Nodo de administrador principal  "Configurar el nodo de administrador principal de reemplazo"

Nodo de administrador no "Seleccione Start Recovery para configurar un nodo de administrador

primario que no sea primario”

Nodo de puerta de enlace "Seleccione Start Recovery para configurar un nodo de puerta de
enlace"

Nodo de almacenamiento "Seleccione Start Recovery para configurar un nodo de

almacenamiento”

Nodo de archivado "Seleccione Start Recovery para configurar un nodo de archivado”

Todos los tipos de nodos de grid: Reemplazar un nodo Linux

Si un fallo requiere que se ponga en marcha uno o varios hosts fisicos o virtuales nuevos
o se vuelva a instalar Linux en un host existente, debe implementar y configurar el host
de reemplazo para poder recuperar el nodo de grid. Este procedimiento es un paso del
proceso de recuperacién de nodos de grid para todos los tipos de nodos de grid.

"Linux™ se refiere a una implementacion de Red Hat® Enterprise Linux®, Ubuntu®, CentOS o Debian®.
Utilice la herramienta matriz de interoperabilidad de NetApp para obtener una lista de las versiones
compatibles.

Este procedimiento solo se realiza como un paso en el proceso de recuperacion de nodos de almacenamiento

basados en software, nodos de administracion primarios o no primarios, nodos de puerta de enlace o nodos
de archivado. Los pasos son idénticos independientemente del tipo de nodo de cuadricula que se esté
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recuperando.

Si hay mas de un nodo de grid alojado en un host fisico o virtual Linux, es posible recuperar los nodos de grid
en cualquier orden. Sin embargo, si se recupera primero un nodo de administracion principal, si existe, impide
que se cale el resto de nodos de grid, ya que intentan ponerse en contacto con el nodo de administracion
principal para registrarse para la recuperacion.

1. "Implementacion de nuevos hosts Linux"

2. "Restaurar nodos grid en el host"

3. "Cual es la siguiente: Realizar pasos de recuperacion adicionales, si es necesario"

Informacion relacionada

"Herramienta de matriz de interoperabilidad de NetApp"

Implementacion de nuevos hosts Linux

Salvo contadas excepciones, debe preparar los nuevos hosts como hizo durante el
proceso de instalacion inicial.

Para implementar hosts Linux fisicos o virtuales nuevos o reinstalados, siga el procedimiento para preparar los
hosts en las instrucciones de instalacion de StorageGRID del sistema operativo Linux.

Este procedimiento incluye los pasos necesarios para realizar las siguientes tareas:

1. Instale Linux.

2. Configure la red del host.

3. Configurar el almacenamiento del host.
4. Instale Docker.
5

. Instale el servicio de host StorageGRID.

@ Pare después de completar la tarea "instalar el servicio de host de StorageGRID™ en las
instrucciones de instalacion. No inicie la tarea "D ebolling grid Nodes".

Cuando realice estos pasos, tenga en cuenta las siguientes directrices importantes:

» Asegurese de usar los mismos nombres de interfaz de host que haya utilizado en el host original.

« Si utiliza almacenamiento compartido para dar soporte a los nodos StorageGRID o ha movido algunas o
todas las unidades de disco o SSD de los nodos de error a los de sustitucion, debe restablecer las mismas
asignaciones de almacenamiento que existian en el host original. Por ejemplo, si utilizd6 WWID y alias en
/etc/multipath.conf Tal y como se recomienda en las instrucciones de instalacion, asegurese de
utilizar las mismas parejas de alias/WWID en /etc/multipath.conf en el host de reemplazo.

 Si el nodo StorageGRID utiliza almacenamiento asignado desde un sistema AFF de NetApp, confirme que
el volumen no tiene habilitada la politica de organizacion en niveles de FabricPool. Al deshabilitar el
almacenamiento en niveles de FabricPool para los volumenes que se usan con los nodos StorageGRID,
se simplifica la solucién de problemas y las operaciones de almacenamiento.

No utilice nunca FabricPool para colocar en niveles datos relacionados con StorageGRID
@ en el propio StorageGRID. La organizacion en niveles de los datos de StorageGRID en
StorageGRID aumenta la solucion de problemas y la complejidad operativa.
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Informacion relacionada

"Instale Red Hat Enterprise Linux o CentOS"

"Instalar Ubuntu o Debian"

Restaurar nodos grid en el host

Para restaurar un nodo de grid con errores en un nuevo host Linux, puede restaurar el
archivo de configuracion del nodo con los comandos correspondientes.

Cuando se realiza una instalacion nueva, se crea un archivo de configuracion de nodos para cada nodo de
grid que se instala en un host. Cuando restaura un nodo de grid en un host de reemplazo, restaura o sustituye
el archivo de configuracién de nodos en los nodos de grid con errores.

Si alguno de los volumenes de almacenamiento en bloque se conservo del host anterior, es posible que deba
realizar procedimientos de recuperacion adicionales. Los comandos de esta seccion le ayudan a determinar
qué procedimientos adicionales son necesarios.

Pasos

» "Restaurar y validar nodos de grid"
* "Iniciar el servicio de host StorageGRID"

» "Recuperacion de nodos que no se pueden iniciar normalmente”

Restaurar y validar nodos de grid

Es necesario restaurar los archivos de configuracion de grid para los nodos de grid con
errores, a continuacion, validar los archivos de configuracion de grid y resolver los
errores que se produzcan.

Acerca de esta tarea

Puede importar cualquier nodo de cuadricula que deba estar presente en el host, siempre que lo esté
/var/local no se perdio el volumen como resultado de un error del host anterior. Por ejemplo, la
/var/local Es posible que el volumen siga existiendo si utilizé almacenamiento compartido para los
volumenes de datos del sistema StorageGRID, como se describe en las instrucciones de instalacion de
StorageGRID para el sistema operativo Linux. Al importar el nodo se restaura el archivo de configuracion del
nodo en el host.

Si no es posible importar los nodos que faltan, debe volver a crear los archivos de configuracién de grid.
A continuacién, debe validar el archivo de configuracion de grid y resolver cualquier problema de red o
almacenamiento que pueda producirse antes de reiniciar StorageGRID. Cuando vuelva a crear el archivo de

configuracion para un nodo, debe usar el mismo nombre para el nodo de sustitucion que se utilizé para el
nodo que se esta recuperando.

Consulte las instrucciones de instalacion para obtener mas informacion sobre la ubicacion de /var/local
volumen para un nodo.

Pasos

1. Enla linea de comandos del host recuperado, se enumeran todos los nodos de grid StorageGRID
configurados actualmente:sudo storagegrid node list

Si no se configura ningun nodo de cuadricula, no se producira ningun resultado. Si se configuran algunos
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nodos de grid, se debe esperar la salida con el siguiente formato:

dcl-adml
dcl-gwl
dcl-snl
dcl-arcl

Metadata-Volume

/dev/mapper/sgws—-adml-var-local
/dev/mapper/sgws-gwl-var-local
/dev/mapper/sgws-snl-var-local
/dev/mapper/sgws-arcl-var-local

Si no aparecen algunos o todos los nodos de grid que deben configurarse en el host, debe restaurar los
nodos de grid que faltan.

2. Para importar los nodos de cuadricula que tienen un /var/local volumen:

a. Ejecute el siguiente comando para cada nodo que desee importar:sudo storagegrid node
import node-var-local-volume-path

La storagegrid node import el comando solo se realiza correctamente si el nodo de destino se
apaga correctamente en el host en el que se ejecutd por ultima vez. Si no es asi, observara un error
similar al siguiente:

This node

(node-name) appears to be owned by another host (UUID host-uuid).

Use the --force flag if you are sure import is safe.

a. Sive el error sobre el nodo que pertenece a otro host, ejecute el comando de nuevo con el --force
indicador para completar la importacién:sudo storagegrid --force node import node-var-
local-volume-path

®

Todos los nodos importados con el -—force El indicador necesitara pasos de
recuperacion adicionales antes de que puedan volver a unirse a la cuadricula, tal y
como se describe en la seccion «realizacion de pasos adicionales de recuperacion, si
€s necesario».

3. Para los nodos de grid que no tienen un /var/local volumen, vuelva a crear el archivo de configuracién
del nodo para restaurarlo al host.
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Siga las instrucciones de la seccion

creacion de archivos de configuracion de nodos™ en las

instrucciones de instalacion.

Cuando vuelva a crear el archivo de configuraciéon para un nodo, debe usar el mismo
nombre para el nodo de sustitucion que se utilizé para el nodo que se esta recuperando. En
las implementaciones de Linux, asegurese de que el nombre del archivo de configuracion

@ contenga el nombre del nodo. Se deben utilizar las mismas interfaces de red, asignaciones
de dispositivos de bloque y direcciones IP cuando sea posible. Esta practica minimiza la
cantidad de datos que se debe copiar al nodo durante la recuperacion, lo que puede hacer
que la recuperacion sea significativamente mas rapida (en algunos casos, minutos en lugar
de semanas).



Si utiliza dispositivos de bloque nuevos (dispositivos que el nodo StorageGRID no utilizé
anteriormente) como valores para cualquiera de las variables de configuraciéon que

@ comienzan por BLOCK_DEVICE Cuando vaya a recrear el archivo de configuracion de un
nodo, asegurese de seguir todas las directrices de la seccion "'solucion de errores de
dispositivo de bloque que faltan.™

4. Ejecute el siguiente comando en el host recuperado para enumerar todos los nodos StorageGRID.
sudo storagegrid node list

5. Validar el archivo de configuracién del nodo de cada nodo de cuadricula cuyo nombre se muestra en el
resultado de la lista de nodos StorageGRID:

sudo storagegrid node validate node-name
Debe solucionar cualquier error o advertencia antes de iniciar el servicio de host de StorageGRID. En las

siguientes secciones se ofrecen mas detalles sobre los errores que pueden tener un significado especial
durante la recuperacion.

Informacion relacionada
"Instale Red Hat Enterprise Linux o CentOS"

"Instalar Ubuntu o Debian"
"Correccion de errores de interfaz de red ausentes"
"Correccion de errores de dispositivo de bloque ausente”

"Cual es la siguiente: Realizar pasos de recuperacion adicionales, si es necesario"

Correccion de errores de interfaz de red ausentes

Si la red host no esta configurada correctamente o se ha escrito un nombre de forma
incorrecta, se produce un error cuando StorageGRID comprueba la asignacion
especificada en /etc/storagegrid/nodes/node—-name.conf archivo.

Es posible que aparezca un error o una advertencia que coincida con este patron:

Checking configuration file ‘/etc/storagegrid/nodes/node-name.conf para el nodo node-
name..."! 'ERROR: node-name: GRID_NETWORK_TARGET = host-interface-name’ Node-name: La interfaz
'host-interface-name' no existe'

Se puede informar del error en la red de cuadricula, la red de administracion o la red de cliente. Este error
significa que /etc/storagegrid/nodes/node-name.conf El archivo asigna la red StorageGRID indicada
a la interfaz del host llamada host-interface-name, pero no hay interfaz con ese nombre en el host actual.

Si recibe este error, compruebe que ha completado los pasos de "Como utilizar nuevos hosts Linux". Utilice los
mismos nombres para todas las interfaces de host que se usaron en el host original.

Si no puede asignar un nombre a las interfaces del host para que coincidan con el archivo de configuracion
del nodo, puede editar el archivo de configuracién del nodo y cambiar el valor DE
GRID_NETWORK_TARGET, ADMIN_NETWORK_TARGET o CLIENT_NETWORK_TARGET para que
coincida con una interfaz de host existente.
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Asegurese de que la interfaz del host proporciona acceso al puerto de red fisica o VLAN adecuados y que la
interfaz no haga referencia directamente a un dispositivo de enlace o puente. Debe configurar una VLAN (u
otra interfaz virtual) en la parte superior del dispositivo de enlace en el host o usar un puente y un par virtual
Ethernet (veth).

Informacion relacionada

"Implementacion de nuevos hosts Linux"

Correccion de errores de dispositivo de bloque ausente

El sistema comprueba que cada nodo recuperado se asigna a un archivo especial de
dispositivo de bloque valido o a un archivo especial de dispositivo de bloque valido. Si
StorageGRID encuentra una asignacion no valida en
/etc/storagegrid/nodes/node-name.conf archivo, aparece un error de
dispositivo de bloque ausente.

Si observa un error que coincide con este patron:

Checking configuration file /etc/storagegrid/nodes/node-name.conf for node node-
name...  ERROR: node-name: BLOCK_DEVICE PURPOSE = path-name’ node-name: path-name no existe'

Significa eso /etc/storagegrid/nodes/node-name.conf Asigna el dispositivo de bloque utilizado por
node-name CON EL PROPOSITO del nombre de ruta de acceso dado en el sistema de archivos Linux, pero
no hay un archivo especial de dispositivo de bloque valido o softlink a un archivo especial de dispositivo de
bloque, en esa ubicacion.

Compruebe que ha completado los pasos de "D ebolling new Linux hosts". Utilice los mismos nombres de
dispositivo persistentes para todos los dispositivos de bloque que se usaron en el host original.

Si no puede restaurar o volver a crear el archivo especial del dispositivo de bloque que falta, puede asignar un
nuevo dispositivo de bloque del tamafio y categoria de almacenamiento adecuados y editar el archivo de
configuracion del nodo para cambiar el valor de BLOCK_DEVICE_PURPOSE para que apunte al nuevo
archivo especial del dispositivo de bloque.

Determine el tamafio y la categoria de almacenamiento adecuados de las tablas de la seccion «requisitos de
almacenamiento» de las instrucciones de instalacion del sistema operativo Linux. Revise las recomendaciones
que se indican en «"Configuracion del almacenamiento host"» antes de proceder con la sustitucion del
dispositivo de bloque.

Si debe proporcionar un nuevo dispositivo de almacenamiento en bloques para cualquiera de
las variables del archivo de configuracion que comiencen con BLOCK _DEVICE debido a que el
dispositivo de bloque original se perdi6 con el host con error, asegurese de que el nuevo

@ dispositivo de bloque no tiene formato antes de intentar realizar mas procedimientos de
recuperacion. El nuevo dispositivo de bloques no formateara si utiliza almacenamiento
compartido y ha creado un volumen nuevo. Si no esta seguro, ejecute el siguiente comando en
cualquier archivo especial nuevo del dispositivo de almacenamiento en bloques.

Ejecute el siguiente comando solo para nuevos dispositivos de almacenamiento en bloques. No
@ ejecute este comando si cree que el almacenamiento en bloque sigue contiene datos validos
para el nodo que se va a recuperar, ya que se perderan todos los datos del dispositivo.
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sudo dd if=/dev/zero of=/dev/mapper/my-block-device-name bs=1G count=1

Informacion relacionada

"Implementacién de nuevos hosts Linux"
"Instale Red Hat Enterprise Linux o CentOS"

"Instalar Ubuntu o Debian"

Iniciar el servicio de host StorageGRID

Para iniciar los nodos de StorageGRID y asegurarse de que reinicien después del
reinicio de un host, debe habilitar e iniciar el servicio de host StorageGRID.

1. Ejecute los siguientes comandos en cada host:
sudo systemctl enable storagegrid
sudo systemctl start storagegrid
2. Ejecute el siguiente comando para asegurarse de que se sigue la implementacion:
sudo storagegrid node status node-name
Para los nodos que devuelven el estado sin ejecucién o detenido, ejecute el siguiente comando:

sudo storagegrid node start node-name

3. Si anteriormente habilito e inicié el servicio de host de StorageGRID (o si no esta seguro de si el servicio
se ha habilitado e iniciado), también debe ejecutar el siguiente comando:

sudo systemctl reload-or-restart storagegrid

Recuperacion de nodos que no se pueden iniciar normalmente

Si un nodo StorageGRID no vuelve a unirse a la cuadricula con normalidad y no se
muestra como recuperable, puede dafarse. Puede forzar el nodo en el modo de
recuperacion.

Para forzar el nodo en el modo de recuperacion:

sudo storagegrid node force-recovery node-name

Antes de emitir este comando, confirme que la configuracion de red del nodo es correcta; es
posible que no haya podido volver a unirse a la cuadricula debido a asignaciones de interfaz de
red incorrectas o0 a una direccién IP o puerta de enlace de red de red incorrecta.
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@ Después de emitir el storagegrid node force-recovery node-name debe realizar
pasos de recuperacion adicionales para node-name.

Informacion relacionada
"Cual es la siguiente: Realizar pasos de recuperacion adicionales, si es necesario"

Lo siguiente: Realizar pasos adicionales de recuperacion, si es necesario

Segun las acciones especificas que haya tomado para ejecutar los nodos StorageGRID
en el host de reemplazo, es posible que deba realizar otros pasos de recuperacion para
cada nodo.

La recuperacion de nodos esta completa si no necesitaba tomar ninguna accion correctiva mientras sustituyé
el host Linux o restauré el nodo de la cuadricula con errores en el nuevo host.

Acciones correctivas y pasos siguientes

Durante el reemplazo de un nodo, es posible que haya que realizar una de estas acciones correctivas:

* Tenia que usar el --force indicador para importar el nodo.

* Para cualquiera <PURPOSE>, el valor de BLOCK DEVICE <PURPOSE> la variable del archivo de
configuracion hace referencia a un dispositivo de bloque que no contiene los mismos datos que antes del
fallo del host.

* Emitié la emision storagegrid node force-recovery node-name para el nodo.

* Ha agregado un nuevo dispositivo de bloque.

Si ha tomado cualquiera de estas acciones correctivas, debe realizar pasos adicionales de recuperacion.

Tipo de recuperacion Paso siguiente

Nodo de administrador principal "Configurar el nodo de administrador principal de
reemplazo”

Nodo de administrador no primario "Seleccione Start Recovery para configurar un nodo

de administrador que no sea primario"

Nodo de puerta de enlace "Seleccione Start Recovery para configurar un nodo
de puerta de enlace"

Nodo de archivado "Seleccione Start Recovery para configurar un nodo
de archivado"
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Tipo de recuperacion Paso siguiente

Nodo de almacenamiento (basado en software): "Seleccione Start Recovery para configurar un nodo
de almacenamiento”
* Sitenia que usar el --force indicador para
importar el nodo o ha emitido storagegrid
node force-recovery node-name

+ Si tenia que volver a instalar un nodo completo o
tenia que restaurar /var/local

Nodo de almacenamiento (basado en software): "Recuperarse de un fallo en el volumen de
almacenamiento donde la unidad del sistema esta
 Si ha agregado un nuevo dispositivo de bloque. intacta"

* Si, por cualquiera <PURPOSE>, el valor de
BLOCK DEVICE <PURPOSE> la variable del
archivo de configuracién hace referencia a un
dispositivo de bloque que no contiene los mismos
datos que antes del fallo del host.

Reemplazar un nodo con fallos con un dispositivo de servicios

Puede utilizar un dispositivo de servicios SG100 o SG1000 para recuperar un nodo de
puerta de enlace fallido, un nodo de administracién no primario fallido o un nodo de
administracion principal fallido alojado en VMware, un host Linux o un dispositivo de
servicios. Este procedimiento es un paso del procedimiento de recuperacion de nodos de
cuadricula.

Lo que necesitara
* Debe haber determinado que una de las siguientes situaciones es verdadera:

> No se puede restaurar la maquina virtual que aloja el nodo.
o El host Linux fisico o virtual del nodo de grid ha dado error y es necesario reemplazarlo.
o Se debe sustituir el dispositivo de servicios que aloja el nodo Grid.

* Debe asegurarse de que la version de instalador de dispositivos de StorageGRID en el dispositivo de
servicios coincida con la version de software del sistema StorageGRID, como se describe en instalacion y
mantenimiento de hardware para verificar y actualizar la versiéon de instalador de dispositivos de
StorageGRID.

"SG100 servicios de aplicaciones SG1000"

@ No instale un SG100 ni un dispositivo de servicio SG1000 en el mismo sitio. El rendimiento
puede ser impredecible.

Acerca de esta tarea

Puede utilizar un dispositivo de servicios SG100 o SG1000 para recuperar un nodo de red fallido en los casos
siguientes:

* El nodo que ha fallado se hospedé en VMware o Linux (cambio de plataforma).
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* El nodo con errores se hospedd en un dispositivo de servicios (reemplazo de plataforma)

Pasos
* "Instalacion de un dispositivo de servicios (s6lo cambio de plataforma)"

* "Preparacion de un aparato para su reinstalacion (solo sustitucion de la plataforma)"
* "Iniciar la instalacion del software en un dispositivo de servicios"

* "Supervision de la instalacion de las aplicaciones”

Instalacion de un dispositivo de servicios (s6lo cambio de plataforma)

Cuando recupere un nodo de red fallido alojado en VMware o un host Linux y utilice un
dispositivo de servicios SG100 o SG1000 para el nodo de sustitucion, primero debe
instalar el hardware de la nueva aplicacion con el mismo nombre de nodo que el nodo
fallido.

Debe tener la siguiente informacién sobre el nodo con errores:

* Nombre de nodo: Debe instalar el dispositivo de servicios con el mismo nombre de nodo que el nodo que
ha fallado.

» Direcciones IP: Puede asignar el dispositivo de servicios las mismas direcciones IP que el nodo que ha
fallado, que es la opcion preferida, o puede seleccionar una nueva direccion IP no utilizada en cada red.

Realice este procedimiento solo si va a recuperar un nodo con errores alojado en VMware o Linux y lo va a
reemplazar por un nodo alojado en un dispositivo de servicios.

1. Siga las instrucciones para instalar un nuevo dispositivo de servicios SG100 o SG1000.

2. Cuando se le solicite el nombre de un nodo, utilice el nombre del nodo con errores.

Informacion relacionada
"SG100 servicios de aplicaciones SG1000"

Preparacion de un aparato para su reinstalacion (sé6lo sustitucion de la plataforma)

Al recuperar un nodo de cuadricula que se alojo en un dispositivo de servicios, primero
debe preparar el dispositivo para la reinstalacién del software StorageGRID.

Realice este procedimiento solo si va a reemplazar un nodo con errores alojado en un dispositivo de servicios.
No siga estos pasos si el nodo que ha fallado estuvo alojado originalmente en un host VMware o Linux.

1. Inicie sesiéon en el nodo de la cuadricula con errores:

a. Introduzca el siguiente comando: ssh admin@grid node IP

b. Introduzca la contrasefia que aparece en Passwords . txt archivo.
C. Introduzca el siguiente comando para cambiar a la raiz: su -

d. Introduzca la contrasefia que aparece en Passwords . txt archivo.

Cuando ha iniciado sesidén como root, el simbolo del sistema cambia de $ para #.

2. Prepare el dispositivo para la instalacion del software StorageGRID. Introduzca: sgareinstall
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3. Cuando se le solicite continuar, introduzca: y

El dispositivo se reinicia y la sesion SSH finaliza. Normalmente tarda unos 5 minutos en estar disponible el
instalador de dispositivos de StorageGRID; aunque en algunos casos es posible que deba esperar hasta
30 minutos.

El dispositivo de servicios se restablece y ya no se puede acceder a los datos en el nodo de grid. Las
direcciones IP configuradas durante el proceso de instalacion original deben permanecer intactas; sin
embargo, se recomienda confirmarlo cuando finalice el procedimiento.

Después de ejecutar el sgareinstall Comando, se eliminan todas las cuentas, contrasefias y claves
SSH aprovisionados de StorageGRID, y se generan nuevas claves del host.

Iniciar la instalacién del software en un dispositivo de servicios

Para instalar un nodo de puerta de enlace o un nodo de administracion en un dispositivo
de servicios SG100 o SG1000, utilice el instalador de dispositivos StorageGRID, que se
incluye en el dispositivo.

Lo que necesitara
* El dispositivo debe estar instalado en un rack, conectado a las redes y encendido.

» Los enlaces de red y las direcciones IP deben configurarse para el dispositivo mediante el instalador de
dispositivos de StorageGRID.

» Siva a instalar un nodo de puerta de enlace o un nodo de administrador que no sea primario, conoce la
direccion IP del nodo de administrador principal de la cuadricula de StorageGRID.

» Todas las subredes de red de cuadricula que aparecen en la pagina Configuracion de IP del instalador de
dispositivos StorageGRID deben estar definidas en la lista de subredes de red de cuadricula del nodo de
administracion principal.

Para obtener instrucciones sobre como completar estas tareas de requisitos previos, consulte las
instrucciones de instalacion y mantenimiento de un dispositivo de servicios SG100 o SG1000.
* Debe utilizar un navegador web compatible.

* Debe conocer una de las direcciones IP asignadas al dispositivo. Puede utilizar la direccion IP para la red
de administracion, la red de red o la red de cliente.

» Si esta instalando un nodo de administracién principal, tiene disponibles los archivos de instalacién de
Ubuntu o Debian para esta version de StorageGRID.

Una version reciente del software StorageGRID esta precargada en el dispositivo de

@ servicios durante la fabricacion. Si la version precargada del software coincide con la
version que se esta utilizando en la implementacion de StorageGRID, no necesita los
archivos de instalacion.

Acerca de esta tarea
Para instalar el software StorageGRID en un dispositivo de servicios SG100 o SG1000:

« Para un nodo de administracion principal, debe especificar el nombre del nodo y luego cargar los paquetes
de software adecuados (si es necesario).

* En el caso de un nodo de administrador que no sea primario o un nodo de puerta de enlace, debe

171



especificar o confirmar la direccion IP del nodo de administracion principal y el nombre del nodo.
* Inicia la instalacion y espera a que los volumenes estén configurados y el software esté instalado.

* Paso a través del proceso, la instalacidn se detiene. Para reanudar la instalacion, debe iniciar sesion en
Grid Manager y configurar el nodo pendiente como reemplazo del nodo que ha fallado.

» Una vez que haya configurado el nodo, se completa el proceso de instalacion del dispositivo y el
dispositivo se reinicia.

Pasos
1. Abra un explorador e introduzca una de las direcciones IP del dispositivo de servicios SG100 o SG1000.

https://Controller IP:8443

Aparece la pagina de inicio del instalador de dispositivos de StorageGRID.

NetApp” StorageGRID" Appliance Installer

Home Configure Networking - Configure Hardware - Maonitor Installation Advanced -
Home
This Node
MNode type Gateway j
Mode name MNetApp-SGA

Primary Admin Node connection

Enable Admin

Node discovery Uncheck to manually enter

the Primary Admin Node [P

Connection state Admin Node discovery is in
progress

Installation

Current state Unable to start installation.
The Admin Node connection

is not ready.

2. Para instalar un nodo de administracién principal:
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a. En la seccion este nodo, para Tipo de nodo, seleccione Administracion primaria.

b. En el campo Nombre de nodo, introduzca el mismo nombre que se utilizé para el nodo que esta
recuperando y haga clic en Guardar.

c. En la seccion instalacion, compruebe la versidn de software que aparece en el estado actual
Si la version del software que esta lista para instalar es correcta, vaya a la Paso de |a instalacion.

d. Si necesita cargar una version de software diferente, en el menu Avanzado, seleccione cargar
software StorageGRID.

Aparecera la pagina Upload StorageGRID Software (cargar software de).

NetApp® StorageGRID® Appliance Installer Help ~

Home Configure Networking ~ Configure Hardware ~ IMonitor Installation Advanced v

Upload StorageGRID Software

If this node is the primary Admin Node of a new deployment, you must use this page to upload the StorageGRID software installation package, unless the
version of the software you want to install has already been uploaded. If you are adding this node to an existing deployment, you can avoid network traffic by
uploading the installation package that matches the software version running on the existing grid. If you do not upload the comrect package, the node obtains
the software from the grid's primary Admin Node during installation.

Current StorageGRID Installation Software

Version None

Package Name None

Upload StorageGRID Installation Software

Software Browse
Package

Checksum File Browse

a. Haga clic en examinar para cargar el software paquete de software y Archivo de suma de
comprobacion para StorageGRID.

Los archivos se cargan de forma automatica después de seleccionarlos.

b. Haga clic en Inicio para volver a la pagina de inicio del instalador de dispositivos StorageGRID.
3. Para instalar un nodo de puerta de enlace o un nodo de administracién que no sea principal:
a. En la seccién este nodo, para Tipo de nodo, seleccione Puerta de enlace o Administraciéon no
primaria, segun el tipo de nodo que esté restaurando.

b. En el campo Nombre de nodo, introduzca el mismo nombre que se utilizd para el nodo que esta
recuperando y haga clic en Guardar.

c. En la seccion Conexion del nodo de administracion principal, determine si necesita especificar la
direccion IP para el nodo de administracién principal.

El instalador de dispositivos de StorageGRID puede detectar esta direccion IP automaticamente,
suponiendo que el nodo de administracion principal o, al menos, otro nodo de grid con ADMIN_IP
configurado, esté presente en la misma subred.
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d. Si no se muestra esta direccion IP o es necesario modificarla, especifique la direccion:
Opcioén Descripcion

Entrada IP manual a. Anule la seleccion de la casilla de verificacion Activar
descubrimiento de nodo de administracion.

b. Introduzca la direccion IP de forma manual.
c. Haga clic en Guardar.

d. Espere mientras el estado de conexidn para la nueva direccion IP
se convierte en "muy listo".

Deteccion automatica de todos a. Active la casilla de verificacion Activar descubrimiento de
los nodos principales de nodos de administracion.

administracion conectados . . . .
b. En la lista de direcciones IP detectadas, seleccione el nodo de

administracioén principal para la cuadricula en la que se va a
implementar este dispositivo de servicios.

c. Haga clic en Guardar.

d. Espere mientras el estado de conexion para la nueva direccion IP
se convierte en "muy listo".

4. en la seccion instalacion, confirme que el estado actual esta preparado para iniciar la instalacion del
nombre del nodo y que el botdn Start Installation esta activado.

Si el boton Iniciar instalaciéon no esta activado, es posible que deba cambiar la configuracion de red o la
configuracion del puerto. Para obtener instrucciones, consulte las instrucciones de instalacion y
mantenimiento del aparato.

5. En la pagina de inicio del instalador de dispositivos StorageGRID, haga clic en Iniciar instalacion.

El estado actual cambia a "instalacion en curso™ y se muestra la pagina de instalacion del monitor.

@ Si necesita acceder a la pagina de instalacion del monitor manualmente, haga clic en
instalacion del monitor en la barra de menus.

Informacion relacionada
"SG100 servicios de aplicaciones SG1000"

Supervision de la instalacion de las aplicaciones

El instalador del dispositivo StorageGRID proporciona el estado hasta que se completa la
instalacion. Una vez finalizada la instalacion del software, el dispositivo se reinicia.

1. Para supervisar el progreso de la instalacion, haga clic en instalaciéon del monitor en la barra de menus.

La pagina Monitor Installation (instalacion del monitor) muestra el progreso de la instalacion.
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Monitor Installation

1. Configure storage Complete
2. Install OS Running
Step Progress Status

Obtain installer binaries

Configure installer

Install OS
3. Install StorageGRID Pending
4. Finalize installation Pending

La barra de estado azul indica qué tarea esta en curso actualmente. Las barras de estado verdes indican
tareas que se han completado correctamente.

El instalador garantiza que no se vuelvan a ejecutar las tareas completadas en una
instalacion anterior. Si vuelve a ejecutar una instalacion, las tareas que no necesitan volver
a ejecutarse se muestran con una barra de estado verde y el estado de "Shided."

2. Revise el progreso de las dos primeras etapas de instalacion.
o 1. Configurar almacenamiento

Durante esta fase, el instalador borra toda la configuracion existente de las unidades y configura la
configuracion del host.

o 2. Instalar OS

Durante esta fase, el instalador copia la imagen del sistema operativo base para StorageGRID desde
el nodo de administracion principal al dispositivo o instala el sistema operativo base desde el paquete
de instalacion del nodo de administracion principal.

3. Continue supervisando el progreso de la instalacion hasta que se produzca una de las siguientes
situaciones:

o Para los nodos de puerta de enlace del dispositivo o los nodos de administracion de dispositivos no
primarios, la etapa instalar StorageGRID se detiene y aparece un mensaje en la consola integrada,
solicitandole que apruebe este nodo en el nodo de administracion mediante el Administrador de grid.
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Home Configure Networking « Configure Hardware « Monitor Installation Advanced «

Monitor Installation

1. Configure storage Complete
2. Install OS5 Complete
3. Install StorageGRID Running
4. Finalize installation Pending

Connected (unencrypted) to: QEMU

platform.typen: Device or resource busy

[2017-07-31T2Z2:09:12 .3625661 INFO [INSG]1 NOTICE: seeding ~wvar-local with c

ontainer data
-07-31TZ22:99:12 .3662051 INFO [INSG] Fixing permissions
-07-31T22:09:12.3696331 INFO [INSG]1 Enabling syslog
—07-31TZ2:09:12.5115331 INFO [INSG]1 Stopping system logging: syslog-n

112 .570096 1 INFO [INSG] Starting system logging: syslog-n

09:12.5763601 INFD [INSG] Beginning negotiation for downloa
of node configuration
[2017-07-31T22:09:12 .5813631 INFO [IN3G]
[2017-07-31T2Z2:09:12 5850661 INFO [INSG]
-0?7-31TZ2:99:12.5883141 INFO [INSG]
-07-31T2Z2:09:12.5918511 INFO [INSG]
-07-31T22:09:12 .5948861 INFO [IN3G]
-0?-31TZ2:909:12.5983601 INFO [INSG]
-0?7-31TZ2:99:12.6013241 INFO [INSG]
-07-31T2Z2:09:12 .6047591 INFO [INSG]
-07-31T2Z2:09:12 . 6078001 INFO [IN3G]
-0?-31TZ2:99:12.6109851 INFO [INSG]
-0?7-31TZ2:99:12.6145971 INFO [INSG]
-07-31TZ22:09:12 .6182821 INFOD [INSG] Please approve this node on the A
min Node GHI to proceed...

> En el caso de los nodos de administracién principales del dispositivo, aparece una quinta fase (Load
StorageGRID Installer). Si la quinta fase esta en curso durante mas de 10 minutos, actualice la pagina
manualmente.
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NetApp® StorageGRID® Appliance Installer Help ~

Home Configure Networking Configure Hardware Monitor Installation Advanced -

Monitor Installation

1. Configure storage Complete

2. Install OS Complete
3. Install StorageGRID Complete
4. Finalize installation Complate
5. Load StorageGRID Installer Running
Step Progress Status

Starting StorageGRID Installer M Do not refresh. You will be redirected when the installer is ready

4. Continue con el siguiente paso del proceso de recuperacion del tipo de nodo de grid de dispositivo que
esta recuperando.

Tipo de recuperacion Referencia

Nodo de puerta de enlace "Seleccione Start Recovery para configurar un nodo de puerta de
enlace"

Nodo de administrador no "Seleccione Start Recovery para configurar un nodo de administrador

primario que no sea primario”

Nodo de administrador principal  "Configurar el nodo de administrador principal de reemplazo"

Cémo realiza la recuperacion del sitio el soporte técnico

Si un sitio de StorageGRID en su totalidad falla o ocurre un error en varios nodos de
almacenamiento, debe ponerse en contacto con el soporte técnico. El soporte técnico
evaluara su situacion, desarrollara un plan de recuperacién y, a continuacion, recuperara
los nodos o instalaciones en los que se haya producido un error que cumpla con sus
objetivos empresariales, optimizara el tiempo de recuperacion y evitara la pérdida
innecesaria de datos.

@ Solo el soporte técnico puede realizar la recuperacion del sitio.

Los sistemas StorageGRID se adaptan a una gran variedad de fallos y es posible realizar muchos de los
procedimientos de recuperacion y mantenimiento por su cuenta. Sin embargo, es dificil crear un procedimiento
de recuperacion del sitio, generalizado porque los pasos detallados dependen de factores que son especificos
de su situacion. Por ejemplo:

» Sus objetivos de negocio: Después de la pérdida completa de un sitio StorageGRID, usted debe evaluar
la mejor manera de cumplir sus objetivos de negocio. Por ejemplo, ¢, desea reconstruir el sitio perdido en el
lugar? ¢ Desea sustituir el sitio StorageGRID perdido en una nueva ubicacién? Cada situacion de cliente
es diferente y su plan de recuperacion debe estar disefiado para responder a sus prioridades.
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* Naturaleza exacta del error: Antes de comenzar una recuperacion del sitio, es importante establecer si
alguno de los nodos en el sitio fallido esta intacto o si alguno de los nodos de almacenamiento contiene
objetos recuperables. Si reconstruye nodos o volumenes de almacenamiento que contienen datos validos,
podria producirse una pérdida de datos innecesaria.

 Politica de ILM activa: El numero, el tipo y la ubicacion de las copias de objetos de la cuadricula esta
controlado por su politica de ILM activa. Los detalles especificos de su politica de ILM pueden afectar la
cantidad de datos recuperables, asi como las técnicas especificas necesarias para la recuperacion.

@ Si un sitio contiene la unica copia de un objeto y el sitio se pierde, el objeto se pierde.

» Consistencia de bloque (o contenedor): El nivel de consistencia aplicado a un cubo (o contenedor)
afecta si StorageGRID replica completamente los metadatos de objeto a todos los nodos vy sitios antes de
decirle a un cliente que la ingesta de objeto fue correcta. Si el nivel de consistencia permite eventualmente
la consistencia, es posible que se hayan perdido algunos metadatos de objetos en el fallo del sitio. Esto
puede afectar a la cantidad de datos recuperables y a los detalles del procedimiento de recuperacion.

» * Historia de los cambios recientes*: Los detalles de su procedimiento de recuperacién pueden verse
afectados por si algun procedimiento de mantenimiento estaba en curso en el momento del fallo o si se
han realizado cambios recientes en su politica de ILM. El soporte técnico debe evaluar el historial reciente
de la red, asi como la situacion actual, antes de iniciar la recuperacion del centro.

Descripcion general de la recuperaciéon del sitio

Esta es una descripcion general del proceso que utiliza el soporte técnico para recuperar un sitio con errores.

@ Solo el soporte técnico puede realizar la recuperacion del sitio.

Contact technical support (TS)
TS reviewsyour business objectives

* T5 collectsdetails about the extent
of the failure

s T5 develops a recovery plan

v

TS recovers failed primary
Admin Node

(if present)

) Caution: Donot us= the
TS recovers failed Storage Nodes recovery procedures designed

+ Replace failed Storage Mode hardware for asingle failed Storage Node.
» Restore chject metadata =

+ Restore object data Data loss will occur.

v

TS recovers other failed nodes

1. Pongase en contacto con el soporte técnico.
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El soporte técnico realiza una evaluacion detallada del error y trabaja con usted para revisar sus objetivos
empresariales. A partir de esta informacion, el soporte técnico desarrolla un plan de recuperacién
adaptado a su situacion.

2. El soporte técnico recupera el nodo de administracién principal si se ha producido un error.

3. El soporte técnico recupera todos los nodos de almacenamiento, siguiendo este esquema:

a. Sustituya el hardware o las maquinas virtuales del nodo de almacenamiento segun sea necesario.
b. Restaure los metadatos de objetos al sitio con errores.

c. Restaurar datos de objetos en los nodos de almacenamiento recuperados.

@ Se perderan datos si se utilizan los procedimientos de recuperacion de un unico nodo
de almacenamiento fallido.

@ Cuando falla un sitio entero, se necesitan comandos especializados para restaurar
correctamente los objetos y los metadatos de objetos.

4. El soporte técnico recupera otros nodos con errores.

Una vez recuperados los metadatos y los datos de objetos, los nodos de puerta de enlace con error, los
nodos de administrador que no son primarios y los nodos de archivado pueden recuperarse mediante
procedimientos estandar.

Informacion relacionada

"Decomisionado de sitios"

Procedimiento de retirada

Puede realizar un procedimiento de retirada del servicio para quitar de forma permanente
nodos de cuadricula o de todo un sitio del sistema StorageGRID.

Para quitar un nodo de cuadricula o un sitio, realice uno de los siguientes procedimientos de retirada:

* Realice una retirada de nodo para eliminar uno o mas nodos, que pueden estar en uno o mas sitios. Los
nodos que quita pueden estar en linea y conectados al sistema StorageGRID, o bien pueden estar
desconectados y desconectados.

* Realice una retirada de sitio conectado para eliminar un sitio en el que todos los nodos estén conectados
a StorageGRID.

* Realice una retirada de sitio * desconectado* para eliminar un sitio en el que todos los nodos estén
desconectados de StorageGRID.

Antes de retirar un sitio desconectado, debe ponerse en contacto con el representante de

@ su cuenta de NetApp. NetApp revisara sus requisitos antes de habilitar todos los pasos en
el asistente del sitio de retirada. No deberia intentar retirar un sitio desconectado si cree que
podria recuperar el sitio o recuperar datos de objeto del sitio.

Si un sitio contiene una mezcla de conectado (+*) y nodos desconectados (- o. @), debe volver a conectar
todos los nodos sin conexion.
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Informacion relacionada

"Decomisionado de nodos de grid"

"Decomisionado de sitios"

Decomisionado de nodos de grid

Puede usar el procedimiento de retirada de nodos para quitar uno o varios nodos de
almacenamiento, nodos de puerta de enlace o nodos de administracién no primarios en
uno o mas sitios. No puede retirar el nodo administrador principal ni un nodo de
archivado.

En general, debe retirar los nodos de red solo mientras estan conectados al sistema StorageGRID y todos los
nodos tienen un estado normal (tienen iconos verdes en las paginas nodos y en la pagina nodos de mision).
Sin embargo, si es necesario, puede retirar un nodo de grid desconectado. Antes de quitar un nodo
desconectado, asegurese de comprender las implicaciones y restricciones de ese proceso.

Usar el procedimiento de retirada del nodo cuando se cumple alguna de las siguientes condiciones:

* Anhadio un nodo de almacenamiento de mayor tamafio al sistema y desea quitar uno o mas nodos de
almacenamiento mas pequefios mientras conserva los objetos al mismo tiempo.

* Necesita menos almacenamiento total.

* Ya no se requiere un nodo de puerta de enlace.

* Ya no se requiere un nodo administrador que no sea primario.

« El grid incluye un nodo desconectado que no se puede recuperar ni volver a conectar.

El diagrama de flujo muestra los pasos de alto nivel para retirar los nodos de la cuadricula.
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Pre pare for
decommissioning

* Review considerations
* Gather requred materials
* Ensure no other maintenance

proceduresare in progressor
plnned

* Ensure naoEC repair jobs are

running

v

Navigate to the
Decommission page

v

Select
Decommission Node

Yes

Is
decommissioning
possible for the
node?

Is the node
connected?

Resolve the issue

OKto
decommission while
disconnected?

No

Contact technical support

Recover the node

Decommission the
disconnected node

Decommission the node

Pasos

v

Monitor data repair jobs
(Storage Nodes only)

Ensure drives are
wiped clean

* "Preparacioén para retirar nodos de grid"

"Recoleccion de materiales necesarios"

"Acceso a la pagina nodos de misién"

"Decomisionado de nodos grid desconectados"

"Decomisionado de nodos conectados en la cuadricula"

"Pausar y reanudar el proceso de retirada de los nodos de almacenamiento”

"Solucionar los problemas del decomisionado de nodos"

Yes (data loss might occur)
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Preparacion para retirar nodos de grid

Debe revisar las consideraciones que se deben tener en cuenta al eliminar los nodos de
cuadricula y confirmar que no haya ninguna tarea de reparacion activa para los datos
codificados de borrado.

Pasos
» "Consideraciones sobre el decomisionado de nodos de almacenamiento”

+ "Comprobacion de trabajos de reparacion de datos"

Consideraciones sobre el decomisionado de los nodos de cuadricula

Antes de iniciar este procedimiento para retirar uno o mas nodos, debe comprender las
implicaciones que tendria la eliminacién de cada tipo de nodo. Una vez que el
decomisionado correcto de un nodo, sus servicios se deshabilitaran y el nodo se apagara
automaticamente.

No se puede retirar un nodo si lo hace deja la StorageGRID en estado no valido. Se aplican las siguientes
reglas:

* No se puede retirar el nodo de administrador principal.

* No se pueden retirar nodos de archivado.

* No puede retirar un nodo de administrador ni un nodo de puerta de enlace si una de sus interfaces de red
forma parte de un grupo de alta disponibilidad (ha).

* No puede retirar un nodo de almacenamiento si su eliminacion afectaria al quérum de ADC.
* No puede retirar un nodo de almacenamiento si se requiere para la politica de ILM activa.
* No debe retirar mas de 10 nodos de almacenamiento en un unico procedimiento de nodo de retirada.

* No puede decomisionar un nodo conectado si el grid incluye nodos desconectados (nodos cuyo estado es
desconocido o inactivo administrativamente). Primero, debe decomisionar o recuperar los nodos
desconectados.

« Si la cuadricula contiene varios nodos desconectados, el software requiere que los retire al mismo tiempo,
lo que aumenta la posibilidad de obtener resultados inesperados.

 Si no se puede quitar un nodo desconectado (por ejemplo, un nodo de almacenamiento necesario para el
quorum de ADC), no se puede quitar ningun otro nodo desconectado.

+ Si desea sustituir un dispositivo antiguo con un dispositivo mas reciente, tenga en cuenta el procedimiento
de clonado del nodo del dispositivo en lugar de retirar el nodo antiguo y afadir el nuevo nodo en una
ampliacion.

"Clonado de nodos de dispositivos"

@ No quite la maquina virtual de un nodo de grid ni otros recursos hasta que se le indique hacerlo
en procedimientos de retirada.

Consideraciones sobre la retirada de nodos de administracién o de nodos de puerta de enlace

Revise las siguientes consideraciones antes de retirar un nodo de administracién o un
nodo de puerta de enlace.

182



« El procedimiento de retirada del servicio requiere acceso exclusivo a algunos recursos del sistema, por lo
que debe confirmar que no se estan ejecutando otros procedimientos de mantenimiento.

* No se puede retirar el nodo de administrador principal.

* No puede retirar un nodo de administrador ni un nodo de puerta de enlace si una de sus interfaces de red
forma parte de un grupo de alta disponibilidad (ha). Primero es necesario quitar las interfaces de red del
grupo de alta disponibilidad. Consulte las instrucciones para administrar StorageGRID.

» Segun sea necesario, puede cambiar con seguridad la politica de ILM mientras decomisiona un nodo de
puerta de enlace 0 un nodo de administracién.

« Si retira de servicio un nodo de administracion y esta habilitado el inicio de sesién unico (SSO) para su
sistema StorageGRID, debe recordar que debe eliminar la confianza de la parte que confia del nodo
desde los Servicios de Federacion de Active Directory (AD FS).

Informacion relacionada
"Administre StorageGRID"

Consideraciones sobre el decomisionado de nodos de almacenamiento

Si va a retirar un nodo de almacenamiento, debe comprender cémo StorageGRID
gestiona los datos de objeto y los metadatos de ese nodo.

Se aplican las siguientes consideraciones y restricciones al decomisionar nodos de almacenamiento:

» El sistema debe, en todo momento, incluir suficientes nodos de almacenamiento para satisfacer los
requisitos operativos, incluidos el quérum de ADC y la normativa de ILM activa. Para satisfacer esta
restriccidn, es posible que deba afiadir un nodo de almacenamiento nuevo en una operacién de
ampliacién antes de retirar un nodo de almacenamiento existente.

» Si el nodo de almacenamiento se desconecta durante su retirada, el sistema debe reconstruir los datos
mediante datos de los nodos de almacenamiento conectados, lo que puede producir la pérdida de datos.

» Cuando se quita un nodo de almacenamiento, se deben transferir grandes volumenes de datos de objeto
a través de la red. Si bien estas transferencias no deben afectar a las operaciones normales del sistema,
pueden afectar a la cantidad total de ancho de banda de red que consume el sistema StorageGRID.

+ Las tareas asociadas con el decomisionado de nodos de almacenamiento tienen una prioridad inferior a
las tareas asociadas con las operaciones normales del sistema. Esto significa que el decomisionado no
interfiere con las operaciones normales del sistema StorageGRID y no necesita programarse desde un
punto de inactividad del sistema. Debido a que el desmantelamiento se realiza en segundo plano, es dificil
estimar cuanto tiempo tardara el proceso en completarse. En general, la retirada del servicio finaliza con
mayor rapidez cuando el sistema esta en silencio o si solo se elimina un nodo de almacenamiento al
mismo tiempo.

» Es posible que demore dias o semanas en retirar un nodo de almacenamiento. Planifique este
procedimiento en consecuencia. Aunque el proceso de retirada del servicio esta disefiado para no afectar
a las operaciones del sistema, puede limitar otros procedimientos. En general, se deben realizar las
actualizaciones o expansiones planificadas del sistema antes de quitar nodos de grid.

* Los procedimientos de retirada que implican a los nodos de almacenamiento se pueden pausar durante
ciertas fases para permitir que se ejecuten otros procedimientos de mantenimiento en caso de que sean
necesarios y luego se reanuden una vez completadas.

* No se pueden ejecutar operaciones de reparacion de datos en ningun nodo de cuadricula cuando se esta
ejecutando una tarea de retirada.

* No debe realizar ningun cambio en la politica de ILM mientras se decomisione un nodo de
almacenamiento.

183


https://docs.netapp.com/es-es/storagegrid-115/admin/index.html

« Cuando quita un nodo de almacenamiento, los datos del nodo se migran a otros nodos de grid; sin
embargo, estos datos no se eliminan completamente del nodo de cuadricula dado de servicio. Para
eliminar datos de forma permanente y segura, debe borrar las unidades del nodo de cuadricula dado de
baja una vez completado el procedimiento de retirada.

» Al decomisionar un nodo de almacenamiento, es posible que se eliminen las siguientes alertas y alarmas y
que se puedan recibir las notificaciones SNMP y por correo electrénico relacionadas:

> No se puede comunicar con la alerta de nodo. Esta alerta se activa al retirar un nodo de
almacenamiento que incluye el servicio ADC. La alerta se resuelve cuando finaliza la operacion de
retirada del servicio.

o Alarma VSTU (Estado de verificacion de objetos). Esta alarma de nivel de aviso indica que el nodo de
almacenamiento entra en modo de mantenimiento durante el proceso de retirada de servicio.

o Alarma DE CASA (estado del almacén de datos). Esta alarma de nivel principal indica que la base de
datos de Cassandra esta disminuyendo debido a que los servicios se han detenido.

Informacion relacionada

"Restaurar datos de objeto en un volumen de almacenamiento, si es necesario"
"Comprension del quérum de ADC"

"Revision de la politica de ILM y la configuracion de almacenamiento”
"Decomisionado de nodos de almacenamiento desconectados”

"Consolidacion de nodos de almacenamiento”

"Decomisionado de varios nodos de almacenamiento”

Comprensién del quérum de ADC

Es posible que no pueda retirar ciertos nodos de almacenamiento en un sitio de centro
de datos si después del decomisionado permaneceran demasiados servicios de
controlador de dominio administrativo (ADC). Este servicio, que se encuentra en algunos
nodos de almacenamiento, mantiene informacion de topologia de grid y proporciona
servicios de configuracién al grid. El sistema StorageGRID requiere que se disponga de
quorum de servicios de ADC en todas las instalaciones y en todo momento.

No puede retirar un nodo de almacenamiento si se quita el nodo se haria que el quérum de ADC ya no se
cumpliera. Para satisfacer el quérum de ADC durante un decomisionado, un minimo de tres nodos de
almacenamiento en cada sitio del centro de datos debe tener el servicio ADC. Si un sitio de un centro de datos
tiene mas de tres nodos de almacenamiento con el servicio ADC, la mayoria simple de esos nodos debe
permanecer disponible después de la retirada ((0.5 * Storage Nodes with ADC)+ 1).

Por ejemplo, supongamos que el sitio de un centro de datos incluye actualmente seis nodos de
almacenamiento con servicios ADC y desea retirar tres nodos de almacenamiento. Debido al requisito de
quorum de ADC, debe completar dos procedimientos de retirada, de la siguiente manera:

* En el primer procedimiento de retirada del servicio, debe asegurarse de que cuatro nodos de
almacenamiento con servicios ADC permanecen disponibles ((0.5 * 6) +1) . Esto significa que solo puede
decomisionar dos nodos de almacenamiento inicialmente.

* En el segundo procedimiento de retirada, puede eliminar el tercer nodo de almacenamiento porque el
quorum ADC ahora sélo requiere que tres servicios ADC permanezcan disponibles ((0.5 * 4) + 1).
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Si necesita retirar un nodo de almacenamiento pero no puede debido al requisito de quérum de ADC, debe
agregar un nodo de almacenamiento nuevo en una expansion y especificar que debe tener un servicio ADC. A
continuacién, puede retirar el nodo de almacenamiento existente.

Informacion relacionada

"Amplie su grid"

Revision de la politica de ILM y la configuraciéon de almacenamiento

Si tiene pensado decomisionar un nodo de almacenamiento, debe revisar la politica de
ILM del sistema StorageGRID antes de iniciar el proceso de decomisionado.

Durante el decomisionado, todos los datos de objetos se migran desde el nodo de almacenamiento retirado a
otros nodos de almacenamiento.

La politica de ILM que tiene durante el decomiso sera la que se utilice after el Decomision.
Debe asegurarse de que esta politica cumple con sus requisitos de datos antes de iniciar la
retirada y después de que se haya completado la retirada.

Debe revisar las reglas de la politica de gestion de vida util activa para garantizar que el sistema StorageGRID
siga teniendo la capacidad suficiente del tipo correcto y en las ubicaciones correctas para poder acomodar el
desmantelamiento de un nodo de almacenamiento.

Considere lo siguiente:

¢ Sera posible que los servicios de evaluacion de ILM copien datos de objetos de modo que se cumplan
las reglas de ILM?

» ¢ Qué ocurre si un sitio deja de estar disponible temporalmente mientras se decomisiona? ¢ Se pueden
realizar copias adicionales en una ubicacién alternativa?

+ ¢ Como afectara el proceso de retirada del servicio a la distribucion final del contenido? Como se describe
en «"consolidacion de nodos de almacenamiento”, deberia afiadir nuevos nodos de almacenamiento antes
de decomisionar los antiguos. Si afiade un nodo de almacenamiento de repuesto con mayor tamano
después de decomisionar un nodo de almacenamiento mas pequefio, los nodos de almacenamiento
antiguos pueden estar cerca de la capacidad y el nuevo nodo de almacenamiento podria tener
practicamente ningun contenido. La mayoria de las operaciones de escritura de datos de objetos nuevos
se dirigirian entonces al nuevo nodo de almacenamiento, lo que reduciria la eficiencia general de las
operaciones del sistema.

¢ El sistema, en todo momento, incluira suficientes nodos de almacenamiento como para satisfacer la
politica activa de ILM?

@ Una politica de ILM que no se pueda satisfacer provocaria retrasos y alarmas, ademas de
detener el funcionamiento del sistema StorageGRID.

Compruebe que la topologia propuesta que sera el resultado del proceso de decomisionado cumpla la politica
de ILM al evaluar los factores indicados en la tabla.
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Area a evaluar Notas

Capacidad disponible ¢ Habra suficiente capacidad de almacenamiento para acomodar todos
los datos de objetos almacenados en el sistema StorageGRID? Incluir
las copias permanentes de datos de objetos almacenados actualmente
en el nodo de almacenamiento para ser dado de baja. ¢ Habra suficiente
capacidad para gestionar el crecimiento previsto de los datos de objetos
almacenados por un intervalo de tiempo razonable una vez completado
el decomisionado?

Ubicacion del almacenamiento Si queda suficiente capacidad en el sistema StorageGRID en su
conjunto, ¢ esta la capacidad en las ubicaciones adecuadas para
satisfacer las reglas empresariales del sistema StorageGRID?

Tipo de almacenamiento ¢ Habra suficiente almacenamiento del tipo apropiado después de haber
finalizado el desmantelamiento? Por ejemplo, las reglas de ILM pueden
dictar que el contenido se puede mover de un tipo de almacenamiento a
otro a medida que el contenido envejece. De ser asi, debe asegurarse
de que la configuracion final del sistema StorageGRID dispone de
suficiente almacenamiento del tipo adecuado.

Informacioén relacionada
"Consolidacién de nodos de almacenamiento"

"Gestiéon de objetos con ILM"

"Amplie su grid"

Decomisionado de nodos de almacenamiento desconectados

Debe comprender qué puede suceder si decomisiona un nodo de almacenamiento
mientras esta desconectado (el estado es desconocido o inactivo administrativamente).

Al decomisionar un nodo de almacenamiento desconectado del grid, StorageGRID utiliza datos de otros nodos
de almacenamiento para reconstruir los datos de objetos y los metadatos que se encuentran en el nodo
desconectado. Para ello, inicia automaticamente los trabajos de reparacion de datos al final del proceso de
retirada del servicio.

Antes de retirar un nodo de almacenamiento desconectado, tenga en cuenta lo siguiente:

* Nunca debe decomisionar un nodo desconectado a menos que esté seguro de que no se puede conectar
ni recuperar.

No realice este procedimiento si cree que podria recuperar datos de objeto del nodo. En su
lugar, pongase en contacto con el soporte técnico para determinar si es posible la
recuperacion del nodo.

+ Si un nodo de almacenamiento desconectado contiene la Unica copia de un objeto, se perdera ese objeto
al retirar el nodo. Las tareas de reparacion de datos solo pueden reconstruir y recuperar objetos si al
menos una copia replicada o hay suficientes fragmentos codificados de borrado en los nodos de
almacenamiento conectados actualmente.
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Al retirar un nodo de almacenamiento desconectado, el procedimiento de retirada se completa con relativa
rapidez. Sin embargo, los trabajos de reparacion de datos pueden tardar dias 0 semanas en ejecutarse y
no se supervisan mediante el procedimiento de retirada. Debe supervisar manualmente estos trabajos y
reiniciarlos segun sea necesario. Consulte las instrucciones sobre cémo supervisar la reparacion de datos.

"Comprobacion de trabajos de reparacion de datos"

» Si decomisiona mas de un nodo de almacenamiento desconectado a la vez, se podrian perder datos. Es
posible que el sistema no pueda reconstruir los datos si hay muy pocas copias disponibles de datos de
objetos, metadatos o fragmentos codificados para borrado.

@ Si tiene mas de un nodo de almacenamiento desconectado que no se puede recuperar,
pongase en contacto con el soporte técnico para determinar el mejor curso de accion.

Consolidacion de nodos de almacenamiento

Es posible consolidar los nodos de almacenamiento para reducir el numero de nodos de
almacenamiento de un sitio o una puesta en marcha, y aumentar la capacidad de
almacenamiento.

Cuando se consolidan nodos de almacenamiento, se amplia el sistema StorageGRID para anadir nodos de
almacenamiento nuevos con mayor capacidad y, luego, decomisionar los nodos de almacenamiento antiguos
y de menor capacidad. Durante el procedimiento de retirada del servicio, los objetos se migran de los nodos
de almacenamiento antiguos a los nuevos nodos de almacenamiento.

Por ejemplo, puede afiadir dos nodos de almacenamiento nuevos con mayor capacidad para reemplazar tres
nodos de almacenamiento anteriores. Primero, se debe usar el procedimiento de ampliacion para afiadir los
dos nodos de almacenamiento nuevos y mas grandes, y luego se debe usar el procedimiento de retirada para
quitar los tres nodos de almacenamiento antiguos de menor capacidad.

Al anadir capacidad nueva antes de eliminar los nodos de almacenamiento existentes, tendra la seguridad de
una distribucion de datos mas equilibrada en el sistema StorageGRID. También puede reducir la posibilidad de
que un nodo de almacenamiento existente pueda superar el nivel de Marca de agua de almacenamiento.

Informacion relacionada

"Amplie su grid"

Decomisionado de varios nodos de almacenamiento

Si necesita quitar mas de un nodo de almacenamiento, puede decomisionar
secuencialmente o en paralelo

» Si decomisiona nodos de almacenamiento secuencialmente, debe esperar a que el primer nodo de
almacenamiento finalice el decomisionado antes de iniciar la retirada del siguiente nodo de
almacenamiento.

» Si decomisiona nodos de almacenamiento en paralelo, los nodos de almacenamiento procesan de forma
simultanea las tareas de retirada para todos los nodos de almacenamiento que se van a retirar del
servicio. Esto puede resultar en una situacion en la que todas las copias permanentes-de un archivo se
marquen como «solo en términos de lectura», desactivando temporalmente la eliminacion en cuadriculas
en las que esta funcion esta activada.
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Comprobacion de trabajos de reparaciéon de datos

Antes de retirar un nodo de cuadricula, debe confirmar que no hay ningun trabajo de
reparacion de datos activo. Si alguna reparacion ha fallado, debe reiniciarla y dejar que
se complete antes de realizar el procedimiento de retirada.

Si necesita retirar un nodo de almacenamiento desconectado, también completara estos pasos una vez
completado el procedimiento de retirada para garantizar que el trabajo de reparacion de datos se ha
completado correctamente. Debe asegurarse de que todos los fragmentos codificados de borrado que
estaban en el nodo eliminado se hayan restaurado correctamente.

Estos pasos solo se aplican a sistemas que tienen objetos codificados de borrado.

1. Inicie sesion en el nodo de administracion principal:

a. Introduzca el siguiente comando: ssh admin@grid node IP
Cuando ha iniciado sesién como root, el simbolo del sistema cambia de $ para #.

b. Introduzca la contrasefia que aparece en Passwords . txt archivo.
C. Introduzca el siguiente comando para cambiar a la raiz: su -
d. Introduzca la contrasefia que aparece en Passwords . txt archivo.

2. Compruebe si hay reparaciones en curso: repair-data show-ec-repair-status

° Si nunca ha ejecutado un trabajo de reparacion de datos, la salida es No job found. No es
necesario reiniciar ningun trabajo de reparacion.

> Si el trabajo de reparacion de datos se ejecutd anteriormente o se esta ejecutando actualmente, la
salida muestra informacion para la reparacion. Cada reparacion tiene un ID de reparacion unico. Vaya
al paso siguiente.

root@DC1-ADM1l:~ # repair-data show-ec-repair-status

Repair ID Scope Start Time End Time State Est/Affected Bytes Repaired
Retry Repair

949283 DC1-5-99-10(Volumes: 1,2) 2016-11-30T15:27:06.9 Success 17359

17359 No

949292 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:37:06.9 Failure 17359 0
Yes

949294 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:47:06.9 Failure 17359 0
Yes

949299 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:57:06.9 Failure 17359 0
Yes

3. Si el Estado para todas las reparaciones es Success, N0 es necesario reiniciar ningun trabajo de
reparacion.

4. Si el estado para cualquier reparacion es Failure, debe reiniciar dicha reparacion.
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a. Obtenga del resultado el ID de reparacién de la reparacion fallida.

b. Ejecute el repair-data start-ec-node-repair comando.

Utilice la —--repair-id Opcion para especificar el ID de reparacion. Por ejemplo, si desea volver a
intentar una reparacion con el ID de reparacion 949292, ejecute este comando: repair-data
start-ec-node-repair --repair-id 949292

c. Seguir realizando el seguimiento del estado de las reparaciones de datos de la CE hasta que el
Estado de todas las reparaciones sea Success.

Recoleccion de materiales necesarios

Antes de realizar un desmantelamiento de un nodo de cuadricula, debe obtener la

siguiente informacion.

Elemento

Paquete de recuperacion . zip
archivo

Passwords. txt archivo

Clave de acceso de
aprovisionamiento

Descripcion de la topologia del
sistema StorageGRID antes de
decomisionar

Informacion relacionada
"Requisitos del navegador web"

Notas

Debe descargar el paquete de recuperacion mas reciente . zip archivo
(sgws-recovery-package-id-revision.zip). Puede utilizar el
archivo de paquete de recuperacion para restaurar el sistema si se
produce un fallo.

Este archivo contiene las contrasefias que se necesitan para acceder a
los nodos de grid en la linea de comandos y se incluye en el paquete de
recuperacion.

La frase de contrasefia se crea y documenta cuando se instala el
sistema StorageGRID por primera vez. La clave de acceso de
aprovisionamiento no esta en la Passwords. txt archivo.

Si esta disponible, obtenga cualquier documentacion que describa la
topologia actual del sistema.

"Descarga del paquete de recuperacion”

Acceso a la pagina nodos de misién

Cuando accede a la pagina nodos de mision de descommision de Grid Manager, puede
ver de un vistazo qué nodos se pueden retirar del servicio.

Lo que necesitara

* Debe iniciar sesidon en Grid Manager mediante un explorador compatible.

* Debe tener los permisos de mantenimiento o acceso raiz.

Pasos
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1. Seleccione Mantenimiento > tareas de mantenimiento > retirada.

Aparece la pagina de retirada.

Decommission
Select Decommission Nodes to remove one or more nodes from a single site. Select Decommission Site to remove an entire data center site.

Learn important details about removing grid nodes and sites in the "Decommission procedure” section of the recovery and maintenance instructions

Decommission Nodes Decommission Site

2. Haga clic en el boton nodos de mision.
Aparecera la pagina nodos de mision. Desde esta pagina, puede:

o Determine qué nodos de cuadricula se pueden retirar del servicio actualmente.
> Ver el estado de todos los nodos de grid
> Ordene la lista en orden ascendente o descendente por Nombre, Sitio, Tipo o tiene ADC.

o Introduzca los términos de busqueda para encontrar rapidamente nodos concretos. Por ejemplo, esta
pagina muestra todos los nodos de grid en un Unico centro de datos. La columna Decommission
posible indica que puede retirar el nodo de administracién no principal, el nodo de puerta de enlace y
dos de los cinco nodos de almacenamiento.
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Decommission Nodes

Before decommissioning a grid node. review the health of all nodes. If possible, resolve any issues or alarms before proceeding.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guide to leam
how to proceed.

Grid Nodes
Q
Name V¥ Site 1T Type 1T Has ADC!1 Health Decommission Possible
DC1-ADMY | Data Center 1 Admin Node {'3 Mo, primary Admin Node decemmissioning is not supported
™ DC1-ADM2 Data Center 1 Admin Node - &y
[ DC1-G1  DataCenter 1 AP|Gateway Node = ©
Dec1-31 Data Center 1 Storage Mode Yes l?ﬂ‘ Mo, site Data Center 1 reguires a minimum of 3 Storage Modes with ADC serices
Dc-52 Data Center 1 | Storage Mode Yes '?) Mo, site Diata Center 1 requires a minimum of 3 Storage Modes with ADC senices
DC1-53 Data Center 1 | Storage Mode Yes % Mo, site Data Center 1 requires a minimum of 3 Storage Modes with ADC serices.
©  DC1-S4 Data Center 1 | Storage Mode Mo @
T | DC1-85 Data Center 1 Storage Mode Na 0?4‘
Passphrase
Provisioning
Passphrase

. Revise la columna DECOMmission possible para cada nodo que desee retirar.

Si se puede retirar el servicio de un nodo de cuadricula, esta columna incluye una Marca de verificacion
verde y la columna situada mas a la izquierda incluye una casilla de verificacion. Si un nodo no puede
retirarse, esta columna describe el problema. Si hay mas de una razén por la que un nodo no puede ser
retirado, se muestra el motivo mas critico.

Razén posible Descripcion Pasos a resolver
de retirada

No, el tipo de No puede retirar el nodo Ninguno.

nodo administrador principal ni un nodo

decomisionado de archivado.

no es

compatible.

191



192

Razon posible
de retirada

No, al menos un
nodo de grid
esta
desconectado.

Nota: este
mensaje solo se
muestra para
los nodos de
red conectados.

No, uno o mas
nodos
necesarios
estan
desconectados
actualmente y
deben
recuperarse.

Nota: este
mensaje solo se
muestra para
los nodos de
red
desconectados.

No, miembro de
los grupos de
alta
disponibilidad:
X. Antes de
poder retirar
este nodo, debe
quitarlo de
todos los
grupos de alta
disponibilidad.

No, el sitio x
requiere un
minimo de n
nodos de
almacenamient
0 CON Sservicios
ADC.

Descripcion Pasos a resolver

No puede retirar un nodo de grid  Vaya a la paso que enumera las opciones de
conectado si hay algin nodo de  procedimiento de retirada de servicio.
grid desconectado.

La columna Estado incluye uno
de estos iconos para los nodos de
cuadricula desconectados:

e (Gris): Administrativamente
abajo

* @& (Azul): Desconocido

No puede retirar un nodo de red a. Revise los mensajes de DECOMmission

desconectado si también se posibles para todos los nodos desconectados.

desconecta uno o mas nodos

necesarios (por ejemplo, un nodo

de almacenamiento necesario

para el quérum de ADC). > Si el estado de un nodo requerido esta
administrativamente inactivo, vuelva a
conectar el nodo.

b. Determine qué nodos no se pueden retirar del
servicio porque son necesarios.

> Si el estado de un nodo requerido es
Desconocido, realice un procedimiento de
recuperacion de nodos para recuperar el
nodo requerido.

No puede retirar un nodo de Edite el grupo de alta disponibilidad para quitar la
administrador ni un nodo de interfaz del nodo o eliminar todo el grupo de alta
puerta de enlace si una interfaz disponibilidad. Consulte las instrucciones para
de nodo pertenece a un grupo de administrar StorageGRID.

alta disponibilidad.

Sélo nodos de Realice una expansion. Agregue un nodo de
almacenamiento. no puede almacenamiento nuevo al sitio y especifique que
retirar un nodo de debe tener un servicio ADC. Consulte la
almacenamiento si no quedan informacién sobre el quérum de ADC.

nodos suficientes en el sitio para
admitir los requisitos de quérum
de ADC.



Razoén posible Descripcion Pasos a resolver

de retirada

No, uno o varios Soélo nodos de Para cada perfil de codigo de borrado afectado,

perfiles de almacenamiento. no puede realice uno de los siguientes pasos, en funcion de

codigo de retirar un nodo de cémo se utilice el perfil:

borrado almacenamiento a menos que

necesitan al queden suficientes nodos para los ¢ Utilizado en la politica activa de ILM: Realizar

menos n nodos perfiles de codigo de borrado una expansion. Afiada suficientes nodos de

de existentes. almacenamiento nuevos para permitir que

almacenamient continue la codificacion de borrado. Consulte

o. Si el perfilno Por ejemplo, si existe un perfil de las instrucciones para ampliar StorageGRID.

e e a, Utizado en unarela do LW pero o on
’ ' politica de ILM activa: Edite o elimine la regla

puede. deben permanecer al menos 6 y, a continuacion, desactive el perfil de codigo

desactivarlo. nodos de almacenamiento.

de borrado.

* No se utiliza en ninguna regla ILM: Desactiva
el perfil de cddigo de borrado.

Nota: aparece un mensaje de error si intenta
desactivar un perfil de cédigo de borrado y los
datos de objeto siguen asociados con el perfil. Es
posible que deba esperar varias semanas antes de
volver a intentar el proceso de desactivacion.

Obtenga informacién sobre cémo desactivar un
perfil de cédigo de borrado en las instrucciones
para gestionar objetos con la gestion del ciclo de
vida de la informacion.

4. Sies posible la retirada del servicio para el nodo, determine qué procedimiento debe realizar:

Si la cuadricula incluye... Vaya a...

Todos los nodos de grid desconectados "Decomisionado de nodos grid desconectados"

Solo nodos de grid conectados "Decomisionado de nodos conectados en la
cuadricula"

Informacioén relacionada

"Comprobacion de trabajos de reparacion de datos'
"Comprension del quérum de ADC"

"Gestion de objetos con ILM"

"Amplie su grid"

"Administre StorageGRID"
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Decomisionado de nodos grid desconectados

Es posible que deba retirar un nodo que no esté conectado actualmente a la cuadricula
(uno cuyo estado sea desconocido o administrativamente inactivo).

Lo que necesitara

» Comprende los requisitos y las consideraciones que hay que tener en cuenta al decomisionar nodos de
grid.

"Consideraciones sobre el decomisionado de los nodos de cuadricula"

» Ha obtenido todos los requisitos previos.

* Se ha asegurado de que no hay ningun trabajo de reparacion de datos activo.
"Comprobacion de trabajos de reparacion de datos”

» Ha confirmado que la recuperacion del nodo de almacenamiento no esta en curso en ningun lugar de la
cuadricula. Si es asi, debe esperar a que se complete cualquier recompilacion de Cassandra como parte
de la recuperacion. A continuacion, podra continuar con el desmantelamiento.

« Se ha asegurado de que no se ejecutaran otros procedimientos de mantenimiento mientras el
procedimiento de retirada del nodo se esté ejecutando, a menos que el procedimiento de retirada del nodo
se detenga.

» La columna DECOMmission possible para el nodo desconectado o los nodos que desea retirar incluye
una Marca de verificacion verde.

* Debe tener la clave de acceso de aprovisionamiento.
Puede identificar los nodos desconectados buscando iconos desconocidos (azules) o administrativamente

abajo (gris) en la columna Estado. En el ejemplo, el nodo de almacenamiento denominado DC1-S4 esta
desconectado; todos los demas nodos estan conectados.
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Decommission Nodes

Before decommissioning a grid node, review the health of all nodes. If possible, resolve any issues or alarms before proceeding.

A A grid node is disconnected (has a blue or gray health icon). Try to bring it back online or recover it. Data loss might occur if you decommission a node
that is disconnected.

See the Recovery and Maintenance Guide for details. Contact Support if you cannot recover a node and do not want to decommission it.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guide to
learn how to proceed.

Grid Nodes
Search Q
Name WV Site 1T Type It Has ADCIT Health Decommission Possible
DC1-ADM1 | Data Center 1 Admin Node - Mo, primary Admin Node decommissioning is not supported.
DC1-ADMZ2  Data Center 1 Admin Node - Mo, at least one grid node is disconnected.
DC1-G1 Data Center 1 APl Gateway Node - Mo, at least one grid node is disconnected.
DC1-51 Data Center 1 Storage Node Yes Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC semvices.
DC1-52 Data Center 1 Storage Mode Yes Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC semvices.
DC1-53 Data Center 1 Storage Mode Yes Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC semvices.
[~ DC1-34 Data Center 1 | Storage Mode Mo ‘
Passphrase
Provisioning
Passphrase

Antes de retirar el servicio de un nodo desconectado, tenga en cuenta lo siguiente:
« Este procedimiento esta pensado principalmente para quitar un solo nodo desconectado. Si la cuadricula

contiene varios nodos desconectados, el software requiere que los retire al mismo tiempo, lo que aumenta
la posibilidad de obtener resultados inesperados.

@ Tenga mucho cuidado al retirar mas de un nodo de grid desconectado a la vez,
especialmente si selecciona varios nodos de almacenamiento desconectados.

+ Si no se puede quitar un nodo desconectado (por ejemplo, un nodo de almacenamiento necesario para el
quérum de ADC), no se puede quitar ningun otro nodo desconectado.

Antes de retirar un nodo de almacenamiento desconectado, tenga en cuenta lo siguiente

* Nunca debe decomisionar un nodo de almacenamiento desconectado a menos que esté seguro de que no
se puede conectar ni recuperar.

Si cree que los datos de objeto todavia se pueden recuperar del nodo, no realice este
procedimiento. En su lugar, péngase en contacto con el soporte técnico para determinar si
es posible la recuperacion del nodo.
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» Si decomisiona mas de un nodo de almacenamiento desconectado, se podrian perder datos. Es posible
que el sistema no pueda reconstruir los datos si no hay suficientes copias de objetos, fragmentos
codificados con borrado o metadatos de objetos disponibles.

@ Si tiene mas de un nodo de almacenamiento desconectado que no se puede recuperar,
pongase en contacto con el soporte técnico para determinar el mejor curso de accion.

« Al retirar un nodo de almacenamiento desconectado, StorageGRID inicia trabajos de reparacion de datos
al final del proceso de decomisionado. Estos trabajos intentan reconstruir los datos de objeto y los
metadatos que se almacenaron en el nodo desconectado.

Al retirar un nodo de almacenamiento desconectado, el procedimiento de retirada se completa con relativa
rapidez. Sin embargo, los trabajos de reparacion de datos pueden tardar dias o semanas en ejecutarse y
no se supervisan mediante el procedimiento de retirada. Debe supervisar manualmente estos trabajos y
reiniciarlos segun sea necesario. Consulte las instrucciones sobre cémo supervisar la reparacion de datos.

"Comprobacion de trabajos de reparacion de datos”

» Si decomisiona un nodo de almacenamiento desconectado que contiene la Unica copia de un objeto, se
perdera el objeto. Las tareas de reparacion de datos solo pueden reconstruir y recuperar objetos si al
menos una copia replicada o hay suficientes fragmentos codificados de borrado en los nodos de
almacenamiento conectados actualmente.

Antes de retirar un nodo Admin o Gateway Node desconectado, tenga en cuenta lo siguiente:

» Cuando retire un nodo de administrador desconectado, perdera los registros de auditoria de ese nodo; sin
embargo, estos registros también deben existir en el nodo de administracion principal.

* Puede retirar un nodo de puerta de enlace de forma segura mientras esta desconectado.

Pasos
1. Intente volver a conectar los nodos de grid desconectados o para recuperarlos.

Consulte los procedimientos de recuperacion para obtener instrucciones.

2. Si no puede recuperar un nodo de cuadricula desconectado y desea decomisionar mientras esta
desconectado, seleccione la casilla de comprobacion de ese nodo.

@ Si la cuadricula contiene varios nodos desconectados, el software requiere que los retire al
mismo tiempo, lo que aumenta la posibilidad de obtener resultados inesperados.

Tenga mucho cuidado al seleccionar la retirada de mas de un nodo de cuadricula
desconectado a la vez, especialmente si selecciona varios nodos de almacenamiento

@ desconectados. Si tiene mas de un nodo de almacenamiento desconectado que no se
puede recuperar, pongase en contacto con el soporte técnico para determinar el mejor
curso de accion.

3. Introduzca la clave de acceso de aprovisionamiento.
El botdn Iniciar misién esta activado.
4. Haga clic en Iniciar mision.

Aparece una advertencia que indica que ha seleccionado un nodo desconectado y que los datos del
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objeto se perderan si el nodo tiene la Unica copia de un objeto.

A Warning

The selected nodes are disconnected (health is Unknown or Administratively Down). If you
continue and the node has the only copy of an object, the object will be lost when the node is
remaoved.

The following grid nodes have been selected for decommissioning and will be permanently removed
from the StorageGRID Webscale system.

DC1-54

Do you want to continue?

oo o

5. Revise la lista de nodos y haga clic en Aceptar.

Se inicia el procedimiento de retirada y se muestra el progreso de cada nodo. Durante el procedimiento,
se genera un nuevo paquete de recuperacion que contiene el cambio de configuracidn de la cuadricula.

Decommission Nodes
@ A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to download it

The progress for each node is displayed while the decommission procedure is running. When all tasks are complete, the node selection list is redisplayed.

Name ¥ Type 1 Progress 11 stage 1|
DC1-54 Storage Node Prepare Task

6. Tan pronto como el nuevo paquete de recuperacion esté disponible, haga clic en el enlace o seleccione
Mantenimiento sistema paquete de recuperacion para acceder a la pagina paquete de recuperacion. A
continuacion, descargue la . zip archivo.

Consulte las instrucciones para descargar el paquete de recuperacion.

@ Descargue el Lo antes posible. del paquete de recuperacion para asegurarse de que puede
recuperar la red si hay algun problema durante el procedimiento de retirada de servicio.

@ El archivo del paquete de recuperacion debe estar protegido porque contiene claves de
cifrado y contrasefas que se pueden usar para obtener datos del sistema StorageGRID.

7. Supervise periodicamente la pagina de retirada para garantizar que todos los nodos seleccionados se han
retirado correctamente.
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La retirada de los nodos de almacenamiento puede llevar dias o semanas. Una vez completadas todas las
tareas, la lista de seleccién de nodos se volvera a mostrar con un mensaje de éxito. Si se da de baja un
nodo de almacenamiento desconectado, se muestra un mensaje de informacion que indica que se han
iniciado los trabajos de reparacion.

Decommission Nodes

The previous decommission precedure completed successfully.

@ Repair jobs for replicated and erasure-coded data have been started. These jobs restore ohject data that might have been on any disconnected Storage
Nedes. To monitor the progress of these jobs and restart them as needed, see the Decommissioning section of the Recovery and Maintenance Guide

Before decommissioning a grid node, review the health of all nodes. If possible, resolve any issues or alarms before proceeding.

Select the checkbox for each grid node you want to decommission. If decommission i1s not possible for a node, see the Recovery and Maintenance Guide to learn
how to proceed.

Grid Nodes
Q
Name “ Site 1T Type 11 Has ADCH Health Decommission Possible
DC1-ADM1 | Data Center 1 Admin Nede - @ Mo, pnimary Admin Nede decommissioning is not supported.
DC1-ADM2 | Data Center 1 | Admin Node - &
DC1-G1 Data Center 1 | APl Gateway Node - @
DG1-51 Data Center 1 | Storage Node Yes @ No, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
DC1-32 Data Center 1 Storage Node Yes @ No, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
DC1-33 Data Center 1 Storage Node Yes éj No, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
Passphrase
Provisioning
Passphrase

8. Una vez que los nodos se han apagado automaticamente como parte del procedimiento de retirada, quite
las maquinas virtuales restantes u otros recursos asociados al nodo retirada del servicio.

@ No ejecute este paso hasta que los nodos se hayan apagado automaticamente.

9. Siva a decomisionar un nodo de almacenamiento, supervise el estado de los trabajos de reparacion de
datos que se inician automaticamente durante el proceso de decomisionado.

a. Seleccione Soporte > Herramientas > Topologia de cuadricula.

b. Seleccione implementaciéon de StorageGRID en la parte superior del arbol de topologia de
cuadricula.

c. En la pestafia Descripcidn general, busque la seccion actividad de ILM.

d. Utilice una combinacion de los siguientes atributos para determinar, como sea posible, si las
reparaciones replicadas se han completado.

@ Es posible que existan incoherencias de Cassandra y que no se realice un seguimiento
de las reparaciones fallidas.
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= Reparaciones intentadas (XRPA): Utilice este atributo para realizar un seguimiento del progreso
de las reparaciones replicadas. Este atributo aumenta cada vez que un nodo de almacenamiento
intenta reparar un objeto de alto riesgo. Cuando este atributo no aumenta durante un periodo mas
largo que el periodo de exploracion actual (proporcionado por el atributo periodo de
exploracion — estimado), significa que el analisis de ILM no encontrd objetos de alto riesgo que
necesitan ser reparados en ningun nodo.

@ Los objetos de alto riesgo son objetos que corren el riesgo de perderse por
completo. Esto no incluye objetos que no cumplan con su configuracion de ILM.

= Periodo de exploracion — estimado (XSCM): Utilice este atributo para estimar cuando se
aplicara un cambio de directiva a objetos ingeridos previamente. Si el atributo reparos intentados
no aumenta durante un periodo mas largo que el periodo de adquisicion actual, es probable que
se realicen reparaciones replicadas. Tenga en cuenta que el periodo de adquisicion puede
cambiar. El atributo periodo de exploracion — estimado (XSCM) se aplica a toda la cuadricula y
es el maximo de todos los periodos de exploracién de nodos. Puede consultar el historial de
atributos periodo de exploracion — Estimated de la cuadricula para determinar un intervalo de
tiempo adecuado.

e. Utilice los siguientes comandos para realizar un seguimiento o reiniciar las reparaciones:

* Utilice la repair-data show-ec-repair-status comando para realizar un seguimiento de
las reparaciones de datos codificados de borrado.

* Utilice la repair-data start-ec-node-repair con el --repair-id opcidn de reiniciar una
reparacion fallida. Consulte las instrucciones para comprobar los trabajos de reparacion de datos.

10. Seguir realizando el seguimiento del estado de las reparaciones de datos de EC hasta que todos los
trabajos de reparacion se hayan completado correctamente.

Tan pronto como se hayan retirado los nodos desconectados y se hayan completado todos los trabajos de
reparacion de datos, puede retirar todos los nodos de red conectados segun sea necesario.

Complete estos pasos una vez completado el procedimiento de retirada:

» Asegurese de que las unidades del nodo de cuadricula que se decomisionan se limpian. Utilice una
herramienta o servicio de limpieza de datos disponible en el mercado para eliminar los datos de las
unidades de forma permanente y segura.

+ Si decomisiond un nodo del dispositivo y los datos del dispositivo estaban protegidos mediante el cifrado
de nodos, utilice el instalador del dispositivo StorageGRID para borrar la configuracion del servidor de
gestion de claves (Clear KMS). Debe borrar la configuracién de KMS si desea agregar el dispositivo a otra
cuadricula.

"SG100 servicios de aplicaciones SG1000"
"Dispositivos de almacenamiento SG5600"

"Dispositivos de almacenamiento SG5700"

"Dispositivos de almacenamiento SG6000"

Informacion relacionada
"Procedimientos de recuperacion de nodos de grid"

"Descarga del paquete de recuperacion”
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"Comprobacion de trabajos de reparacion de datos”

Decomisionado de nodos conectados en la cuadricula
Puede retirar y eliminar permanentemente los nodos conectados a la cuadricula.

Lo que necesitara

« Comprende los requisitos y las consideraciones que hay que tener en cuenta al decomisionar nodos de
grid.

"Consideraciones sobre el decomisionado de los nodos de cuadricula"

» Ha reunido todos los materiales necesarios.
* Se ha asegurado de que no hay ningun trabajo de reparacion de datos activo.

* Ha confirmado que la recuperacién del nodo de almacenamiento no esta en curso en ningun lugar de la
cuadricula. Si es asi, debe esperar a que se complete cualquier recompilacion de Cassandra como parte
de la recuperacion. A continuacion, podra continuar con el desmantelamiento.

» Se ha asegurado de que no se ejecutaran otros procedimientos de mantenimiento mientras el
procedimiento de retirada del nodo se esté ejecutando, a menos que el procedimiento de retirada del nodo
se detenga.

» Tiene la clave de acceso de aprovisionamiento.
* Los nodos de grid estan conectados.

» La columna retirada posible del nodo o los nodos que desea retirar incluyen una Marca de verificacion
verde.

Todos los nodos de grid tienen un estado normal (verde) ‘,’J Si ve uno de estos iconos en la columna
Estado, debe intentar resolver el problema:

Color Gravedad
- Amarillo Aviso
ere Naranja claro Menor
A Naranja oscuro Importante
g Rojo Critico

« Si anteriormente habia retirado un nodo de almacenamiento desconectado, todos los trabajos de
reparacion de datos se completaron correctamente. Consulte las instrucciones para comprobar los
trabajos de reparacion de datos.

@ No quite la maquina virtual de un nodo de grid ni otros recursos hasta que se le indique hacerlo
en este procedimiento.

Pasos
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1. En la pagina nodos de misién de retirada, seleccione la casilla de verificacion de cada nodo de cuadricula

que desee retirar.

. Introduzca la clave de acceso de aprovisionamiento.
El botdn Iniciar misién esta activado.
. Haga clic en Iniciar misién.

Se muestra un cuadro de didlogo de confirmacion.

The following grid nodes have been selected for decommissioning and will be permanently removed
from the StorageGRID YWebscale system.

DC1-55

Do you want to continue?

. Revise la lista de nodos seleccionados y haga clic en Aceptar.

Se inicia el procedimiento de retirada del nodo y se muestra el progreso de cada nodo. Durante el
procedimiento, se genera un nuevo paquete de recuperacion para mostrar el cambio de configuracion de
la cuadricula.

Decommission Modes
€ A new Recovery Package has been generated as a result of the configuration change. Ga to the Recovery Package page to download it

The progress for each node is displayed while the decommission procedurs is running. When all tasks are complete, the node selection list is redisplayed.

Search Q

Name ¥ Type T Progress 11 Stage 11
DC1-35 Storage Node i Prepare Task

No desconecte un nodo de almacenamiento una vez que se haya iniciado el procedimiento
@ de retirada del servicio. El cambio de estado puede provocar que parte del contenido no se
copie en otras ubicaciones.

5. Tan pronto como el nuevo paquete de recuperacion esté disponible, haga clic en el enlace o seleccione

Mantenimiento sistema paquete de recuperacion para acceder a la pagina paquete de recuperacion. A
continuacion, descargue la . zip archivo.

Consulte las instrucciones para descargar el paquete de recuperacion.

201



@ Descargue el Lo antes posible. del paquete de recuperacion para asegurarse de que puede
recuperar la red si hay algun problema durante el procedimiento de retirada de servicio.

6. Supervise periddicamente la pagina nodos de mision de descommision para garantizar que todos los
nodos seleccionados se han retirado correctamente.

La retirada de los nodos de almacenamiento puede llevar dias o semanas. Una vez completadas todas las
tareas, la lista de seleccion de nodos se volvera a mostrar con un mensaje de éxito.

Decommission Nodes

The previous decommission procedure completed successfully

Before decommissioning a grid node, review the health of all nodes. If possible, resolve any issues or alarms before proceeding.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guide to learn
how to proceed.

Grid Nodes
e Q
Name ¥ Site I Type 11 Has ADC!1 Health Decommissian Possible
DC1-ADM1 | Data Center 1 | Admin Node - @ Mo, pimary Admin Node decommissioning is not supported
DC1-ADM2 | Data Center 1 | Admin Node > ©
DC1-G1 Data Center 1 AP| Gateway Node = @
DC1-31 Data Center 1 | Storage Node Yes &j“ Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
DC1-52 Data Center 1 | Storage Node Yes @ Mao, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
DC1-33 Data Center 1 | Storage Node Yes @ Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
Passphrase
Provisioning
Passphrase

7. Siga los pasos adecuados para su plataforma. Por ejemplo:

o Linux: Es posible que desee desconectar los volumenes y eliminar los archivos de configuracion de
nodo creados durante la instalacion.

o VMware: Es posible que desee utilizar la opcion "Borrar desde disco" de vCenter para eliminar la
magquina virtual. También puede ser necesario eliminar los discos de datos que sean independientes
de la maquina virtual.

> Dispositivo StorageGRID: El nodo del dispositivo vuelve automaticamente a un estado no
desplegado en el que puede acceder al instalador del dispositivo StorageGRID. Puede apagar el
dispositivo o afiadirlo a otro sistema StorageGRID.

Complete estos pasos después de completar el procedimiento de retirada del nodo:

» Asegurese de que las unidades del nodo de cuadricula que se decomisionan se limpian. Utilice una
herramienta o servicio de limpieza de datos disponible en el mercado para eliminar los datos de las
unidades de forma permanente y segura.

+ Si decomisioné un nodo del dispositivo y los datos del dispositivo estaban protegidos mediante el cifrado
de nodos, utilice el instalador del dispositivo StorageGRID para borrar la configuracion del servidor de
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gestion de claves (Clear KMS). Debe borrar la configuracion de KMS si desea utilizar el dispositivo en otra

cuadricula.

"SG100 servicios de aplicaciones SG1000"
"Dispositivos de almacenamiento SG5600"
"Dispositivos de almacenamiento SG5700"

"Dispositivos de almacenamiento SG6000"

Informacion relacionada
"Comprobacion de trabajos de reparacion de datos”

"Descarga del paquete de recuperacion”

"Instale Red Hat Enterprise Linux o CentOS"

Pausar y reanudar el proceso de retirada de los nodos de almacenamiento

Si es necesario, puede pausar el procedimiento de retirada de un nodo de
almacenamiento durante ciertas fases. Debe pausar el decomisionado de un nodo de
almacenamiento para poder iniciar un segundo procedimiento de mantenimiento. Una
vez finalizado el otro procedimiento, puede reanudar el decomisionado.

Lo que necesitara
* Debe iniciar sesion en Grid Manager mediante un explorador compatible.

* Debe tener los permisos de mantenimiento o acceso raiz.

Pasos
1. Seleccione Mantenimiento > tareas de mantenimiento > retirada.

Aparece la pagina de retirada.

2. Haga clic en nodos de mision.

Aparecera la pagina nodos de misién. Cuando el procedimiento de retirada de servicio alcanza cualquiera

de las siguientes fases, el boton Pausa esta activado.

o Evaluando ILM
o Datos codificados de borrado decomisionado

3. Haga clic en Pausa para suspender el procedimiento.

La etapa actual esta en pausa y el boton Reanudar esta activado.
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Decommission Nodes

€ A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to download it.

€ Decommissioning procedure has been paused. Click ‘Resume’ to resume the procedure.

The progress for each node is displayed while the decommission procedure is running. When all tasks are complete, the node selection list is redisplayed.

Name ¥ Type 1T Progress It stage 1t
DC1-55 Storage MNode Evaluating ILM

4. Una vez finalizado el otro procedimiento de mantenimiento, haga clic en Reanudar para continuar con la
retirada.

Solucionar los problemas del decomisionado de nodos

Si el procedimiento de retirada del nodo se detiene debido a un error, puede realizar
pasos especificos para solucionar el problema.

Lo que necesitara
Debe iniciar sesion en Grid Manager mediante un explorador compatible.

Acerca de esta tarea
Si apaga el nodo de cuadricula que se va a retirar del servicio, la tarea se detiene hasta que se reinicia el
nodo de cuadricula. El nodo de grid debe estar en linea.
Pasos
1. Seleccione Soporte > Herramientas > Topologia de cuadricula.
2. En el arbol de topologia de cuadricula, expanda cada entrada de nodo de almacenamiento y compruebe
que los servicios DDS y LDR estan en linea.

Para realizar el desmantelamiento del nodo de almacenamiento, los servicios DDS del sistema
StorageGRID (alojados por nodos de almacenamiento) deben estar en linea. Este es un requisito de la
reevaluacion de ILM.

3. Para ver las tareas de la cuadricula activa, seleccione nodo de administracion principal > CMN > tareas
de cuadricula > Descripcion general.
4. Compruebe el estado de la tarea de decomisionado de la cuadricula.
a. Si el estado de la tarea de la cuadricula de decomisionado indica un problema al guardar los paquetes

de tareas de la cuadricula, seleccione nodo de administracion principal > CMN > Eventos >
Descripciéon general

b. Compruebe el nimero de relés de auditoria disponibles.

Si el atributo retransmisién de auditoria disponible es uno o superior, el servicio CMN esta conectado
al menos a un servicio ADC. Los servicios ADC actuan como relés de auditoria.
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El servicio CMN debe estar conectado a al menos un servicio ADC y la mayoria (el 50 por ciento mas uno)
de los servicios ADC del sistema StorageGRID debe estar disponible para que una tarea de cuadricula
pueda moverse de una fase de desmantelamiento a otra y terminar.

a. Si el servicio CMN no esta conectado a suficientes servicios ADC, asegurese de que los nodos de
almacenamiento estan conectados y compruebe la conectividad de red entre los nodos de
administracion principal y de almacenamiento.

Decomisionado de sitios

Es posible que deba eliminar un sitio de centro de datos del sistema StorageGRID. Para
quitar un sitio, debe retirarlo.

El diagrama de flujo muestra los pasos de alto nivel para retirar un sitio.
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Review considerations

v

Gather required materials
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Select Decommission Site

Is
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Is Start No
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Perform the site
decommission

v

Ensure drives are
wiped clean

Pasos
» "Consideraciones para quitar un sitio"

» "Recoleccion de materiales necesarios"
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* "Paso 1: Seleccione Sitio"

* "Paso 2: Ver detalles"”

» "Paso 3: Revisar la politica de ILM"

* "Paso 4: Eliminar referencias de ILM"

* "Paso 5: Resolver conflictos de nodos (e iniciar retirada)"

* "Paso 6: Supervision de la mision"

Consideraciones para quitar un sitio

Antes de utilizar el procedimiento de retirada del sitio para quitar un sitio, debe revisar las
consideraciones.

Qué sucede al retirar un sitio

Al retirar un sitio, StorageGRID quita de forma permanente todos los nodos del sitio y el sitio propio del
sistema StorageGRID.

Una vez completado el procedimiento de retirada de instalaciones:

* Ya no puede utilizar StorageGRID para ver ni acceder al sitio ni a ninguno de los nodos del sitio.

* Ya no es posible utilizar pools de almacenamiento ni perfiles de codigo de borrado a los que se hace
referencia en el sitio. Cuando StorageGRID descompone un sitio, elimina automaticamente estos pools de
almacenamiento y desactiva estos perfiles de cédigo de borrado.

Diferencias entre el sitio conectado y los procedimientos de retirada de sitios desconectados

Puede usar el procedimiento de retirada del sitio para quitar un sitio en el que todos los nodos estan
conectados a StorageGRID (conocido como decomiso de un sitio conectado) o para quitar un sitio en el que
todos los nodos estén desconectados de StorageGRID (conocido como decomiso de sitio desconectado).
Antes de comenzar, debe comprender las diferencias entre estos procedimientos.

@ Si un sitio contiene una mezcla de conectado (+) y nodos desconectados (- o. @), debe
volver a conectar todos los nodos sin conexion.

» Una retirada de sitio conectado permite quitar un sitio operativo del sistema StorageGRID. Por ejemplo,
puede realizar una retirada de sitio conectado para eliminar un sitio que sea funcional pero que ya no sea
necesario.

» Cuando StorageGRID quita un sitio conectado, utiliza ILM para gestionar los datos de los objetos del sitio.
Antes de iniciar una retirada de sitios conectados, debe eliminar el sitio de todas las reglas de ILM y
activar una nueva politica de ILM. ILM procesos para migrar datos de objetos y los procesos internos para
quitar un sitio pueden producirse a la vez, pero la practica recomendada es permitir que se completen los
pasos de ILM antes de iniciar el procedimiento de retirada real.

* Una retirada de sitio desconectada permite quitar un sitio con errores del sistema StorageGRID. Por
ejemplo, puede realizar un retiro de sitio desconectado para quitar un sitio que ha sido destruido por un
incendio o inundacion.

Cuando StorageGRID quita un sitio desconectado, este considera que todos los nodos son irrecuperables

y no intenta conservar los datos. Sin embargo, antes de iniciar una retirada de sitios desconectada, debe
eliminar el sitio de todas las reglas de ILM y activar una nueva politica de ILM.
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Antes de realizar un procedimiento de retirada de sitio desconectado, debe ponerse en
contacto con el representante de su cuenta de NetApp. NetApp revisara sus requisitos

@ antes de habilitar todos los pasos en el asistente del sitio de retirada. No deberia intentar
retirar un sitio desconectado si cree que podria recuperar el sitio o recuperar datos de
objeto del sitio.

Requisitos generales para quitar un sitio conectado o desconectado

Antes de quitar un sitio conectado o desconectado, debe tener en cuenta los siguientes requisitos:

* No puede retirar un sitio que incluya el nodo de administracion principal.
* No puede retirar un sitio que incluya un nodo de archivado.

* No puede decomisionar un sitio si alguno de los nodos tiene una interfaz que pertenece a un grupo de alta
disponibilidad (ha). Debe editar el grupo de alta disponibilidad para quitar la interfaz del nodo o quitar todo
el grupo de alta disponibilidad.

* No puede retirar un sitio si contiene una mezcla de conectado (+) y desconectados (@ o. ) nodos.
» No puede retirar un sitio si algun nodo de cualquier otro sitio esta desconectado (@ o. = ).

* No se puede iniciar el procedimiento de retirada del sitio si hay una operacién de reparacion de ec-nodo
en curso. Consulte el siguiente tema para realizar un seguimiento de las reparaciones de datos
codificados mediante borrado.

"Comprobacion de trabajos de reparacion de datos”

* Mientras se esta ejecutando el procedimiento de retirada de instalaciones:

o No puede crear reglas de ILM que hagan referencia al sitio que se va a retirar del servicio. Tampoco
puede editar una regla de ILM existente para hacer referencia al sitio.

> No puede realizar otros procedimientos de mantenimiento, como expansion o actualizacion.

Si necesita realizar otro procedimiento de mantenimiento durante un desmantelamiento

@ de un sitio conectado, puede pausar el procedimiento mientras se quitan los nodos de
almacenamiento. El boton Pausa se activa durante la fase "datos replicados y
codificados de borrado".

> Si necesita recuperar algun nodo después de iniciar el procedimiento de retirada del sitio, debe
ponerse en contacto con el servicio de soporte de.

* No puede retirar mas de un sitio a la vez.

+ Si el sitio incluye uno 0 mas nodos de administracion y el inicio de sesion Unico (SSO) esta habilitado para
el sistema StorageGRID, debe quitar todas las confianzas de partes que dependan del sitio de los
Servicios de Federacion de Active Directory (AD FS).

Requisitos para la gestion del ciclo de vida de la informacién (ILM)

Como parte de la eliminacién de un sitio, debe actualizar la configuracién de ILM. El asistente para el sitio de
retirada le guia a través de una serie de pasos previos para garantizar lo siguiente:

* La politica de ILM activa no remite al sitio. Si lo esta, debe crear y activar una nueva politica de ILM con
nuevas reglas de ILM.

* No existe ninguna politica de ILM propuesta. Si tiene una politica propuesta, debe eliminarla.
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* No se hace referencia a ninguna regla de ILM al sitio, aunque estas reglas no se utilicen en la politica
activa o propuesta. Debe eliminar o editar todas las reglas que hacen referencia al sitio.

Cuando StorageGRID destransfiere el sitio, desactiva automaticamente todos los perfiles de codigo de
borrado que no se utilicen y hacen referencia al sitio, y elimina automaticamente todos los pools de
almacenamiento no utilizados que hacen referencia al sitio. El pool de almacenamiento predeterminado del
sistema todos los nodos de almacenamiento se elimina porque utiliza todos los sitios.

Antes de quitar un sitio, puede que sea necesario crear nuevas reglas de ILM y activar una
nueva politica de ILM. Estas instrucciones dan por sentado que conoce bien como funciona ILM
@ y que esta familiarizado con la creacion de pools de almacenamiento, perfiles de cédigo de
borrado, reglas de ILM y la simulacion y activacion de una politica de ILM. Consulte las
instrucciones para gestionar objetos con gestion del ciclo de vida de la informacion.

"Gestion de objetos con ILM"

Consideraciones sobre los datos del objeto en un sitio conectado

Si va a realizar una retirada de sitios conectados, debe decidir qué hacer con los datos de objetos existentes
en el sitio al crear nuevas reglas de ILM y una nueva politica de ILM. Puede realizar una de las siguientes
acciones 0 ambas:

* Mueva los datos del objeto del sitio seleccionado a uno o mas sitios de la cuadricula.

Ejemplo para el traslado de datos: Suponga que desea retirar un sitio en Raleigh porque agregé un
nuevo sitio en Sunnyvale. En este ejemplo, desea mover todos los datos del objeto del sitio antiguo al sitio
nuevo. Antes de actualizar las reglas de ILM y la politica de ILM, debe revisar la capacidad de ambos
sitios. Debe asegurarse de que el site de Sunnyvale tenga suficiente capacidad para acomodar los datos
de objetos desde el site de Raleigh y que permanecera en Sunnyvale la capacidad adecuada para su
crecimiento futuro.

Para garantizar que haya capacidad suficiente disponible, es posible que deba anadir

@ volumenes de almacenamiento o nodos de almacenamiento a un sitio existente o anadir un
sitio nuevo antes de realizar este procedimiento. Consulte las instrucciones para ampliar un
sistema StorageGRID.

« Eliminar copias de objeto del sitio seleccionado.

Ejemplo para eliminar datos: Suponga que actualmente utiliza una regla ILM de 3 copias para replicar
datos de objetos en tres sitios. Antes de retirar un sitio, puede crear una regla de ILM equivalente con 2
copias para almacenar datos en solo dos sitios. Cuando activa una nueva politica de ILM que usa la regla
de dos copias, StorageGRID elimina las copias del tercer sitio porque ya no satisfacen los requisitos de
ILM. Sin embargo, los datos del objeto se seguiran protegiendo y la capacidad de los dos sitios restantes
sera la misma.

No cree nunca una regla de ILM de una sola copia para acomodar la eliminacion de un sitio.
Una regla de ILM que crea solo una copia replicada en cualquier periodo de tiempo pone

@ los datos en riesgo de pérdida permanente. Si solo existe una copia replicada de un objeto,
éste se pierde si falla un nodo de almacenamiento o tiene un error importante. También
perdera temporalmente el acceso al objeto durante procedimientos de mantenimiento, como
las actualizaciones.
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Requisitos adicionales para una retirada de sitios conectados

Antes de que StorageGRID pueda eliminar un sitio conectado, debe asegurarse de lo siguiente:

 Todos los nodos del sistema StorageGRID deben tener un estado de conexién de conectado (+); sin
embargo, los nodos pueden tener alertas activas.

Puede completar los pasos 1-4 del Asistente para sitio de retirada si uno 0 mas nodos estan
desconectados. Sin embargo, no puede completar el paso 5 del asistente, que inicia el
proceso de retirada, a menos que todos los nodos estén conectados.

« Si el sitio que va a quitar contiene un nodo de puerta de enlace o un nodo de administracion que se utiliza
para el equilibrio de carga, es posible que deba realizar un procedimiento de expansion para agregar un
nodo nuevo equivalente en otro sitio. Asegurese de que los clientes pueden conectarse al nodo de
repuesto antes de iniciar el procedimiento de retirada del sitio.

 Si el sitio que va a eliminar contiene cualquier nodo de puerta de enlace o nodo de administracion que se
encuentre en un grupo de alta disponibilidad (ha), puede completar los pasos 1-4 del asistente para sitio
de retirada. Sin embargo, no puede completar el paso 5 del asistente, que inicia el proceso de retirada
hasta que elimine estos nodos de todos los grupos de alta disponibilidad. Si los clientes existentes se
conectan a un grupo de alta disponibilidad que incluye nodos del sitio, debe asegurarse de que pueden
continuar conectando a StorageGRID después de eliminar el sitio.

« Silos clientes se conectan directamente a nodos de almacenamiento del sitio que va a quitar, debe
asegurarse de que pueden conectarse a nodos de almacenamiento en otros sitios antes de iniciar el
procedimiento de retirada del sitio.

» Debe proporcionar espacio suficiente en los sitios restantes para acomodar cualquier dato de objeto que
se mueva debido a los cambios realizados en la politica de ILM activa. En algunos casos, es posible que
deba expandir el sistema StorageGRID afadiendo nodos de almacenamiento, volimenes de
almacenamiento o nuevos sitios antes de poder completar un decomiso de sitio conectado.

» Debe dejar tiempo suficiente para completar el procedimiento de retirada. Los procesos de ILM de
StorageGRID pueden tardar dias, semanas o incluso meses en mover o eliminar datos de objetos del sitio
antes de dejar de lado el sitio.

La transferencia o eliminacion de datos de objetos de un sitio puede llevar dias, semanas o
incluso meses, en funcion de la cantidad de datos almacenados en el sitio, la carga en el
sistema, las latencias de red y la naturaleza de los cambios de ILM necesarios.

» Siempre que sea posible, debe completar los pasos 1-4 del Asistente para sitio de retirada tan pronto
como pueda. El procedimiento de retirada de servicio se completara mas rapidamente y con menos
interrupciones e impactos en el rendimiento si permite que los datos se muevan desde el sitio antes de
iniciar el procedimiento de retirada real (seleccionando Iniciar misién en el paso 5 del asistente).

Requisitos adicionales para una retirada de sitios desconectada

Antes de que StorageGRID pueda quitar un sitio desconectado, debe asegurarse de lo siguiente:

» Se ha puesto en contacto con el representante de cuentas de NetApp. NetApp revisara sus requisitos
antes de habilitar todos los pasos en el asistente del sitio de retirada.

@ No deberia intentar retirar un sitio desconectado si cree que podria recuperar el sitio o
recuperar cualquier dato de objeto del sitio.
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» Todos los nodos del sitio deben tener el estado de conexién de uno de los siguientes:

> Desconocido (@ ): El nodo no esta conectado a la cuadricula por una razén desconocida. Por
ejemplo, se ha perdido la conexion de red entre los nodos o se ha apagado el suministro eléctrico.

o Administrativamente abajo ( ): El nodo no esta conectado a la cuadricula por un motivo esperado.
Por ejemplo, el nodo o los servicios del nodo se han apagado correctamente.

* Todos los nodos de todos los demas sitios deben tener un estado de conexion de conectado (+); sin
embargo, estos otros nodos pueden tener alertas activas.

» Debe entender que ya no podra utilizar StorageGRID para ver o recuperar los datos de objeto
almacenados en el sitio. Cuando StorageGRID realiza este procedimiento, no intenta conservar ningun
dato del sitio desconectado.

@ Si sus reglas y politicas de ILM se disefiaron para proteger contra la pérdida de un solo
sitio, seguiran existiendo copias de los objetos en los sitios restantes.

* Debe entender que si el sitio contenia la Unica copia de un objeto, el objeto se pierde y no se puede
recuperar.

Consideraciones sobre los controles de consistencia cuando se quita un sitio

El nivel de coherencia de un bloque de S3 o un contenedor Swift determina si StorageGRID replica por
completo los metadatos de objetos en todos los nodos y sitios antes de indicar a un cliente que la ingesta de
objetos se ha realizado correctamente. El nivel de consistencia hace una compensacion entre la disponibilidad
de los objetos y la coherencia de dichos objetos en los diferentes nodos y sitios de almacenamiento.

Cuando StorageGRID quita un sitio, éste debe asegurarse de que no se escribe ningun dato en el sitio que se
va a quitar. Como resultado, anula temporalmente el nivel de coherencia de cada bloque o contenedor. Tras
iniciar el proceso de retirada del sitio, StorageGRID utiliza temporalmente consistencia de sitio seguro para
evitar que los metadatos del objeto se escriban en el sitio que se esta quitando.

Como resultado de esta sustitucion temporal, tenga en cuenta que cualquier operacion de escritura,
actualizacion y eliminacion de cliente que se produzca durante un decomiso de sitio puede fallar si varios
nodos dejan de estar disponibles en los sitios restantes.

Informacion relacionada
"Como realiza la recuperacion del sitio el soporte técnico"

"Gestion de objetos con ILM"

"Amplie su grid"

Recoleccion de materiales necesarios

Antes de retirar de servicio un sitio, debe obtener los siguientes materiales.

Elemento Notas

Paquete de recuperacion . zip archivo Debe descargar el paquete de recuperacion mas
reciente . zip archivo (sgws-recovery-package-
id-revision.zip). Puede utilizar el archivo de
paquete de recuperacion para restaurar el sistema si
se produce un fallo.
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Elemento Notas

Passwords. txt archivo Este archivo contiene las contrasefias que se
necesitan para acceder a los nodos de grid en la
linea de comandos y se incluye en el paquete de
recuperacion.

Clave de acceso de aprovisionamiento La frase de contrasefia se crea y documenta cuando
se instala el sistema StorageGRID por primera vez.
La clave de acceso de aprovisionamiento no esta en
la Passwords. txt archivo.

Descripcion de la topologia del sistema StorageGRID  Si esta disponible, obtenga cualquier documentacién
antes de decomisionar que describa la topologia actual del sistema.

Informacion relacionada
"Requisitos del navegador web"

"Descarga del paquete de recuperacion”

Paso 1: Seleccione Sitio

Para determinar si un sitio se puede retirar del servicio, comience por acceder al
asistente del sitio de retirada.

Lo que necesitara
» Usted debe haber obtenido todos los materiales requeridos.
* Debe haber revisado las consideraciones para quitar un centro.
* Debe iniciar sesion en Grid Manager mediante un explorador compatible.
» Debe tener los permisos de acceso raiz o Mantenimiento de la informacion y gestion del ciclo de vida de la

informacion.

Pasos
1. Seleccione Mantenimiento > tareas de mantenimiento > retirada.

Aparece la pagina de retirada.
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Decommission

Select Decommission Nodes to remove one or more nodes fram a single site. Select Decommission Site to remove an entire data center site.

Learn important details about removing grid nodes and sites in the "Decommission procedure” section of the recovery and maintenance instructions

Decommission Nodes Decommission Site

2. Seleccione el botén Sitio de retirada.

Aparece el paso 1 (Seleccionar sitio) del asistente de ubicacion de mision. Este paso incluye una lista
alfabética de los sitios de su sistema StorageGRID.

Decommission Site

&b

Select Site

2 3 4 5 6
View Details Revisa ILM Remaove ILM Resolve Node Monitor
Palicy References Conflicts Decommission

When you decommission a site, all nodes at the site and the site itself are parmanently removed from the StorageGRID system.

Review the table for the site you want to remove. If Decommission Possible is Yes, select the site. Then, select Next to ensure that the
site is not referred to by ILM and that all StorageGRID nodes are in the correct state

You might not be able to remove certain sites. For example. you cannot decommission the site that contains the primary Admin Node
or a site that contains an Archive Node.

Sites

Site Name
Raleigh
Sunnyvale

Vancouver

Used Storage Capacity & Decommission Possible

3.3 MB

3.97 MB

3.90 MB Mo This site contains the primary Admin Node.

3. Consulte los valores de la columna capacidad de almacenamiento utilizada para determinar cuanto
almacenamiento se esta utilizando actualmente para los datos de objetos de cada sitio.

La capacidad de almacenamiento utilizada es una estimacion. Si los nodos estan sin conexion, la
capacidad de almacenamiento utilizada es el ultimo valor conocido del sitio.

o Para la retirada de un sitio conectado, este valor representa la cantidad de datos de objeto que debe
moverse a otros sitios o eliminarse mediante ILM antes de poder retirar este sitio de forma segura.

o Para una retirada de sitios desconectada, este valor representa cuanto del almacenamiento de datos
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del sistema quedara inaccesible cuando usted retire este sitio.

@ Si su politica de ILM se disefd para ofrecer proteccion contra la pérdida de un solo sitio,
las copias de sus datos de objetos alin deben existir en los sitios restantes.

4. Revise las razones en la columna DECOMmission posible para determinar qué sitios pueden ser
retirados del servicio actualmente.

@ Si hay mas de una razon por la que un sitio no puede ser retirado, se muestra la razéon mas
critica.
Razén posible de retirada Descripcion Paso siguiente
Marca de verificacion verde (+") Puede retirar este sitio. Vaya a. el siguiente paso.
No Este sitio contiene el nodo de  No puede retirar un sitio que Ninguno. No puede realizar este
administracion principal. contenga el nodo de administracién procedimiento.
principal.
No Este sitio contiene uno o varios No puede retirar un sitio que Ninguno. No puede realizar este
nodos de archivado. contenga un nodo de archivado. procedimiento.

No Todos los nodos de este sitio No puede realizar la retirada de un  Si desea realizar una retirada de

estan desconectados. Péngase en sitio conectado a menos que todos  sitios sin conexion, debe ponerse

contacto con el representante de los nodos del sitio estén en contacto con su representante

cuenta de NetApp. conectados (+"). de cuenta de NetApp, que revisara
sus requisitos y activara el resto
del asistente para la retirada de
sitios.

IMPORTANTE: Nunca desconecte

los nodos en linea para poder
eliminar un sitio. Perdera datos.

El ejemplo muestra un sistema StorageGRID con tres sitios. La Marca de verificacion verde (+*) Para los sitios
de Raleigh y Sunnyvale indica que puede retirar esos sitios. Sin embargo, no puede retirar el sitio de
Vancouver porque contiene el nodo de administracion principal.
1. Si es posible retirar el servicio, seleccione el botén de opcion de la planta.
El botdn Siguiente esta activado.

2. Seleccione Siguiente.

Se muestra el paso 2 (Ver detalles).

Paso 2: Ver detalles

En el paso 2 (Ver detalles) del asistente del sitio de decoracion, puede revisar qué nodos
estan incluidos en el sitio, ver cuanto espacio se ha utilizado en cada nodo de
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almacenamiento y evaluar cuanto espacio libre esta disponible en los otros sitios de la
cuadricula.

Lo que necesitara

Antes de retirar un sitio, debe revisar la cantidad de datos de objeto que hay en el sitio.

« Si esta realizando una retirada de sitios conectados, debe comprender cuantos datos de objetos hay
actualmente en el sitio antes de actualizar ILM. En funcion de las capacidades del sitio y de sus
necesidades de proteccion de datos, puede crear nuevas reglas de ILM para mover datos a otros sitios o
eliminar datos de objetos del sitio.

* Realice las expansiones de nodos de almacenamiento necesarias antes de iniciar el procedimiento de
retirada del servicio, si es posible.

« Si esta realizando una retirada de sitio desconectado, debe entender cuantos datos de objeto se volveran
permanentemente inaccesibles al quitar el sitio.

Si esta realizando una retirada de sitios desconectado, ILM no puede mover ni eliminar datos

@ de objetos. Se perderan todos los datos que permanezcan en las instalaciones. Sin embargo, si
su politica de ILM se disefié para protegerse contra la pérdida de un solo sitio, las copias de los
datos de objetos siguen existiendo en los sitios restantes.

Pasos

1. En el paso 2 (Ver detalles), revise las advertencias relacionadas con el sitio que seleccion6 para quitar.

Decommission Site

R 3 4 5 6
Seleéi Site View Details Revise ILM Remove ILM Resolve Node Maonitor
Policy Referencas Conflicts Decommission

Data Center 2 Details

A\ This site includes a Gateway Node. If clients are currently connecting to this node, you must configure an equivalent node at
another site: Be sure dients can connect to the replacement node before starting the decommission procedure.

A\ This site contains a mixture of connected and disconnected nodes. Before you can remove this site, you must bring all offline
{blue or gray) nodes back online. Contact technical support if you need assistance.

Aparecera una advertencia en los siguientes casos:

o El sitio incluye un nodo de puerta de enlace. Si los clientes S3 y Swift se estan conectando
actualmente a este nodo, debe configurar un nodo equivalente en otro sitio. Asegurese de que los
clientes pueden conectarse al nodo de repuesto antes de continuar con el procedimiento de retirada.

o El sitio contiene una mezcla de conectado (+) y nodos desconectados (0. € ). Antes de poder
quitar este sitio, deben volver a conectar todos los nodos sin conexion.

2. Revise los detalles sobre el sitio que ha seleccionado para eliminar.
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Decommission Site

1 e 2 3
Select Site View Details Revisa ILM
Policy
Raleigh Details
Number of Nodes: 3
Used Space: 3.93 MB
Node Name Node Type

RAL-S1-101-196
RAL-52-101-197
RAL-53-101-198

Details for Other Sites

Total Free Space for Other Sites:
Total Capacity for Other Sites:

Site Name Free Space @
Sunnyvale 47538 GB
Vancouver 47538 GB
Total 950.76 GB

Storage Node
Storage Node
Storage Node

950.76 GB
950.77 GB

4 5

Remove ILM Resolve Node

References Conflicts
Free Space: 47538 GB
Site Capacity: 47538 GB

Connnection State

6

Monitor
Decommission

Details

1.30 MB used space
1.30 MB used space
1.34 MB used space

Used Space @ Site Capacity &
397 MB 47538 GB
390 MB 47538 GB
7.87T MB 950.77 GB

Se incluye la siguiente informacion para el sitio seleccionado:

o Numero de nodos

L

> El espacio total usado, el espacio libre y la capacidad de todos los nodos de almacenamiento del sitio.

= Para una retirada de sitios conectados, el valor espacio usado representa la cantidad de datos de
objetos que deben moverse a otros sitios o eliminarse con ILM.

= Para un retiro de sitio desconectado, el valor espacio usado indica cuantos datos de objeto seran
inaccesibles cuando usted quita el sitio.

> Nombres de nodo, tipos y estados de conexion:

. (Conectado)

= (Administrativamente abajo)

= & (Desconocido)

o Detalles sobre cada nodo:

= Para cada nodo de almacenamiento, la cantidad de espacio que se ha usado para los datos de

objetos.

= Para los nodos de administrador y los nodos de puerta de enlace, si el nodo se utiliza actualmente



en un grupo de alta disponibilidad (ha). No puede retirar un nodo de administrador ni un nodo de
puerta de enlace que se utilice en un grupo de alta disponibilidad. Antes de iniciar la retirada, debe
editar grupos de alta disponibilidad para quitar todos los nodos del sitio. O bien, puede quitar el
grupo de alta disponibilidad si solo incluye nodos de este sitio.

"Administre StorageGRID"

3. En la seccion Detalles de otros sitios de la pagina, evalue cuanto espacio hay disponible en los otros sitios
de la cuadricula.

Details for Other Sites

Total Free Space for Other Sites: 950 76 GBE
Total Capacity for Other Sites: 950 .77 GB

Site Name Free Space © Used Space & Site Capacity @
Sunnyvals 47538 GB 3.97 MB 47538 GB
Vancouver 475.38 GB 3.90 MB 475.38 GB
Total 950.76 GB 7.87 MB 950.77 GB

Si va a realizar una retirada de sitios conectados y va a utilizar ILM para mover datos de objetos del sitio
seleccionado (en lugar de eliminarlos solamente), debe asegurarse de que los otros sitios tengan
suficiente capacidad para acomodar los datos movidos y de que la capacidad adecuada quede para un
crecimiento futuro.

Aparecera una advertencia si el espacio usado del sitio que desea quitar es mayor que el

@ espacio libre total para otros sitios. Es posible que deba realizar una ampliacion antes de
realizar este procedimiento para garantizar que haya disponible la capacidad de
almacenamiento adecuada una vez se ha eliminado el sitio.

4. Seleccione Siguiente.

Aparece el paso 3 (revisar la politica de ILM).

Informacion relacionada
"Gestidon de objetos con ILM"

Paso 3: Revisar la politica de ILM

En el paso 3 (revisar la politica ILM) del asistente de sitio de retirada, puede determinar
si la politica de ILM activa hace referencia al sitio.

Lo que necesitara

Conoce el funcionamiento de ILM y esta familiarizado con la creacién de pools de almacenamiento, perfiles de
cédigo de borrado, reglas de ILM y la simulacién y activaciéon de una politica de ILM.

"Gestion de objetos con ILM"

Acerca de esta tarea

StorageGRID no puede decomisionar un sitio si dicho sitio se conoce mediante cualquier regla de ILM de la
politica de ILM activa.
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Si su politica actual de ILM hace referencia al sitio que desea quitar, debe activar una nueva politica de ILM
que cumpla con ciertos requisitos. En concreto, la nueva politica de ILM:

* No se puede utilizar una agrupacion de almacenamiento que haga referencia al sitio.
* No se puede utilizar un perfil de codigo de borrado que haga referencia al sitio.

* No se puede utilizar el grupo de almacenamiento * todos los nodos de almacenamiento® predeterminado o
el sitio * todos los sitios* predeterminado.

* No se puede utilizar la regla de existencias hacer 2 copias.

* Debe estar disefiado para proteger completamente todos los datos de objetos.

No cree nunca una regla de ILM de una sola copia para acomodar la eliminacién de un sitio.
Una regla de ILM que crea solo una copia replicada en cualquier periodo de tiempo pone

@ los datos en riesgo de pérdida permanente. Si sélo existe una copia replicada de un objeto,
éste se pierde si falla un nodo de almacenamiento o tiene un error importante. También
perdera temporalmente el acceso al objeto durante procedimientos de mantenimiento, como
las actualizaciones.

Si esta realizando un sitio conectado Decomisién, debe considerar cémo StorageGRID debe administrar los
datos del objeto actualmente en el sitio que desea eliminar. En funcion de los requisitos de proteccion de
datos, las nuevas reglas pueden mover los datos de objetos existentes a diferentes sitios o pueden eliminar
las copias de objetos adicionales que ya no sean necesarias.

Poéngase en contacto con el soporte técnico si necesita ayuda para disefiar la nueva politica.

Pasos

1. En el paso 3 (revisar la politica de ILM), determinar si alguna regla de ILM de la politica activa de ILM se
refiere al sitio que selecciond para quitar.
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Decommission Site

@ o 4 5 6

Select Site View etai!s Revise ILM Remaove ILM Resolve Node Maonitor
Policy References Caonflicts Decommission

If your current ILM policy refers to the site, you must activate a naw policy before you can go to the next step.
The new ILM palicy:

« Cannot use a storage pool that refers to the site

s Cannot use an Erasure Coding profile that refers to the site

« Cannot use the default All Storage Nodes storage pool or the dafault All Sites site.
« Cannot use the Make 2 Copies rule.

» Must be designed to fully protect all object data after one site is removed.

Contact technical support if you need assistance in designing the new policy.

If you are performing a connected site decommission, StorageGRID will begin to remove object data from the site as soon as you
activate the naw ILM policy. Moving or deleting all object copies might take weeks, but you can safely start a site decommission
while object data still exists at the site.

Rules Referring to Raleigh in the Active ILM Policy

The table lists the ILM rules in the active ILM policy that refer fo the site.

« Ifno ILM rules are listed, the active ILM policy does not refer to the site. Selact Next to go to Step 4 (Remove ILM
Refersnces).
« Ifone or mara LM rules are listed, you must create and activate a new policy that does not use these rules.

Active Policy Name: Data Protection for Three Sites (3

@ The active ILM policy refers to Raleigh. Bsfore you can remove this sile, you must propose and activate a new policy.

Name EC Profiles Storage Pools

3 copies for 53 tenant - Raleigh storage pool
2 copy 2 sites for smaller objects - Raleigh storage pool
EC for larger chjects three site EC profile All 3 Sites

2. Si no aparece ninguna regla, seleccione Siguiente para ir al paso 4 (Eliminar referencias de ILM)
"Paso 4: Eliminar referencias de ILM"

3. Siuna o mas reglas de ILM aparecen en la tabla, seleccione el vinculo situado junto a Nombre de
directiva activa.

La péagina ILM Policies aparece en una nueva pestafia del navegador. Utilice esta pestafia para actualizar

ILM. La pagina Sitio de retirada permanecera abierta en la pestafia otros.

a. Si es necesario, seleccione ILM agrupaciones de almacenamiento para crear una o mas
agrupaciones de almacenamiento que no hagan referencia al sitio.
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@ Para obtener mas detalles, consulte las instrucciones para gestionar objetos con gestion
del ciclo de vida de la informacion.

b. Si planea utilizar la codificacion de borrado, seleccione ILM cédigo de borrado para crear uno o mas
perfiles de cédigo de borrado.

Debe seleccionar grupos de almacenamiento que no hagan referencia al sitio.

@ No utilice el pool de almacenamiento todos los nodos de almacenamiento en los perfiles
de cddigo de borrado.

4. Seleccione ILM Reglas y clone cada una de las reglas enumeradas en la tabla para el paso 3 (revisar
politica ILM).

@ Para obtener mas detalles, consulte las instrucciones para gestionar objetos con gestion del
ciclo de vida de la informacion.

a. Utilice nombres que facilitan la seleccion de estas reglas en una directiva nueva.

b. Actualice las instrucciones de colocacion.

Quite todos los pools de almacenamiento o los perfiles de codigo de borrado que hagan referencia al
sitio y reemplacen por nuevos pools de almacenamiento o perfiles de cédigo de borrado.

@ No utilice el pool de almacenamiento todos los nodos de almacenamiento en las nuevas
reglas.

5. Seleccione ILM politicas y cree una nueva directiva que utilice las nuevas reglas.

@ Para obtener mas detalles, consulte las instrucciones para gestionar objetos con gestion del
ciclo de vida de la informacion.

a. Seleccione la directiva activa y seleccione Clonar.
b. Escriba un nombre de politica y un motivo para el cambio.
c. Seleccione reglas para la politica clonada.

= Deseleccione todas las reglas enumeradas para el paso 3 (revisar la politica de ILM) de la pagina
Sitio de retirada.

= Seleccione una regla predeterminada que no haga referencia al sitio.

@ No seleccione la regla hacer 2 copias porque esa regla utiliza el pool de
almacenamiento todos los nodos de almacenamiento, que no esta permitido.

= Seleccione las demas reglas de reemplazo que ha creado. Estas reglas no deben referirse al
sitio.
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Select Rules for Policy

Select Default Rule

This list shows the rules that do not use any filters. Select one rule to be the default rule for the policy. The default rule applies to any
objects that do not match another rule in the policy and is always evaluated last The default rule should retain objects forever
Rule Name
® 2 copies at Sunnyvale and Vancouver for smaller objects &
2 copy 2 sites for smaller objects (5

Make 2 Copies (§

Select Other Rules

The other rules in a policy are evaluated before the default rule and must use at least one filter. Each rule in this list uses at least one
filter (tenant account, bucket name, or an advanced filter, such as object size).
Rule Name Tenant Account
3 copies for $3 tenant § 53 (61659555232085399385)
EC for larger objects (§ -
¥l 1-site EC for larger objects (3 —
W 2 copies for S3 tenant (& 53 (61659555232085399385)

d. Seleccione aplicar.

e. Arrastre y suelte las filas para reordenar las reglas de la directiva.

No se puede mover la regla predeterminada.

Debe confirmar que las reglas de ILM se encuentran en el orden correcto. Cuando se activa
la directiva, las reglas del orden indicado evaluan los objetos nuevos y existentes,
empezando por la parte superior.

a. Guarde la directiva propuesta.

6. Procese objetos de prueba y simule la politica propuesta para garantizar que se aplican las reglas
correctas.

Los errores de un politica de ILM pueden provocar la pérdida de datos irrecuperable. Revise
@ y simule cuidadosamente la directiva antes de activarla para confirmar que funcionara
segun lo previsto.

Cuando se activa una nueva politica de ILM, StorageGRID la utiliza para gestionar todos los
objetos, incluidos los existentes y los objetos recién procesados. Antes de activar una

@ nueva politica de ILM, revise los cambios que se produzcan en la ubicacién de los objetos
replicados y los codigos de borrado existentes. El cambio de la ubicacion de un objeto
existente podria dar lugar a problemas temporales de recursos cuando se evaluan e
implementan las nuevas colocaciones.

7. Activar la nueva politica.

Si va a realizar una retirada de sitios conectados, StorageGRID empieza a eliminar datos de objetos del
sitio seleccionado en cuanto activa la nueva politica de gestidn del ciclo de vida de la informaciéon. Mover o
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eliminar todas las copias de objetos puede llevar semanas. Aunque puede iniciar con seguridad un
decomiso de sitio mientras los datos del objeto siguen estando en el sitio, el procedimiento de retirada se
completara mas rapidamente y con menos interrupciones e impactos en el rendimiento si permite que los
datos se muevan desde el sitio antes de iniciar el procedimiento de retirada real (Seleccionando Iniciar

mision en el paso 5 del asistente).

8. Vuelva a Paso 3 (revisar la politica de ILM) para asegurarse de que no haya reglas de ILM en la nueva
politica activa. Consulte el sitio y el botdn Siguiente esté activado.

Rules Referring to Raleigh in the Active ILM Policy

The table lists the ILM rules in the active LM policy that refer to the site.

« [fno ILM rules are listed, the active ILM policy does not refer to the site. Select Next to go to Step 4 (Remove ILM Refarences).
+ [f one or more ILM rules are listed, you must create and activate a new policy that does not use these nules.

Active Policy Name: Data Protection for Two Sites (5

No ILM rules in the active ILM pelicy refer to Raleigh

(D Si aparece alguna regla en la lista, debe crear y activar una nueva politica de ILM para
poder continuar.

9. Si no aparece ninguna regla, seleccione Siguiente.

Aparece el paso 4 (Eliminar referencias de ILM).

Paso 4: Eliminar referencias de ILM

En el paso 4 (Eliminar referencias de ILM) del asistente del sitio de desmision, puede
quitar la directiva propuesta si existe y eliminar o editar las reglas de ILM que todavia no
se utilicen en el sitio.

Acerca de esta tarea
Se le impide iniciar el procedimiento de retirada de instalaciones en estos casos:

» Existe una politica de ILM propuesta. Si tiene una politica propuesta, debe eliminarla.

» Cualquier regla de ILM se refiere al sitio, incluso si esa regla no se usa en ninguna politica de ILM. Debe
eliminar o editar todas las reglas que hacen referencia al sitio.

Pasos
1. Si aparece una directiva propuesta, eliminela.
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Decommission Site

O—9© 0 0 -

Select Site Vigw Details Revise ILM Remove ILM Resolve Node Manitor
Paolicy References Conflicts Decommission

Before you can decommission a site, you must ensure that no proposed ILM policy exists and that no ILM rules refer to the site, even if
those rules are not currently used in an ILM policy.

Proposed policy exists A~

You must delete the proposed policy before you can start the site decommission procedure.

Palicy name: Data Protection for Two Sites (v2) (§ Delete Proposed Policy

4 ILM rules refer to Raleigh R
1 Erasure Coding profile will be deactivated v
3 storage pools will be deleted v

Previous

a. Seleccione Eliminar directiva propuesta.
b. Seleccione Aceptar en el cuadro de dialogo de confirmacion.

2. Determine si alguna regla de ILM sin usar se refiere al sitio.
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Decommission Site

- N o= o
& —&» {Eh o 5 6
Select Site View Details Revise ILM Remove ILM Resalve Mode Maonitor
Falicy References Caonflicts Decommission

Before you can decommission a site, you must ensure that no proposed ILM policy exists and that no ILM rules refer to the site,
even if those rules are not currently used in an ILM paolicy.

Mo proposed policy exisis
4 |LM rules refer to [aia Center 3 -

This table lists the unused ILM rules that still refer to the site. For each rule listed. you must do one of the following:
« Edit the rule to remove the Erasure Coding profife or storage pool from the placement instructions.
« Delete the rule.

Go to the ILM Rules page (&

Name EC Profiles Storage Pools Delete
lMake 2 Coples — All Storage Modes m

3 copies for 53 tenant — Raleigh storage pool m

2 copies 2 sites for smaller objects — Raleigh storage pool m
EC larger objects three site EC profile All 3 Sites m

1 Erasure Coding profile will be deactivated v
3 storage pools will be deleted w

Cualquier regla de ILM que se enumera sigue haciendo referencia al sitio, pero no se utiliza en ninguna
politica. En el ejemplo:

o La regla de stock hacer 2 copias utiliza la agrupacién de almacenamiento predeterminada del sistema

todos los nodos de almacenamiento, que utiliza el sitio todos los sitios.

o Laregla 3 copias no utilizadas para el inquilino S3 se refiere a la piscina de almacenamiento
Raleigh.

o Lanorma 2 Copy 2 no utilizada para objetos mas pequefios se refiere a la piscina de
almacenamiento Raleigh.

o Las reglas EC mas grandes no utilizadas utilizan el sitio de Raleigh en el perfil de codificacion de
borrado todos los 3 sitios.

> Si no aparece ninguna regla de ILM, seleccione Siguiente para ir a Paso 5 (resolver conflictos de
nodos).

"Paso 5: Resolver conflictos de nodos (e iniciar retirada)"



Cuando StorageGRID destransfiere el sitio, desactiva automaticamente todos los perfiles de
codigo de borrado que no se utilicen y hacen referencia al sitio, y elimina automaticamente

@ todos los pools de almacenamiento no utilizados que hacen referencia al sitio. El pool de
almacenamiento predeterminado del sistema todos los nodos de almacenamiento se
elimina porque utiliza el sitio todos los sitios.

o Si aparece una o varias reglas de ILM, vaya al paso siguiente.
3. Edite o elimine cada regla no utilizada:

o Para editar una regla, vaya a la pagina ILM Rules y actualice todas las ubicaciones que utilizan un
perfil de cédigo de borrado o un pool de almacenamiento que hace referencia al sitio. A continuacion,
vuelva a Paso 4 (Eliminar referencias de ILM).

@ Para obtener mas detalles, consulte las instrucciones para gestionar objetos con gestién
del ciclo de vida de la informacion.

> Para eliminar una regla, seleccione el icono de papelera [ Y seleccione OK.
@ Debe eliminar la regla de stock hacer 2 copias antes de poder retirar un sitio.

4. Confirme que no existe ninguna politica de ILM propuesta, que no haya reglas de ILM sin usar consulte el
sitio y que el boton Siguiente esté activado.

Decommission Site

— ; ;

-

==t
-

Selec_t-SFte View .Details Reuir:e ILM Remove ILM Resolve Node Monitor

Policy References Conflicts Decommission

Before you can decommission a site, you must ensure that no proposed ILM policy exists and that no ILM rules refer to the site, even if
those rules are not currently used in an ILM policy.

No proposed policy exists
No ILM rules refer ta Raleigh
1 Erasure Coding profile will be deactivated v

3 storage pools will be deleted v

5. Seleccione Siguiente.
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Los pools de almacenamiento restantes y los perfiles de codigo de borrado que hacen
referencia al sitio no seran validos cuando se elimine el sitio. Cuando StorageGRID
destransfiere el sitio, desactiva automaticamente todos los perfiles de cédigo de borrado

@ que no se utilicen y hacen referencia al sitio, y elimina automaticamente todos los pools de
almacenamiento no utilizados que hacen referencia al sitio. El pool de almacenamiento
predeterminado del sistema todos los nodos de almacenamiento se elimina porque utiliza el
sitio todos los sitios.

Aparece el paso 5 (resolver conflictos de nodos).

Paso 5: Resolver conflictos de nodos (e iniciar retirada)

En el paso 5 (resolver conflictos de nodos) del asistente para sitio de retirada, puede
determinar si alguno de los nodos del sistema StorageGRID esta desconectado o si
alguno de los nodos del sitio seleccionado pertenece a un grupo de alta disponibilidad
(ha). Después de resolver cualquier conflicto de nodo, se inicia el procedimiento de
retirada desde esta pagina.

Debe asegurarse de que todos los nodos del sistema StorageGRID tengan el estado correcto, de la siguiente
manera:

» Todos los nodos del sistema StorageGRID deben estar conectados (+").

Si esta realizando una retirada de sitios desconectada, todos los nodos del sitio que va a
quitar deben estar desconectados y todos los nodos del resto de sitios deben estar
conectados.

* Ningun nodo del sitio que va a quitar puede tener una interfaz que pertenezca a un grupo de alta
disponibilidad.

Si alguno de los nodos aparece en la lista del paso 5 (resolver conflictos de nodos), debe corregir el problema
antes de poder iniciar la retirada.

Antes de iniciar el procedimiento de retirada del sitio desde esta pagina, revise las siguientes consideraciones:

» Debe dejar tiempo suficiente para completar el procedimiento de retirada.

La transferencia o eliminacion de datos de objetos de un sitio puede llevar dias, semanas o
incluso meses, en funcion de la cantidad de datos almacenados en el sitio, la carga en el
sistema, las latencias de red y la naturaleza de los cambios de ILM necesarios.

» Mientras se esta ejecutando el procedimiento de retirada de instalaciones:

> No puede crear reglas de ILM que hagan referencia al sitio que se va a retirar del servicio. Tampoco
puede editar una regla de ILM existente para hacer referencia al sitio.

> No puede realizar otros procedimientos de mantenimiento, como expansion o actualizacion.

Si necesita realizar otro procedimiento de mantenimiento durante un desmantelamiento

@ de un sitio conectado, puede pausar el procedimiento mientras se quitan los nodos de
almacenamiento. El boton Pausa se activa durante la fase "datos replicados y
codificados de borrado".
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> Si necesita recuperar algun nodo después de iniciar el procedimiento de retirada del sitio, debe
ponerse en contacto con el servicio de soporte de.

Pasos

1. Revise la seccion nodos desconectados del paso 5 (resolver conflictos de nodos) para determinar si
alguno de los nodos del sistema StorageGRID tiene un estado de conexién desconocido () O
administrativamente abajo ().

Decommission Site

OO0 0 0 0 -

Select Site View Details Revise ILM Remove ILM Resolve Monitor
Palicy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

» All nodes in your StorageGRID system are connected.
Note: If you are performing a disconnectad site decommission, all nodes at the site you are removing must be disconnected

+ Mo node at the selected site belongs to a high availability (HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

1 disconnected node in the grid A

The following nodes have a Connection State of Unknown (blue) or Administratively Down (gray). You must bring these
disconnected nodas back enline.

For help bringing nodes back online, see the instructions for montoring and troubleshooting StorageGRID and the recovery and
maintenance instructions.

Node Name Connection State Site Type
7
DC1-53-95-193 05 Administratively Down Data Center 1 Storage Node
1 node in the selected site belongs to an HA group w
Passphrase

Provisioning Passphrase &

2. Sialguno de los nodos esta desconectado, vuelva a ponerlos en linea.

Consulte las instrucciones para supervisar y solucionar los problemas de StorageGRID y los
procedimientos de los nodos de grid. Si necesita ayuda, péngase en contacto con el soporte técnico.

3. Cuando todos los nodos desconectados hayan vuelto a estar en linea, revise la seccion de grupos de alta
disponibilidad del paso 5 (resolver conflictos de nodos).

En esta tabla se enumeran los nodos del sitio seleccionado que pertenecen a un grupo de alta
disponibilidad.
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Decommission Site

O—0 0 O -

Select Site Vigw Details Revise ILM Remcwe ILM Resolve Monitor

Paolicy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

* All nodes in your StorageGRID system are connected
Note: If you are performing a disconnected site decommission, all nodes at the site you are removing must be disconnscted.

* Mo node at the selected site belongs to a high availability (HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

All grid nodes are connected
1 node in the selected site belongs to an HA group A

The following nodes in the selected site belong to a high availability (HA) group. You must either edit the HA group to remove
the node's interface or remove the entira HA group

Go to HA Groups page. (8

For information about HA groups, see the instructions for administaring StorageGRID

HA Group Name Node Name Node Type
HA group DC1-GW1-99-190 APl Gateway Node
Passphrase

Provisioning Passphrass @

Previous

4. Si aparece algun nodo, realice una de las siguientes acciones:

o Edite cada grupo de alta disponibilidad afectado para quitar la interfaz del nodo.

> Quite un grupo de alta disponibilidad que solo incluye nodos de este sitio. Consulte las instrucciones
para administrar StorageGRID.

Si todos los nodos estan conectados y no se utiliza ningin nodo en el sitio seleccionado en un grupo ha,
se activa el campo frase de paso de aprovisionamiento.

5. Introduzca la clave de acceso de aprovisionamiento.

El botén Iniciar mision se activa.
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Decommission Site

O—0 0 0 0 -

Select Site View Details Revise ILM Remove ILM Resolve Monitor
Policy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

« All nodes in your StorageGRID system are connected.
Note: [f you are performing a disconnected site decommission, all nodes at the site you are removing must be offline.

« Mo node at the selected site belongs to a high availability {HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

All grid nodes are connected

No nodes in the selected site belong to an HA group

Passphrase

Provisioning Passphrase @ | seseesed

6. Si esta listo para iniciar el procedimiento de retirada del sitio, seleccione Iniciar misién.

Una advertencia indica el sitio y los nodos que se van a quitar. Se le recuerda que puede tardar dias,
semanas o incluso meses en eliminar completamente el sitio.

7. Revise la advertencia. Si esta listo para comenzar, seleccione Aceptar.

Aparece un mensaje cuando se genera la nueva configuracion de cuadricula. Este proceso puede tardar
algun tiempo, dependiendo del tipo y el numero de nodos de cuadricula que se retiraron.

Passphrase

Provisioning Passphrase @ | sseeeee

€ Generating grid configuration. This may take some time depending on the type and the number of decommissioned grid nodes.

Previous

Cuando se ha generado la nueva configuracion de cuadricula, aparece el paso 6 (retirada del monitor).

£'%
B 2

@ El boton anterior permanece desactivado hasta que se completa la retirada.

Informacion relacionada
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"Solucion de problemas de monitor"
"Procedimientos de los nodos de grid"

"Administre StorageGRID"

Paso 6: Supervision de la mision

En el paso 6 (Supervision de mision) del asistente de pagina Sitio de retirada, puede
supervisar el progreso a medida que se quita el sitio.

Acerca de esta tarea
Cuando StorageGRID quita un sitio conectado, quita los nodos en el siguiente orden:

1. Nodos de puerta de enlace
2. Nodos de administracion

3. Nodos de almacenamiento
Cuando StorageGRID quita un sitio desconectado, quita los nodos en el siguiente orden:

1. Nodos de puerta de enlace
2. Nodos de almacenamiento

3. Nodos de administracion

Es posible que cada nodo de puerta de enlace o0 nodo de administrador solo requiera unos minutos o una
hora; sin embargo, los nodos de almacenamiento pueden tardar dias o semanas.

Pasos

1. Tan pronto como se haya generado un nuevo paquete de recuperacion, descargue el archivo.

Decommission Site

A% --L 7

Srer =2 2 I‘;'_'_"._1'__;-' = - o

Select Site View Details Revise ILM Remove ILM Resolve Node Monitor
Palicy References Conflicts Decommission

€ A new Recovery Package has been generated as a result of the configuration change. Go 1o the Recovery Package page to
download it

@ Descargue el Lo antes posible. del paquete de recuperacién para asegurarse de que puede
recuperar la red si hay algun problema durante el procedimiento de retirada de servicio.

a. Seleccione el vinculo en el mensaje o seleccione Mantenimiento sistema paquete de recuperacion.

b. Descargue el . zip archivo.

Consulte las instrucciones para descargar el paquete de recuperacion.
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@ El archivo del paquete de recuperacion debe estar protegido porque contiene claves de
cifrado y contrasefias que se pueden usar para obtener datos del sistema StorageGRID.

2. Con el grafico de movimiento de datos, supervise el movimiento de datos de objetos desde este sitio a
otros sitios.

El movimiento de datos se inicié cuando se activo la nueva politica de ILM en el paso 3 (revisar politica de
ILM). EI movimiento de datos se realizara durante todo el procedimiento de retirada de servicio.

Decommission Site Progress

Decommission Nodes in Site in Progress :;‘é
Data Movement from Raleigh

1 hour 1 day 1 wesk 1 manth Custom

Storage Used - ObjectData @

17:40 17:

|
(53]
[ =]

18:00 18:10 18:20 18230

= |Used (%)

3. En la seccion progreso de nodos de la pagina, supervise el progreso del procedimiento de retirada a
medida que se quitan los nodos.

Cuando se elimina un nodo de almacenamiento, cada nodo pasa por una serie de etapas. Aunque la
mayoria de estas fases se dan de forma rapida o incluso imperceptible, es posible que tenga que esperar
dias o incluso semanas para que se completen otras fases, en funcion de la cantidad de datos necesarios

que se vayan a mover. Se necesita tiempo adicional para gestionar datos codificados de borrado y volver
a evaluar la ILM.

231



Node Progress

€ Depending on the number of objects stored, Storage Nodes might take significantly longer to decommission. Extra time is
needed to manage erasure coded data and re-evaluate [LM

The progress for each node s displayed while the decommission procedure is running. If you need to perform another
maintenance procedure. select Pause to suspend the decommission (only allowed during certain stages).

Searct Q
Name ¥ Type 1T Progress 11 Stage 11
RAL-S1-101-196 St Moie }‘ gizzr;lnr[}n;a;ianing Replicated and Erasure
RAL-82-101-197 Sinrage Node 1 g\z;z::r[}nizioning Replicated and Erasure
RAL-G3.101.198 Sibraga fiode i giii?r[}n;izinning Replicated and Erasure

Si va a supervisar el progreso de una retirada de sitios conectados, consulte esta tabla para comprender
las etapas de retirada de un nodo de almacenamiento:

Etapa Duracion estimada

Pendiente Minuto o menos

Espere a que se bloqueen Minutos

Preparar tarea Minuto o menos

Marcado de LDR retirado Minutos

Decomisionado de datos Horas, dias o semanas en funcién de la cantidad de datos

replicados y de borrado
Nota: Si necesita realizar otras actividades de mantenimiento, puede
hacer una pausa en la retirada del sitio durante esta fase.

Estado del conjunto LDR Minutos

Eliminar colas de auditoria De minutos a horas, segun el numero de mensajes y la latencia de la
red.

Completo Minutos

Si va a supervisar el progreso de una retirada de sitios desconectada, consulte esta tabla para
comprender las etapas de retirada de un nodo de almacenamiento:
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Etapa Duracion estimada

Pendiente Minuto o menos
Espere a que se bloqueen Minutos
Preparar tarea Minuto o menos
Desactive Servicios externos Minutos
Revocacion de certificados Minutos
Unregister Node Minutos
Registro de grado de almacenamiento Minutos
Extraccion del grupo de almacenamiento Minutos
Eliminacion de entidades Minutos
Completo Minutos

4. Una vez que todos los nodos hayan alcanzado la fase completa, espere a que se completen las
operaciones de retirada del sitio restantes.

o Durante el paso reparar Cassandra, StorageGRID realiza las reparaciones necesarias a los clusteres
Cassandra que permanecen en la cuadricula. Estas reparaciones pueden tardar varios dias o mas,
segun la cantidad de nodos de almacenamiento que haya en el grid.

Decommission Site Progress
Decommission Nodes in Site Complated
Repair Cassandra in Prograss ':E

StorageGRID is repairing the remaining Cassandra clusters after removing the site. This might take several days or more,
depending on how many Storage Nodes remain in your grid.

Overall Progress 0%
Deactivate EC Profiles & Delete Storage Pools Pending
Remove Configurations Pending

o Durante el paso Desactivar perfiles de EC Eliminar agrupaciones de almacenamiento, se realizan
los siguientes cambios de ILM:

= Los perfiles de codigo de borrado que hacen referencia a la planta se desactivan.

= Los pools de almacenamiento a los que se hace referencia el sitio se eliminan.
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@ El pool de almacenamiento predeterminado del sistema All Storage Nodes también
se quita porque utiliza el sitio All Sites.

> Finalmente, durante el paso Eliminar configuracién, cualquier referencia restante al sitio y sus nodos
se quita del resto de la cuadricula.

Decommission Site Progress

Decommission Nodes in Site Completed
Repair Cassandra Completed
Deactivate EC Prefiles & Delete Storage Pools Completed
Remaeve Configurations In Progress :,:‘E

StorageGRID is removing the site and node configurations from the rest of the grid

5. Una vez completado el procedimiento de retirada, la pagina Sitio de retirada muestra un mensaje de éxito
y el sitio eliminado ya no se muestra.

Decommission Site

o 2 3 4 5 6

Select Site View Details Revise LM Remove [LM Resolve Node Manitar
Palicy References Canflicts Decommission

The previous decommission procedure completed successiully at 2021-01-12 14:28:32 MST

VWhen you decommission a site, all nodes af the site and the site itself are permanently removed from the StorageGRID system.

Review the table for the site you want to remove. If Decommission Possible is Yes, select the site. Then. select Next to ensure that the
site is not referred to by ILM and that all StorageGRID nodes are in the correct state.

You might not he able to remove certain sites. For example, you cannot decommission the site that contains the primary Admin Node
or a site that contains an Archive Node.

Sites
Site Name Used Storage Capacity @ Decommission Possible
Sunnyvale 479 MB
Vancouver 4.90 MB Mo. This site contains the primary Admin Node.

Después de terminar

Complete estas tareas después de completar el procedimiento de retirada del sitio:

» Asegurese de que las unidades de todos los nodos de almacenamiento del sitio donde se decomisiond se
limpias. Utilice una herramienta o servicio de limpieza de datos disponible en el mercado para eliminar los
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datos de las unidades de forma permanente y segura.

« Si el sitio incluye uno o mas nodos de administracion y el inicio de sesion unico (SSO) esta habilitado para
el sistema StorageGRID, elimine todas las confianzas de partes que dependan del sitio de los Servicios de
Federacion de Active Directory (AD FS).

* Una vez que los nodos se han apagado automaticamente como parte del procedimiento de retirada del
sitio conectado, quite las maquinas virtuales asociadas.

Informacion relacionada

"Descarga del paquete de recuperacion”

Procedimientos de mantenimiento de red

Puede configurar la lista de subredes en la red de cuadricula o actualizar direcciones IP,
servidores DNS o servidores NTP para el sistema StorageGRID.

Opciones
» "Actualizacion de subredes para la red de cuadricula"

+ "Configuracion de direcciones IP"
+ "Configurando servidores DNS"
+ "Configurando servidores NTP"

» "Restauracion de conectividad de red para nodos aislados”

Actualizacion de subredes para la red de cuadricula

StorageGRID mantiene una lista de las subredes de red que se utilizan para
comunicarse entre los nodos de grid en la red de cuadricula (eth0). Estas entradas
incluyen las subredes utilizadas para la red de cuadricula por cada sitio del sistema
StorageGRID, asi como las subredes utilizadas para NTP, DNS, LDAP u otros servidores
externos a los que se acceda a través de la puerta de enlace de red de cuadricula. Al
agregar nodos de cuadricula o un sitio nuevo en una expansion, es posible que deba
actualizar o agregar subredes a la red de cuadricula.

Lo que necesitara
* Debe iniciar sesion en Grid Manager mediante un explorador compatible.

* Debe tener los permisos de mantenimiento o acceso raiz.
* Debe tener la clave de acceso de aprovisionamiento.

» Debe tener las direcciones de red, en notaciéon CIDR, de las subredes que desea configurar.

Acerca de esta tarea

Si esta realizando una actividad de expansion que incluye la adicién de una nueva subred, debe agregar la
nueva subred de cuadricula antes de iniciar el procedimiento de expansion.

Pasos
1. Seleccione Mantenimiento > Red > Red de red.
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Grid Network

Configure the subnets that are used on the Grid Network. These entries typically include the subnets for the Grid Metwork (eth0) for each
site in your StorageGRID system as well as any subnets for NTP, DNS, LDAP, or other external servers accessed through the Grid
Network gateway.

Subnets

Subnet 1 10.96.104.0/22 ==

Passphrase

Provisioning
Passphrase

2. En la lista subredes, haga clic en el signo mas para afiadir una nueva subred en notacién CIDR.
Por ejemplo, introduzca 10.96.104.0/22.
3. Introduzca la frase de acceso de aprovisionamiento y haga clic en Guardar.

Las subredes que ha especificado se configuran automaticamente para el sistema StorageGRID.

Configuracion de direcciones IP

Puede realizar la configuracion de red configurando direcciones IP para nodos de grid
mediante la herramienta Cambiar IP.

Debe utilizar la herramienta Change IP para realizar la mayoria de los cambios en la configuracion de red que
se establecio inicialmente durante la implementacion de grid. Los cambios manuales que utilizan comandos y
archivos de red estandar de Linux pueden no propagarse a todos los servicios de StorageGRID y podrian no
persistir en todas las actualizaciones, reinicios o procedimientos de recuperacion de nodos.

@ Si desea cambiar la direccion IP de red de cuadricula para todos los nodos de la cuadricula,
utilice el procedimiento especial para los cambios en toda la cuadricula.

"Cambiando las direcciones IP de todos los nodos de la cuadricula"

Si s6lo va a realizar cambios en la lista de subredes de red de cuadricula, utilice el
administrador de cuadricula para agregar o cambiar la configuracion de red. De lo contrario,

@ utilice la herramienta Cambiar IP si no se puede acceder a Grid Manager debido a un problema
de configuracién de red o si esta realizando un cambio de enrutamiento de red de cuadricula y
otros cambios de red al mismo tiempo.

El procedimiento de cambio de IP puede ser un procedimiento disruptivo. Es posible que
@ algunas partes de la cuadricula no estén disponibles hasta que se aplique la nueva
configuracion.

Interfaces Ethernet
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La direccion IP asignada a ethO siempre es la direccion IP de red de cuadricula del nodo. La direccioén IP
asignada a eth1 siempre es la direccion IP de red de administrador del nodo de grid. La direccion IP asignada
a eth2 es siempre la direccién IP de red de cliente del nodo grid.

Tenga en cuenta que en algunas plataformas, como dispositivos StorageGRID, eth0, eth1 y eth2 pueden ser
interfaces de agregado compuestas de puentes subordinados o enlaces de interfaces fisicas o VLAN. En
estas plataformas, la ficha SSM Recursos puede mostrar la direccion IP de red de Grid, Admin y Client
asignada a otras interfaces ademas de eth0, eth1 o eth2.

DHCP

DHCP solo puede configurarse durante la fase de implementacion. No es posible configurar DHCP durante la
configuracion. Debe usar los procedimientos de cambio de direcciones IP si desea cambiar las direcciones IP,
las mascaras de subred y las puertas de enlace predeterminadas para un nodo de grid. Si se usa la
herramienta Change IP, las direcciones DHCP se volveran estaticas.

Grupos de alta disponibilidad
* No puede cambiar la direccion IP de red del cliente fuera de la subred de un grupo ha configurado en la

interfaz de red del cliente.

* No puede cambiar la direccion IP de red de cliente por el valor de una direccion IP virtual existente
asignada por un grupo ha configurado en la interfaz de red de cliente.

* No puede cambiar la direccién IP de red de cuadricula fuera de la subred de un grupo ha configurado en
la interfaz de red de cuadricula.

* No puede cambiar la direccién IP de red de cuadricula por el valor de una direccién IP virtual existente
asignada por un grupo ha configurado en la interfaz de red de cuadricula.

Opciones

+ "Cambiar la configuracion de red de un nodo"

« "Agregar o cambiar listas de subredes en la red de administracién”
» "Agregar o cambiar listas de subred en la red de cuadricula"
 "Linux: AAadir interfaces a un nodo existente"

» "Cambiando las direcciones IP de todos los nodos de la cuadricula"

Cambiar la configuracién de red de un nodo

Puede cambiar la configuracién de red de uno o varios nodos con la herramienta
Cambiar IP. Puede cambiar la configuraciéon de la red de cuadricula o agregar, cambiar o
quitar las redes de administrador o de cliente.

Lo que necesitara

Debe tener la Passwords. txt archivo.

Acerca de esta tarea

Linux: Si va a agregar un nodo de cuadricula a la red de administracién o a la red de cliente por primera vez,
y no ha configurado previamente ADMIN_NETWORK_TARGET o CLIENT_NETWORK_TARGET en el archivo
de configuracion de nodo, debe hacerlo ahora.

Consulte las instrucciones de instalacion de StorageGRID para el sistema operativo Linux.
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Dispositivos: en los dispositivos StorageGRID, si la red cliente o administrador no estaba configurada en el
instalador del dispositivo StorageGRID durante la instalacion inicial, la red no se puede agregar utilizando sélo
la herramienta Cambiar IP. En primer lugar, debe colocar el dispositivo en modo de mantenimiento, configurar
los vinculos, devolver el dispositivo al modo de funcionamiento normal y, a continuacion, utilizar la herramienta
Cambiar IP para modificar la configuracién de la red. Consulte el procedimiento para configurar los enlaces de
red en las instrucciones de instalacion y mantenimiento del dispositivo.

Es posible cambiar el valor de la direccion IP, la mascara de subred, la puerta de enlace o MTU para uno o
mas nodos de cualquier red.

También puede agregar o quitar un nodo de una red cliente o de una red administrativa:

» Puede anadir un nodo a una red cliente o a una red de administrador si afade una direccién IP/méascara
de subred en esa red al nodo.

* Puede quitar un nodo de una red cliente o de una red de administrador si elimina la direccion IP/mascara
de subred del nodo en esa red.

Los nodos no se pueden quitar de la red de cuadricula.

®

®

®

Pasos

No se permiten intercambios de direcciones IP. Si debe intercambiar direcciones IP entre nodos
de cuadricula, debe utilizar una direccion IP intermedia temporal.

Si esta habilitado el inicio de sesion unico (SSO) para el sistema StorageGRID y va a cambiar
la direccion IP de un nodo de administracién, tenga en cuenta que cualquier confianza de la
parte que dependa configurada mediante la direccion IP del nodo de administracion (en lugar
de su nombre de dominio completo, como se recomienda) pasara a ser no valida. Ya no podra
iniciar sesion en el nodo. Inmediatamente después de cambiar la direccion IP, debe actualizar o
volver a configurar la confianza del interlocutor que confia en el nodo en los Servicios de
Federacién de Active Directory (AD FS) con la nueva direccion IP. Consulte las instrucciones
para administrar StorageGRID.

Todos los cambios realizados en la red mediante la herramienta Cambiar IP se propagan al
firmware del instalador para los dispositivos StorageGRID. De este modo, si se vuelve a instalar
el software StorageGRID en un dispositivo o si se pone un dispositivo en modo de
mantenimiento, la configuracién de red sera correcta.

1. Inicie sesién en el nodo de administracién principal:

a. Introduzca el siguiente comando: ssh admin@primary Admin Node IP

b. Introduzca la contrasefia que aparece en Passwords . txt archivo.

(9]

o

. Introduzca el siguiente comando para cambiar a la raiz: su -

. Introduzca la contrasefia que aparece en Passwords. txt archivo.

Cuando ha iniciado sesién como root, el simbolo del sistema cambia de $ para #.

2. Inicie la herramienta Cambiar IP introduciendo el siguiente comando: change-ip

3. Introduzca la clave de acceso de aprovisionamiento en el aviso de.

Aparece el menu principal.
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Welcome to the StorageGRID IP Change Tool.
Selected nodes: all

SELECT MODES to edit

EDIT IP/mask, gateway and MTU

EDIT mdmin network subnet lists

EDIT grid network subnet list

SHOW changes

EHOW full configuration, with changes highlighted
WALIDATE changes

SAVE changes, s0 you can resume later
CLEAR 8ll chenges, to stert fresh
APPLY changes to the grid

Exit

1.
1:
2:
T
g
L
5:

- R - R -
s mr ex mn o oew

HLE = B
selection: §

. Si lo desea, seleccione 1 para elegir los nodos que desea actualizar. A continuacion, seleccione una de las
siguientes opciones:

> 1: Un solo nodo — seleccione por nombre

o 2: Un solo nodo — seleccione por sitio y luego por nombre

> 3: Un solo nodo — seleccione por IP actual

o 4: Todos los nodos de un sitio

o 5: Todos los nodos de la red
Nota: Si desea actualizar todos los nodos, deje que "All" permanezca seleccionado.

Después de hacer su seleccidn, aparece el menu principal, con el campo nodos seleccionados
actualizado para reflejar su eleccion. Todas las acciones posteriores se realizan solo en los nodos que se
muestran.

. En el menu principal, seleccione la opcion 2 para editar la informacion de IP/mascara, puerta de enlace y
MTU para los nodos seleccionados.

a. Seleccione la red en la que desea realizar los cambios:

= 1: Red de red
= 2: Red de administracion
= 3: Red cliente

» 4: Todas las redes después de realizar la seleccion, el mensaje muestra el nombre del nodo, el
nombre de red (Grid, Admin o Cliente), el tipo de datos (IP/mascara, Pasarela o MTU) y valor
actual.

Si se edita la direccion IP, la longitud del prefijo, la puerta de enlace o la MTU de una interfaz
configurada para DHCP, la interfaz se cambiara a estatica. Cuando se selecciona para cambiar
una interfaz configurada por DHCP, se muestra una advertencia para informarle de que la interfaz
cambiara a estatica.

Las interfaces se han configurado como fixed no se puede editar.

b. Para establecer un nuevo valor, introduzcalo en el formato que se muestra para el valor actual.
c. Para dejar sin modificar el valor actual, pulse Intro.

d. Si el tipo de datos es IP/mask, Puede eliminar la red de administracion o de cliente del nodo
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6.

7.

240

introduciendo d 0 0.0.0.0/0.

e. Después de editar todos los nodos que desea cambiar, introduzca q para volver al menu principal.
Los cambios se mantienen hasta que se borran o se aplican.

Revise los cambios seleccionando una de las siguientes opciones:

o 5: Muestra las ediciones en la salida que esta aislada para mostrar sélo el elemento cambiado. Los
cambios se resaltan en verde (adiciones) o rojo (eliminaciones), como se muestra en la salida de
ejemplo:

b3 B3 B B B

2
2
2
2
2
2

Gateway [
Gateway

Gatews
Gateway [
MTU
MTU
MTU
MTU
MTU
MTU
Press Enter to continue

Bi b3 B3 B3 Rd B3 =
kR B R R B RS

> 6: Muestra las ediciones en salida que muestran la configuracién completa. Los cambios se resaltan
en verde (adiciones) o rojo (eliminaciones).

Algunas interfaces de linea de comandos pueden mostrar adiciones y eliminaciones
utilizando formato de tachado. La visualizaciéon adecuada depende del cliente de
terminal que admita las secuencias de escape de VT100 necesarias.

Seleccione la opcidn 7 para validar todos los cambios.

Esta validacion garantiza que no se infringen las reglas de las redes Grid, Admin y Client, como no utilizar
subredes superpuestas.

En este ejemplo, la validacién devolvio errores.



8. Una vez aprobada la validacion, elija una de las siguientes opciones:

o 8: Guardar los cambios no aplicados.

Esta opcidn le permite salir de la herramienta Cambiar IP e iniciarla de nuevo mas tarde, sin perder
ningun cambio no aplicado.

> 10: Aplique la nueva configuracion de red.
9. Si ha seleccionado la opcion 10, elija una de las siguientes opciones:

o Aplicar: Aplique los cambios inmediatamente y reinicie automaticamente cada nodo si es necesario.
Si la nueva configuracion de red no requiere ningun cambio fisico de red, puede seleccionar aplicar
para aplicar los cambios inmediatamente. Los nodos se reiniciaran automaticamente si es necesario.
Se mostraran los nodos que se deban reiniciar.

o Fase: Aplique los cambios la proxima vez que se reinicien manualmente los nodos.
Si necesita realizar cambios fisicos o virtuales en la configuracion de red para que funcione la nueva
configuracion de red, debe utilizar la opcion Stage, apagar los nodos afectados, realizar los cambios

fisicos de red necesarios y reiniciar los nodos afectados. Si selecciona aplicar sin realizar primero
estos cambios de red, los cambios normalmente fallaran.

@ Si utiliza la opcion Stage, debe reiniciar el nodo Lo antes posible. después de la
configuracion provisional para minimizar las interrupciones.

o CANCEL: No realice ningun cambio en la red en este momento.
Si no sabia que los cambios propuestos requieren que se reinicien los nodos, puede aplazar los
cambios para minimizar el impacto del usuario. Si selecciona cancelar, volvera al menu principal y
mantendra los cambios para que los pueda aplicar mas tarde.

Al seleccionar aplicar o fase, se genera un nuevo archivo de configuracion de red, se realiza el
aprovisionamiento y los nodos se actualizan con nueva informacién de trabajo.

Durante el aprovisionamiento, la salida muestra el estado a medida que se aplican las actualizaciones.

241



Generating new grid networking description file...
Running provisioning...

Updating grid network configuration on Name
Después de aplicar o organizar los cambios en la configuracion, se genera un nuevo paquete de
recuperacion como resultado del cambio de configuracién de la cuadricula.
10. Si ha seleccionado fase, siga estos pasos después de finalizar el aprovisionamiento:
a. Realice los cambios necesarios en la red virtual o fisica.

Cambios fisicos en la red: Realice los cambios fisicos necesarios en la red, apagando el nodo de
forma segura si es necesario.

Linux: Si va a agregar el nodo a una red administrativa o a una red cliente por primera vez, asegurese de
que ha afadido la interfaz como se describe en "adicion de interfaces a un nodo existente"."

a. Reinicie los nodos afectados.
11. Seleccione 0 para salir de la herramienta Cambiar IP una vez que hayan finalizado los cambios.
12. Descargue un nuevo paquete de recuperacion desde Grid Manager.

a. Seleccione Mantenimiento > sistema > paquete de recuperacion.

b. Introduzca la clave de acceso de aprovisionamiento.

Informacion relacionada

"Linux: Afadir interfaces a un nodo existente"
"Instale Red Hat Enterprise Linux o CentOS"
"Instalar Ubuntu o Debian”

"SG100 servicios de aplicaciones SG1000"
"Dispositivos de almacenamiento SG6000"
"Dispositivos de almacenamiento SG5700"
"Administre StorageGRID"

"Configuracion de direcciones IP"

Agregar o cambiar listas de subredes en la red de administracion

Puede agregar, eliminar o cambiar las subredes en la Lista de subredes de red de
administracion de uno o0 mas nodos.

Lo que necesitara

* Debe tener la Passwords. txt archivo.

242


https://docs.netapp.com/es-es/storagegrid-115/rhel/index.html
https://docs.netapp.com/es-es/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/es-es/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/es-es/storagegrid-115/sg6000/index.html
https://docs.netapp.com/es-es/storagegrid-115/sg5700/index.html
https://docs.netapp.com/es-es/storagegrid-115/admin/index.html

Puede agregar, eliminar o cambiar subredes a todos los nodos de la lista de subredes de la red de
administracion.
Pasos

1. Inicie sesidn en el nodo de administracién principal:
a. Introduzca el siguiente comando: ssh admin@primary Admin Node IP
b. Introduzca la contrasefia que aparece en Passwords . txt archivo.
C. Introduzca el siguiente comando para cambiar a la raiz: su -

d. Introduzca la contrasefia que aparece en Passwords . txt archivo.
Cuando ha iniciado sesién como root, el simbolo del sistema cambia de $ para #.

2. Inicie la herramienta Cambiar IP introduciendo el siguiente comando: change-ip

3. Introduzca la clave de acceso de aprovisionamiento en el aviso de.

Aparece el menu principal.

Welcome to the StorsgeGRID IP Change Tool.
Selected nodes: all

SELECT MODES to edit

EDIT IP/mask, gateway and MTU

EDIT admin network subnet lists

EDIT grid network subnet list

SHOW changes

EHOW full configuration, with changes highlighted
WALIDATE changes

SAVE changes, s0 you can resume later
CLEAR 8ll chenges, to stert fresh
APPLY changes to the grid

Exit
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selection: §

4. De manera opcional, limite las redes/nodos a los que se realizan las operaciones. Elija una de las
siguientes opciones:

> Seleccione los nodos que desea editar eligiendo 1, si desea filtrar en nodos especificos en los que
realizar la operacién. Seleccione una de las siguientes opciones:

= 1: Un solo nodo (seleccione por nombre)

= 2: Un solo nodo (seleccione por sitio y, a continuacion, por nombre)
= 3: Un solo nodo (seleccione por IP actual)

* 4: Todos los nodos de un sitio

= 5: Todos los nodos de la red

= 0: Vuelva

o Permitir que "todos™ permanezca seleccionado. Una vez realizada la seleccion, aparece la pantalla
del menu principal. EI campo nodos seleccionados refleja su nueva seleccion y ahora todas las
operaciones seleccionadas solo se realizaran en este elemento.

5. En el menu principal, seleccione la opcion para editar subredes para la red de administracion (opcion 3).

6. Elija una de las siguientes opciones:
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° Para anadir una subred, introduzca este comando: add CIDR
° Para eliminar una subred, introduzca este comando: del CIDR

° Defina la lista de subredes introduciendo este comando: set CIDR

@ Para todos los comandos, es posible introducir varias direcciones con este formato: add
CIDR, CIDR

Ejemplo: add 172.14.0.0/16, 172.15.0.0/16, 172.16.0.0/16

Puede reducir la cantidad de escritura necesaria utilizando "'flecha arriba™ para
recuperar los valores escritos previamente en el indicador de entrada actual y, a
continuacién, editarlos si es necesario.

La entrada de ejemplo siguiente muestra como agregar subredes a la lista de subredes de la red de
administracion:

7. Cuando esté listo, introduzca q para volver a la pantalla del menu principal. Los cambios se mantienen
hasta que se borran o se aplican.

@ Si ha seleccionado cualquiera de los modos de seleccion "todos" en el paso 2, debe pulsar
Intro (sin q) para llegar al siguiente nodo de la lista.

8. Elija una de las siguientes opciones:

o Seleccione la opcién 5 para mostrar las ediciones en la salida que esta aislada para mostrar sélo el
elemento cambiado. Los cambios se resaltan en verde (adiciones) o rojo (eliminaciones), como se
muestra en la siguiente salida de ejemplo:
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DC1-ADM1-185-154 Admin  Subnets

Press Enter to cuntinuel

o Seleccione la opcion 6 para mostrar las ediciones en la salida que muestran la configuracion completa.
Los cambios se resaltan en verde (adiciones) o rojo (eliminaciones). Nota: algunos emuladores de
terminal pueden mostrar adiciones y eliminaciones utilizando formato de tachado.

Cuando intenta cambiar la lista de subredes, se muestra el siguiente mensaje:

CAUTION: The Admin Network subnet list on the node might contain /32
subnets derived from automatically applied routes that are not
persistent. Host routes (/32 subnets) are applied automatically if
the IP addresses provided for external services such as NTP or DNS
are not reachable using default StorageGRID routing, but are
reachable using a different interface and gateway. Making and
applying changes to the subnet list will make all automatically
applied subnets persistent. If you do not want that to happen, delete
the unwanted subnets before applying changes. If you know that all
/32 subnets in the list were added intentionally, you can ignore this
caution.

Si no asigno especificamente las subredes del servidor NTP y DNS a una red, StorageGRID crea una
ruta de host (/32) para la conexiéon automaticamente. Si, por ejemplo, prefiere tener una ruta /16 o /24
para la conexion saliente a un servidor DNS o NTP, debe eliminar la ruta /32 creada automaticamente
y agregar las rutas que desee. Si no elimina la ruta de host creada automaticamente, se conservara
después de aplicar los cambios en la lista de subredes.

@ Aunque puede utilizar estas rutas de host detectadas automaticamente, en general debe
configurar manualmente las rutas DNS y NTP para garantizar la conectividad.

9. Seleccione la opcién 7 para validar todos los cambios organizados.

Esta validacion garantiza que se sigan las reglas para las redes Grid, Admin y Client, como el uso de
subredes superpuestas.

10. Opcionalmente, seleccione la opcion 8 para guardar todos los cambios organizados y volver mas tarde
para continuar realizando cambios.

Esta opcion le permite salir de la herramienta Cambiar IP e iniciarla de nuevo mas tarde, sin perder ningun
cambio no aplicado.

11. Debe realizar una de las siguientes acciones:
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> Seleccione la opcion 9 si desea borrar todos los cambios sin guardar ni aplicar la nueva configuracién
de red.

> Seleccione la opcion 10 si esta listo para aplicar cambios y para aprovisionar la nueva configuracion
de red. Durante el aprovisionamiento, la salida muestra el estado a medida que se aplican las
actualizaciones como se muestra en la siguiente salida de ejemplo:

Generating new grid networking description file...
Running provisioning...

Updating grid network configuration on Name

12. Descargue un nuevo paquete de recuperacion desde Grid Manager.
a. Seleccione Mantenimiento > sistema > paquete de recuperacion.

b. Introduzca la clave de acceso de aprovisionamiento.

Informacion relacionada

"Configuracion de direcciones IP"

Agregar o cambiar listas de subred en la red de cuadricula

Puede utilizar la herramienta Cambiar IP para agregar o cambiar subredes en la red de
cuadricula.

Lo que necesitara

* Usted tiene la Passwords. txt archivo.

Acerca de esta tarea

Puede agregar, eliminar o cambiar subredes en la Lista de subredes de red de cuadricula. Los cambios
afectaran el enrutamiento de todos los nodos de la cuadricula.

Si solo va a realizar cambios en la lista de subredes de red de cuadricula, utilice el
administrador de cuadricula para agregar o cambiar la configuracién de red. De lo contrario,

@ utilice la herramienta Cambiar IP si no se puede acceder a Grid Manager debido a un problema
de configuracion de red o si esta realizando un cambio de enrutamiento de red de cuadricula 'y
otros cambios de red al mismo tiempo.

Pasos
1. Inicie sesién en el nodo de administracion principal:

a. Introduzca el siguiente comando: ssh admin@primary Admin Node IP

(o

. Introduzca la contrasefia que aparece en Passwords. txt archivo.

(9]

. Introduzca el siguiente comando para cambiar a la raiz: su -

o

. Introduzca la contrasefia que aparece en Passwords. txt archivo.

Cuando ha iniciado sesidén como root, el simbolo del sistema cambia de $ para #.
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2. Inicie la herramienta Cambiar IP introduciendo el siguiente comando: change-ip

3. Introduzca la clave de acceso de aprovisionamiento en el aviso de.

Aparece el menu principal.

Welcome to the StorsgeGRID IP Change Tool.

Selected nodes: all

1
- b
2:
T
- .
L
5:

LT R - - R -
us [

SELECT MODES to edit

EDIT IP/mask, gateway and MTU

EDIT admin network subnet lists

EDIT grid network subnet list

SHOW changes

EHOW full configuration, with changes highlighted
WALIDATE changes

SAVE changes, s0 you can resume later
CLEAR 8ll chenges, to stert fresh
APPLY changes to the grid

Exit

=T = B
selection: §

En el menu principal, seleccione la opcién para editar subredes para la red de cuadricula (opcion 4).

®

Elija una de las siguientes opciones:

° Para afnadir una subred, introduzca este comando: add CIDR
° Para eliminar una subred, introduzca este comando: del CIDR

° Defina la lista de subredes introduciendo este comando: set CIDR

Los cambios en la lista de subredes de red de cuadricula se realizan en toda la cuadricula.

@ Para todos los comandos, es posible introducir varias direcciones con este formato: add

CIDR, CIDR

Ejemplo: add 172.14.0.0/16, 172.15.0.0/16, 172.16.0.0/16

Puede reducir la cantidad de escritura necesaria utilizando "'flecha arriba
. recuperar los valores escritos previamente en el indicador de entrada actual y, a

continuacion, editarlos si es necesario.

La entrada de ejemplo siguiente muestra la configuracion de subredes para la Lista de subredes de

redes de cuadricula:
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6. Cuando esté listo, introduzca q para volver a la pantalla del menu principal. Los cambios se mantienen
hasta que se borran o se aplican.

7. Elija una de las siguientes opciones:

o Seleccione la opcion 5 para mostrar las ediciones en la salida que esta aislada para mostrar sélo el
elemento cambiado. Los cambios se resaltan en verde (adiciones) o rojo (eliminaciones), como se
muestra en la siguiente salida de ejemplo:

o Seleccione la opcion 6 para mostrar las ediciones en la salida que muestran la configuracion completa.
Los cambios se resaltan en verde (adiciones) o rojo (eliminaciones).

@ Algunas interfaces de linea de comandos pueden mostrar adiciones y eliminaciones
utilizando formato de tachado.

8. Seleccione la opcién 7 para validar todos los cambios organizados.

Esta validaciéon garantiza que se sigan las reglas para las redes Grid, Admin y Client, como el uso de
subredes superpuestas.

9. Opcionalmente, seleccione la opcion 8 para guardar todos los cambios organizados y volver mas tarde
para continuar realizando cambios.

Esta opcion le permite salir de la herramienta Cambiar IP e iniciarla de nuevo mas tarde, sin perder ningun
cambio no aplicado.

10. Debe realizar una de las siguientes acciones:
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> Seleccione la opcion 9 si desea borrar todos los cambios sin guardar ni aplicar la nueva configuracién
de red.

> Seleccione la opcion 10 si esta listo para aplicar cambios y para aprovisionar la nueva configuracion
de red. Durante el aprovisionamiento, la salida muestra el estado a medida que se aplican las
actualizaciones como se muestra en la siguiente salida de ejemplo:

Generating new grid networking description file...
Running provisioning...

Updating grid network configuration on Name

11. Si ha seleccionado la opcién 10 al realizar cambios en la red de cuadricula, seleccione una de las
siguientes opciones:

o Aplicar: Aplique los cambios inmediatamente y reinicie automaticamente cada nodo si es necesario.

Si la nueva configuracion de red funcionara simultaneamente con la configuracion de red antigua sin
ningun cambio externo, puede utilizar la opcion aplicar para un cambio de configuracion
completamente automatizado.

o Fase: Aplique los cambios la proxima vez que se reinicien los nodos.

Si necesita realizar cambios fisicos o virtuales en la configuracién de red para que funcione la nueva
configuracion de red, debe utilizar la opcion Stage, apagar los nodos afectados, realizar los cambios
fisicos de red necesarios y reiniciar los nodos afectados.

@ Si utiliza la opcién Stage, debe reiniciar el nodo Lo antes posible. después de la
configuracion provisional para minimizar las interrupciones.

o CANCEL: No realice ningin cambio en la red en este momento.

Si no sabia que los cambios propuestos requieren que se reinicien los nodos, puede aplazar los
cambios para minimizar el impacto del usuario. Si selecciona cancelar, volvera al menu principal y
mantendra los cambios para que los pueda aplicar mas tarde.

Después de aplicar o organizar los cambios en la configuracién, se genera un nuevo paquete de
recuperacion como resultado del cambio de configuracion de la cuadricula.
12. Si la configuracion se detiene debido a errores, estan disponibles las siguientes opciones:
o Para cancelar el procedimiento de cambio de IP y volver al menu principal, introduzca a.
o Para volver a intentar la operacion que falld, introduzca r.
o Para continuar con la siguiente operacion, introduzca c.
La operacion fallida se puede volver a intentar mas tarde seleccionando la opcién 10 (aplicar cambios)

en el menu principal. El procedimiento de cambio de IP no se completara hasta que todas las
operaciones se hayan completado correctamente.

o Si tuvo que intervenir manualmente (para reiniciar un nodo, por ejemplo) y esta seguro de que la
accion que la herramienta considera que ha fallado se ha completado correctamente, introduzca f para
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marcarlo como correcto y pasar a la siguiente operacion.

13. Descargue un nuevo paquete de recuperacion desde Grid Manager.

a. Seleccione Mantenimiento > sistema > paquete de recuperacion.

b. Introduzca la clave de acceso de aprovisionamiento.

@ El archivo del paquete de recuperacion debe estar protegido porque contiene claves de
cifrado y contrasefias que se pueden usar para obtener datos del sistema StorageGRID.

Informacion relacionada

"Configuracion de direcciones IP"

Linux: ARadir interfaces a un nodo existente

Si desea anadir una interfaz a un nodo basado en Linux que no se instal6 inicialmente,
debe utilizar este procedimiento.

Si no configur6 ADMIN_NETWORK_TARGET o CLIENT_NETWORK_TARGET en el archivo de configuracion
del nodo en el host Linux durante la instalacion, utilice este procedimiento para anadir la interfaz. Para obtener
mas informacion sobre el archivo de configuracion de nodos, consulte las instrucciones de instalacion de
StorageGRID para el sistema operativo Linux.

"Instale Red Hat Enterprise Linux o CentOS"

"Instalar Ubuntu o Debian"

Realiza este procedimiento en el servidor Linux que aloja el nodo que necesita la nueva asignacion de red, no
dentro del nodo. Este procedimiento solo afade la interfaz al nodo; se produce un error de validacion si intenta

especificar cualquier otro parametro de red.

Para proporcionar informacion de direccionamiento, debe utilizar la herramienta Cambiar IP. Consulte la
informacion sobre como cambiar la configuracion de red de un nodo.

"Cambiar la configuracion de red de un nodo"

Pasos
1. Inicie sesion en el servidor Linux que aloja el nodo que necesita la nueva asignacion de red.

2. Edite el archivo de configuracién del nodo en /etc/storagegrid/nodes/node-name.conf.
@ No especifique ningun otro parametro de red o se producira un error de validacion.

a. Afada el nuevo destino de red.

CLIENT NETWORK TARGET = bond0.3206

b. Opcional: Ahada una direccion MAC.

CLIENT NETWORK MAC = aa:57:61:07:ea:5c
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3. Ejecute el comando node validate: sudo storagegrid node validate node-name
4. Resolver todos los errores de validacion.

5. Ejecute el comando node reload: sudo storagegrid node reload node-name

Informacion relacionada

"Instale Red Hat Enterprise Linux o CentOS"
"Instalar Ubuntu o Debian"

"Cambiar la configuracion de red de un nodo"

Cambiando las direcciones IP de todos los nodos de la cuadricula

Si necesita cambiar la direccién IP de red de cuadricula para todos los nodos de la
cuadricula, debe seguir este procedimiento especial. No puede cambiar la IP de red de
cuadricula utilizando el procedimiento para cambiar nodos individuales.

Lo que necesitara

* Debe tener la Passwords. txt archivo.

Acerca de esta tarea

Para asegurarse de que la cuadricula se inicia correctamente, debe realizar todos los cambios a la vez.

@ Este procedimiento se aplica solo a la red de cuadricula. Este procedimiento no se puede
utilizar para cambiar direcciones IP en las redes de administracion o de cliente.

Si desea cambiar las direcciones IP y la MTU de los nodos en un solo sitio, siga las instrucciones para
cambiar la configuracién de red de un nodo.

Pasos

1. Planifique con antelacién los cambios que necesite hacer fuera de la herramienta Cambiar IP, como los
cambios en DNS o NTP, y los cambios en la configuracion de inicio de sesion unico (SSO), si se utiliza.

Si no podra acceder a los servidores NTP existentes a la cuadricula en las nuevas
@ direcciones IP, afnada los nuevos servidores NTP antes de realizar el procedimiento de
cambio ip.

Si no se podra acceder a los servidores DNS existentes a la cuadricula en las nuevas
@ direcciones IP, agregue los nuevos servidores DNS antes de realizar el procedimiento
Change-ip.

Si SSO estéa habilitado para el sistema StorageGRID y todas las confianzas de partes que
dependan se configuraron utilizando direcciones IP de nodos de administracion (en lugar de

@ nombres de dominio completos, segun se recomienda), esté preparado para actualizar o
reconfigurar estas confianzas de partes que se basan en los Servicios de Federacion de
Active Directory (AD FS). Inmediatamente después de cambiar las direcciones IP. Consulte
las instrucciones para administrar StorageGRID.

@ De ser necesario, afiada la nueva subred para las nuevas direcciones IP.
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2. Inicie sesion en el nodo de administracion principal:
a. Introduzca el siguiente comando: ssh admin@primary Admin Node IP
b. Introduzca la contrasefia que aparece en Passwords . txt archivo.
C. Introduzca el siguiente comando para cambiar a la raiz: su -

d. Introduzca la contrasefia que aparece en Passwords . txt archivo.
Cuando ha iniciado sesion como root, el simbolo del sistema cambia de $ para #.

3. Inicie la herramienta Cambiar IP introduciendo el siguiente comando: change-ip

4. Introduzca la clave de acceso de aprovisionamiento en el aviso de.

Aparece el menu principal. De forma predeterminada, la Selected nodes el campo esta establecido en
all.

Welcome to the StorageGRID IP Change Tool.
Selected nodes: all

SELECT MWODES to edit

EDIT IP/mask, gateway and MTU

EDIT admin network subnet Iists

EDIT grid network subnet list

EHOW changes

SHOW full configuration, with changes highlighted
VALIDATE changes

SAVE changes, s0 you can resume later
CLEAR all chang to stert fresh
APPLY changes to the grid

Exit

1:
25
.
bt
5

- O R -
- e wr mw em

Selection: E

5. En el menu principal, seleccione 2 para editar la informacion de IP/mascara de subred, puerta de enlace y
MTU para todos los nodos.

a. Seleccione 1 para realizar cambios en la red de cuadricula.

Después de realizar la seleccion, el simbolo del sistema muestra los nombres de los nodos, el nombre
de red de cuadricula, el tipo de datos (IP/mascara, puerta de enlace o MTU), y los valores actuales.

Si se edita la direccion IP, la longitud del prefijo, la puerta de enlace o la MTU de una interfaz

configurada para DHCP, la interfaz se cambiara a estatica. Se muestra una advertencia antes de cada
interfaz configurada por DHCP.

Las interfaces se han configurado como fixed no se puede editar.

a. Para establecer un nuevo valor, introdizcalo en el formato que se muestra para el valor actual.

b. Después de editar todos los nodos que desea cambiar, introduzca q para volver al menu principal.
Los cambios se mantienen hasta que se borran o se aplican.

6. Revise los cambios seleccionando una de las siguientes opciones:

o 5: Muestra las ediciones en la salida que esta aislada para mostrar sélo el elemento cambiado. Los

cambios se resaltan en verde (adiciones) o rojo (eliminaciones), como se muestra en la salida de
ejemplo:
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Gateway
Gateway
Gateway
Gateway
Gateway
Gateway
MTU
MTU
MTU
MTU
MTU
MTU
Press Enter to continue

HHHEHRHHAHHHRHEHRABR

Bi b3 B3 B3 Rd B3 =
kR B R R B RS

> 6: Muestra las ediciones en salida que muestran la configuracién completa. Los cambios se resaltan
en verde (adiciones) o rojo (eliminaciones).

Algunas interfaces de linea de comandos pueden mostrar adiciones y eliminaciones
utilizando formato de tachado. La visualizaciéon adecuada depende del cliente de
terminal que admita las secuencias de escape de VT100 necesarias.

7. Seleccione la opcion 7 para validar todos los cambios.

Esta validacion garantiza que no se infringen las reglas de la red de cuadricula, como no utilizar subredes
superpuestas.

En este ejemplo, la validacién devolvi6 errores.
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8. Una vez superada la validacion, seleccione 10 para aplicar la nueva configuracion de red.

9. Seleccione Stage para aplicar los cambios la proxima vez que se reinicien los nodos.

@ Debe seleccionar fase. No realice un reinicio de operacion, ya sea manualmente o
seleccionando aplicar en lugar de fase; la cuadricula no se iniciara correctamente.

10. Una vez que haya finalizado el cambio, seleccione 0 para salir de la herramienta Cambiar IP.

11. Apague todos los nodos de forma simultanea.

@ Toda la cuadricula debe apagarse a la vez, para que todos los nodos estén inactivos al
mismo tiempo.

12. Realice los cambios necesarios en la red virtual o fisica.
13. Verifique que todos los nodos de grid estén inactivos.
14. Encienda todos los nodos.
15. Una vez que el grid se inicia correctamente:
a. Siafadio servidores NTP nuevos, elimine los valores anteriores del servidor NTP.
b. Si afadio nuevos servidores DNS, elimine los antiguos valores de servidor DNS.
16. Descargue el nuevo paquete de recuperacion desde Grid Manager.
a. Seleccione Mantenimiento > sistema > paquete de recuperacion.

b. Introduzca la clave de acceso de aprovisionamiento.

Informacion relacionada
"Administre StorageGRID"

"Cambiar la configuracion de red de un nodo"
"Agregar o cambiar listas de subred en la red de cuadricula"

"Apagar un nodo de grid"

Configurando servidores DNS

Puede agregar, quitar y actualizar servidores de sistema de nombres de dominio (DNS)
para poder usar nombres de host de nombre de dominio completo (FQDN) en lugar de
direcciones IP.

Lo que necesitara
* Debe iniciar sesién en Grid Manager mediante un explorador compatible.

» Debe tener los permisos de mantenimiento o acceso raiz.

* Debe tener las direcciones IP de los servidores DNS para configurar.

Acerca de esta tarea

Al especificar informacioén del servidor DNS, se pueden utilizar nombres de host de nombre de dominio
completo (FQDN) en lugar de direcciones IP para notificaciones por correo electronico o SNMP y
AutoSupport. Se recomienda especificar al menos dos servidores DNS.
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Proporcione entre dos y seis direcciones IP para los servidores DNS. En general, seleccione los
servidores DNS a los que cada sitio puede acceder localmente en el caso de que la red sea

@ Landing. Esto es para asegurar que un sitio de llanded siga teniendo acceso al servicio DNS.
Después de configurar la lista de servidores DNS para toda la cuadricula, puede personalizar
aun mas la lista de servidores DNS para cada nodo.

"Modificar la configuracién de DNS para un solo nodo de grid"

Si se omite o se configura incorrectamente la informacion del servidor DNS, se activa una alarma DNST en el
servicio SSM de cada nodo de cuadricula. La alarma se borra cuando DNS esta configurado correctamente y
la nueva informacion del servidor ha llegado a todos los nodos de la cuadricula.

Pasos
1. Seleccione Mantenimiento Red servidores DNS.

2. En la seccidn servidores, agregue actualizaciones o elimine las entradas del servidor DNS, segun sea
necesario.

La practica recomendada es especificar al menos dos servidores DNS por sitio. Puede especificar hasta
seis servidores DNS.

3. Haga clic en Guardar.

Modificar la configuracion de DNS para un solo nodo de grid

En lugar de configurar el sistema de nombres de dominio (DNS) globalmente para toda
la implementacion, puede ejecutar un script para configurar DNS de forma diferente para
cada nodo de cuadricula.

En general, debe utilizar la opcion Mantenimiento Red servidores DNS en Grid Manager para configurar
servidores DNS. Ultilice la siguiente secuencia de comandos sélo si necesita usar servidores DNS diferentes
para nodos de cuadricula diferentes.

1. Inicie sesion en el nodo de administracion principal:
a. Introduzca el siguiente comando: ssh admin@primary Admin Node IP
b. Introduzca la contrasefia que aparece en Passwords . txt archivo.
C. Introduzca el siguiente comando para cambiar a la raiz: su -

d. Introduzca la contrasefia que aparece en Passwords . txt archivo.
Cuando ha iniciado sesién como root, el simbolo del sistema cambia de $ para #.

€. Adada la clave privada SSH al agente SSH. Introduzca: ssh-add
f. Introduzca la contrasefia de acceso SSH que aparece en la Passwords . txt archivo.

2. Inicie sesion en el nodo que desea actualizar con una configuracion DNS personalizada: ssh
node IP address

3. Ejecute el script de configuracion de DNS: setup resolv.rb.

El script responde con la lista de comandos admitidos.
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Tool to modify external name servers

available commands:

add search <domain>
add a specified domain to search list
e.g.> add search netapp.com

remove search <domain>
remove a specified domain from list
e.g.> remove search netapp.com

add nameserver <ip>
add a specified IP address to the name server list
e.g.> add nameserver 192.0.2.65

remove nameserver <ip>
remove a specified IP address from list
e.g.> remove nameserver 192.0.2.65

remove nameserver all

remove all nameservers from list

save write configuration to disk and quit
abort quit without saving changes
help display this help message

Current list of name servers:
192.0.2.64
Name servers inherited from global DNS configuration:
192.0.2.126
192.0.2.127
Current list of search entries:
netapp.com

Enter command [ add search <domain>|remove search <domain>|add
nameserver <ip>']

[ 'remove nameserver <ip>|remove nameserver
all|save|abort|help ]

4. Afada la direccion IPv4 de un servidor que proporcione servicio de nombres de dominio para la red: add
<nameserver IP address>

Repita el add nameserver comando para agregar servidores de nombres.
Siga las instrucciones que se le indiquen para otros comandos.
Guarde los cambios y salga de la aplicacion: save

cierre el shell de comandos en el servidor: exit

© ® N o O

Para cada nodo de cuadricula, repita los pasos desde inicie sesion en el nodo por cierre del shell de
comandos.
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10. Cuando ya no necesite un acceso sin contrasefias a otros servidores, quite la clave privada del agente
SSH. Introduzca: ssh-add -D

Configurando servidores NTP

Puede agregar, actualizar o eliminar servidores de protocolo de tiempo de redes (NTP)
para garantizar que los datos se sincronizan con precision entre los nodos de grid en el
sistema StorageGRID.

Lo que necesitara
* Debe iniciar sesion en Grid Manager mediante un explorador compatible.

* Debe tener los permisos de mantenimiento o acceso raiz.
* Debe tener la clave de acceso de aprovisionamiento.

* Debe tener las direcciones IPv4 de los servidores NTP para configurar.

Acerca de esta tarea

El sistema StorageGRID utiliza el protocolo de hora de red (NTP) para sincronizar la hora entre todos los
nodos de grid de la cuadricula.

Se asigna el rol NTP principal en cada sitio, al menos dos nodos del sistema StorageGRID. Se sincronizan
con un minimo sugerido de cuatro, y un maximo de seis, fuentes de tiempo externas y entre si. Todos los
nodos del sistema StorageGRID que no son un nodo NTP principal actian como cliente NTP y se sincronizan
con estos nodos NTP principales.

Los servidores NTP externos se conectan a los nodos a los que se asignaron previamente roles NTP
principales. Por este motivo, se recomienda especificar al menos dos nodos con roles NTP principales.

Asegurese de que al menos dos nodos de cada sitio puedan acceder a al menos cuatro fuentes
de NTP externas. Si solo un nodo de un sitio puede acceder a los origenes NTP, se produciran

@ problemas de tiempo si ese nodo falla. Ademas, designar dos nodos por sitio como origenes
NTP primarios garantiza una sincronizacion precisa si un sitio esta aislado del resto de la
cuadricula.

Los servidores NTP externos especificados deben usar el protocolo NTP. Debe especificar las referencias del
servidor NTP de estratum 3 o superior para evitar problemas con la desviacién del tiempo.

Al especificar el origen NTP externo para una instalacion StorageGRID de nivel de produccion,
no utilice el servicio de hora de Windows (W32Time) en una version de Windows anterior a

@ Windows Server 2016. El servicio de tiempo en versiones anteriores de Windows no es lo
suficientemente preciso y no es compatible con Microsoft para su uso en entornos de gran
precision como StorageGRID.

"Limite de soporte para configurar el servicio de tiempo de Windows para entornos de alta precision”

Si tiene problemas con la estabilidad o disponibilidad de los servidores NTP especificados originalmente
durante la instalacion, puede actualizar la lista de origenes NTP externos que utiliza el sistema StorageGRID
agregando servidores adicionales o actualizando o quitando servidores existentes.

Pasos
1. Seleccione Mantenimiento Red servidores NTP.
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2. En la seccidn Servers, afiada la actualizacion o elimine las entradas del servidor NTP, segun sea

necesario.

Debe incluir al menos 4 servidores NTP y especificar hasta 6 servidores.

3. En el cuadro de texto frase de paso de aprovisionamiento, introduzca la contrasefa de

aprovisionamiento del sistema StorageGRID y haga clic en Guardar.

El estado del procedimiento se muestra en la parte superior de la pagina. La pagina esta deshabilitada

hasta que se completen las actualizaciones de configuracion.

@ Si todos los servidores NTP fallan en la prueba de conexion después de guardar los nuevos

servidores NTP, no continie. Péngase en contacto con el soporte técnico.

Restauracion de conectividad de red para nodos aislados

En determinadas circunstancias, como los cambios de direccion IP en todo el sitio o en la
cuadricula, es posible que uno o0 mas grupos de nodos no puedan ponerse en contacto

con el resto de la cuadricula.

En Grid Manager (Support > Tools > Grid Topology), si un nodo es gris, o si un nodo es azul con muchos de
sus servicios que muestran un estado distinto a la ejecucion, debe comprobar el aislamiento de nodos.

Alarms | Reports Configuration

Overview: SSM (abrian-g1) - Services
Updated: 2018-01-23 15:.03:45 MST

o Bvents Operating System Linux 4.9.0-3-amd64
|44 Resources.
) Timing Services
[-=3§ CLB
-4y abrian-s1 Seniice Version Status Threads Load Memory
(-4 abrian-s2 ADE Exporter Service 11.1.0-20171214.1441.c29e2f8 Running Bo 1 Boox Hrervs B
F-ff abrian-s2 Connection Load Balancer (CLB) 11.1.0-20180120.0111,02137e Running B9e6 Hoorws T393us T
Dynamic |P Service 11.1.0-20160123 1916 deeeba? abrian Not Running Bj & ¢ Bo0% BoB 5
Nginx Senvice 1.10.3-1+debOut Running B9 s Hooew BHoume [
Node Exporier Service 013 0+ds-1+b2 Rurining Bgs Bow Hessus B
Persistenice Service 11.1.0-20180123.1919 deeeba7 abrian Running BHo6 Hoosiw B@irims B
Server Manager 11.1.0-20171214.1441.c29228 Running @4 BHe2116% Bis7Me B
Server Status Monifor (SSM)  11.1.0-20180120.0111.02137fe Running B4y 61 B0288% H45eme B
System Logging 3.8.1-10 Running B3 Booww JHsruvs [
Time Synchronization 1:4.2 8p10+dfsg-3+dablut Running B4 2 Hooorys B45¢4M8 B
Packages
Package Installed Version
storage-grid-release Installed 11.1.0-20180123.1919.deeeba abran

Entre las consecuencias de tener nodos aislados se incluyen las siguientes:

« Si se aislan varios nodos, es posible que no pueda iniciar sesiéon o acceder a Grid Manager.

« Si se aislan varios nodos, es posible que los valores de uso y cuota de almacenamiento que se muestran
en la consola para el administrador de inquilinos estén desactualizados. Los totales se actualizaran

cuando se restaure la conectividad de red.

Para resolver el problema de aislamiento, se ejecuta una utilidad de linea de comandos en cada nodo aislado
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o en un nodo de un grupo (todos los nodos de una subred que no contiene el nodo de administracion
principal) que esta aislado de la cuadricula. La utilidad proporciona a los nodos la direccion IP de un nodo no
aislado en la cuadricula, lo que permite que el nodo aislado o grupo de nodos vuelva a ponerse en contacto
con toda la cuadricula.

@ Si el sistema de nombres de dominio multicast (NDNS) esta deshabilitado en las redes, puede
que sea necesario ejecutar la utilidad de linea de comandos en cada nodo aislado.

Pasos

1. Acceda al nodo y compruebe /var/local/log/dynip.log para mensajes de aislamiento.
Por ejemplo:
[2018-01-09T19:11:00.545] UpdateQueue - WARNING -- Possible isolation,

no contact with other nodes.

If this warning persists, manual action may be required.

Si utiliza la consola de VMware, contendra un mensaje que podria aislar el nodo.

En las implementaciones de Linux, apareceran mensajes de aislamiento en la
/var/log/storagegrid/node/<nodename>.log archivos.

2. Silos mensajes de aislamiento son recurrentes y persistentes, ejecute el siguiente comando:
add node ip.py <address\>

donde <address\> Es la direccion IP de un nodo remoto conectado al grid.

# /usr/sbin/add node ip.py 10.224.4.210

Retrieving local host information

Validating remote node at address 10.224.4.210
Sending node IP hint for 10.224.4.210 to local node
Local node found on remote node. Update complete.

3. Verifique lo siguiente para cada nodo que estaba aislado previamente:

o Los servicios del nodo han comenzado.

° El estado del servicio IP dinamico es "en ejecucion™ después de ejecutar storagegrid-status
comando.

o En el arbol de topologia de cuadricula, el nodo ya no aparece desconectado del resto de la cuadricula.

@ Si ejecuta el add node ip.py el comando no resuelve el problema; podrian existir otros
problemas de red que deban resolverse.
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Procedimientos de middleware y a nivel de host

Algunos procedimientos de mantenimiento son especificos de las implementaciones de
StorageGRID para Linux o VMware o son especificos de otros componentes de la
solucion StorageGRID.

Linux: Migrar un nodo de grid a un nuevo host

Puede migrar nodos StorageGRID de un host Linux a otro para realizar tareas de
mantenimiento del host (como parches y reinicio del SO) sin afectar a la funcionalidad o
disponibilidad del grid.

Se migran uno o mas nodos de un host Linux (el «host de origen») a otro host Linux (el «host objetivoy»). El
host de destino debe haber sido preparado previamente para el uso de StorageGRID.

@ Puede utilizar este procedimiento solo si ha planificado la implementacion de StorageGRID para
incluir soporte de migracion.

Para migrar un nodo de cuadricula a un host nuevo, se deben cumplir ambas condiciones:

+ El almacenamiento compartido se utiliza para todos los volumenes de almacenamiento por nodo

» Las interfaces de red tienen nombres consistentes entre los hosts

En una puesta en marcha de produccion, no ejecute mas de un nodo de almacenamiento en un
@ unico host. El uso de un host dedicado para cada nodo de almacenamiento proporciona un
dominio de fallo aislado.

Existen otros tipos de nodos, como los nodos de administrador o los nodos de pasarela, que se pueden
implementar en el mismo host. Sin embargo, si tiene varios nodos del mismo tipo (por ejemplo, dos nodos de
puerta de enlace), no instale todas las instancias en el mismo host.

Para obtener mas informacion, consulte «"requisitos de migracion de nodos" en las instrucciones de
instalacion de StorageGRID del sistema operativo Linux.

Informacion relacionada

"Implementacion de nuevos hosts Linux"
"Instale Red Hat Enterprise Linux o CentOS"

"Instalar Ubuntu o Debian"

Linux: Exportar el nodo desde el host de origen
Apague el nodo de grid y lo exporte desde el host Linux de origen.
Ejecute el siguiente comando en el host Linux de origen.

1. Obtenga el estado de todos los nodos que actualmente se ejecutan en el host de origen.

sudo storagegrid node status all
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Name Config-State Run-State
DC1-ADM1 Configured Running
DC1-ARC1 Configured Running
DC1-GW1l Configured Running
DC1-S1 Configured Running
DC1-S2 Configured Running
DC1-S3 Configured Running

2. |dentifique el nombre del nodo que desea migrar y deténtelo si esta su estado Run Running.

sudo storagegrid node stop DC1-S3

Stopping node DC1-S3
Waiting up to 630 seconds for node shutdown

3. Exporte el nodo desde el host de origen.

sudo storagegrid node export DC1-S3

Finished exporting node DC1-S3 to /dev/mapper/sgws-dcl-s3-var-local.
Use 'storagegrid node import /dev/mapper/sgws—-dcl-s3-var-local' if you
want to import it again.

4. Tome nota de la import command suggested in the output of the ‘export comando.

Este comando se ejecutara en el host de destino en el paso siguiente.

Linux: Importe el nodo en el host de destino

Después de exportar el nodo desde el host de origen, importe y valide el nodo en el host
Linux de destino. La validacién confirma que el nodo tiene acceso a los mismos
dispositivos de interfaz de red y de almacenamiento basado en bloques que los que
tenia en el host de origen.

Ejecute el siguiente comando en el host Linux de destino.

1. Importe el nodo en el host de destino.
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sudo storagegrid node import /dev/mapper/sgws-dcl-s3-var-local

Finished importing node DC1-S3 from /dev/mapper/sgws—-dcl-s3-var-local.
You should run 'storagegrid node wvalidate DC1-S3'

2. Valide la configuracién del nodo en el host nuevo.

sudo storagegrid node validate DC1-S3

Confirming existence of node DC1-S3... PASSED

Checking configuration file /etc/storagegrid/nodes/DC1-S3.conf for node DCl-
S3... PASSED

Checking for duplication of unique values... PASSED
3. Si se produce algun error de validacion, haga una direccion antes de iniciar el nodo migrado.

Para obtener informacion sobre la solucién de problemas, consulte las instrucciones de instalacion de
StorageGRID para el sistema operativo Linux.

Informacioén relacionada

"Instale Red Hat Enterprise Linux o CentOS"

"Instalar Ubuntu o Debian"

Linux: Iniciando el nodo migrado

Después de validar el nodo migrado, debe iniciar el nodo ejecutando un comando en el
host Linux de destino.

Pasos
1. Inicie el nodo en el host nuevo.

sudo storagegrid node start DC1-S3
Starting node DC1-S3

2. En Grid Manager, compruebe que el estado del nodo es verde sin que se le hayan generado alarmas.

Comprobar que el estado del nodo sea verde garantiza que el nodo migrado se haya
@ reiniciado completamente y se vuelva a unir al grid. Si el estado no es verde, no migre los
nodos adicionales de forma que no tendra mas de un nodo fuera de servicio.

Si no puede acceder a Grid Manager, espere 10 minutos y, a continuacion, ejecute el siguiente comando:

sudo storagegrid node status node-name
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Confirme que el nodo migrado tiene el estado Run of Running.

Mantenimiento de nodos de archivado para middleware TSM

Los nodos de archivado pueden configurarse para dar como objetivo una cinta mediante
un servidor de middleware de TSM o el cloud a través de la API S3. Una vez
configurado, el destino de un nodo de archivado no se puede cambiar.

Si el servidor que aloja el nodo de archivado falla, sustituya el servidor y siga el procedimiento de
recuperacion adecuado.

Fallo en dispositivos de almacenamiento de archivado

Si determina que hay un error en el dispositivo de almacenamiento de archivado al que esta accediendo el
nodo de archivado a través de Tivoli Storage Manager (TSM), desconecte el nodo de archivado para limitar el
numero de alarmas mostradas en el sistema StorageGRID. Entonces, puede utilizar las herramientas
administrativas del servidor de TSM o del dispositivo de almacenamiento, o ambas, para diagnosticar y
resolver el problema.

Desconectar el componente de destino

Antes de llevar a cabo cualquier mantenimiento del servidor de middleware TSM que pudiera hacer que no
esté disponible para el nodo de archivado, desconecte el componente de destino para limitar el nimero de
alarmas que se activan si el servidor de middleware TSM deja de estar disponible.

Lo que necesitara
Debe iniciar sesion en Grid Manager mediante un explorador compatible.

Pasos
1. Seleccione Soporte > Herramientas > Topologia de cuadricula.

2. Seleccione nodo de archivo > ARC > objetivo > Configuracion > Principal.
3. Cambie el valor de Estado de Tivoli Storage Manager a sin conexién y haga clic en aplicar cambios.

4. Una vez finalizado el mantenimiento, cambie el valor de estado de Tivoli Storage Manager a Online y
haga clic en aplicar cambios.

Herramientas administrativas de Tivoli Storage Manager

La herramienta dsmadmc es la consola administrativa del servidor de middleware TSM que esta instalado en
el nodo de archivado. Puede acceder a la herramienta escribiendo dsmadmc en la linea de comandos del
servidor. Inicie sesion en la consola administrativa con el mismo nombre de usuario administrativo y
contrasefia configurados para el servicio ARC.

La tsmguery. rb se cred una secuencia de comandos para generar informacion de estado de dsmadmc de
forma mas legible. Este script se puede ejecutar introduciendo el siguiente comando en la linea de comandos
del nodo de archivado: /usr/local/arc/tsmquery.rb status

Para obtener mas informacién acerca del dsmadmc de la consola administrativa de TSM, consulte Tivoli
Storage Manager for Linux: Administrator's Reference.
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Objeto no disponible de forma permanente

Cuando el nodo de archivado solicita un objeto desde el servidor de Tivoli Storage Manager (TSM) y la
recuperacion falla, el nodo de archivado vuelve a intentar la solicitud después de un intervalo de 10 segundos.
Si el objeto no esta disponible de forma permanente (por ejemplo, debido a que el objeto esta dafado en
cinta), la APl de TSM no tiene forma de indicarlo en el nodo de archivado, por lo que el nodo de archivado
continua reintentando la solicitud.

Cuando se produce esta situacion, se activa una alarma y el valor continia aumentando. Para ver la alarma,
seleccione Soporte > Herramientas > Topologia de cuadricula. A continuacion, seleccione nodo de
archivo > ARC > recuperar > fallos de solicitud.

Si el objeto no esta disponible permanentemente, debe identificar el objeto y, a continuacion, cancelar
manualmente la solicitud del nodo de archivado como se describe en el procedimiento, Determinar si los
objetos no estan disponibles de forma permanente.

Una recuperacion también puede fallar si el objeto no esta disponible temporalmente. En este caso, las
posteriores solicitudes de recuperacion deberian tener éxito en algin momento.

Si el sistema StorageGRID esta configurado para utilizar una regla de ILM que crea una copia de objeto Unica
y no puede recuperarse la copia, el objeto se pierde y no se puede recuperar. Sin embargo, debe seguir el
procedimiento para determinar si el objeto no esta disponible de forma permanente para "limpiar™ el sistema
StorageGRID, para cancelar la solicitud del nodo de archivado y para purgar los metadatos del objeto perdido.

Determinar si los objetos no estan disponibles de forma permanente

Puede determinar si los objetos no estan disponibles de forma permanente realizando una solicitud mediante
la consola administrativa de TSM.

Lo que necesitara
* Debe tener permisos de acceso especificos.
* Debe tener la Passwords. txt archivo.

* Debe conocer la direccion IP de un nodo de administrador.

Acerca de esta tarea

Este ejemplo solo se proporciona para su informacion; este procedimiento no puede ayudarle a identificar
todas las condiciones de fallo que pueden dar lugar a objetos o volumenes de cinta no disponibles. Para
obtener informacion acerca de la administracién de TSM, consulte la documentacién de TSM Server.

Pasos
1. Inicie sesion en un nodo de administrador:
a. Introduzca el siguiente comando: ssh admin@Admin Node IP
b. Introduzca la contrasefia que aparece en Passwords . txt archivo.
2. Identifique el objeto o objetos que no ha podido recuperar el nodo de archivado:
a. Vaya al directorio que contiene los archivos del registro de auditoria: cd

/var/local/audit/export

El archivo de registro de auditoria activo se denomina audit.log. Una vez al dia, el activo audit.log
el archivo se guardara y se guardara un nuevo audit.log se ha iniciado el archivo. El nombre del
archivo guardado indica cuando se guardo, en el formato yyyy-mm-dd. txt. Después de un dia, el
archivo guardado se comprime y cambia su nombre, en el formato yyyy-mm-dd. txt.gz, que

264



conserva la fecha original.

b. Busque en el archivo de registro de auditoria correspondiente los mensajes que indican que no se
puede recuperar un objeto archivado. Por ejemplo, introduzca: grep ARCE audit.log | less -n

Cuando no se puede recuperar un objeto de un nodo de archivado, el mensaje de auditoria ARCE (fin
de recuperacion de objeto de archivado) muestra ARUN (middleware de archivado no disponible) o
GERR (error general) en el campo Resultado. La siguiente linea de ejemplo del registro de auditoria
muestra que EL mensaje ARCE terminé con el resultado ARUN para CBID 498D8A1F681F05B3.

[AUDT: [CBID(UI64) : 0x498D8A1F681F05B3] [VLID(UI64) :[120091127] [RSLT (FC32
) :ARUN] [AVER (UI32) : 7]

[ATIM(UI64) :1350613602969243] [ATYP (FC32) :ARCE] [ANID(UI32) :13959984] [A
MID (FC32) :ARCI]

[ATID(UI64) :4560349751312520631]]

Para obtener mas informacion, consulte las instrucciones para comprender los mensajes de auditoria.
c. Registre el CBID de cada objeto que tenga un fallo en la solicitud.

También es posible que desee registrar la siguiente informacion adicional utilizada por TSM para
identificar los objetos guardados por el nodo de archivado:

= Nombre del espacio de archivos: Equivalente al ID del nodo de archivado. Para encontrar el ID
de nodo de archivado, seleccione Soporte > Herramientas > Topologia de cuadricula. A
continuacion, seleccione nodo de archivo > ARC > objetivo > Descripcion general.

= Nombre de alto nivel: Equivalente al ID de volumen asignado al objeto por el nodo de archivado.
El ID del volumen tiene el formato de una fecha (por ejemplo, 20091127), y se registra como el
VLID del objeto en el archivo de mensajes de auditoria.

= Nombre de nivel bajo: Equivalente al CBID asignado a un objeto por el sistema StorageGRID.
d. Cierre la sesion del shell de comandos: exit
3. Compruebe el servidor TSM para ver si los objetos identificados en el paso 2 no estan disponibles de
forma permanente:

a. Inicie sesion en la consola administrativa del servidor TSM: dsmadmc

Utilice el nombre de usuario administrativo y la contrasefia configurados para el servicio ARC.
Introduzca el nombre de usuario y la contraseia en Grid Manager. (Para ver el nombre de usuario,
seleccione Soporte > Herramientas > Topologia de cuadricula. A continuacion, seleccione nodo de
archivo > ARC > objetivo > Configuracion.)

b. Determine si el objeto no esta disponible de forma permanente.

Por ejemplo, puede buscar en el registro de actividades de TSM un error de integridad de datos para
ese objeto. En el ejemplo siguiente se muestra una busqueda del registro de actividad del ultimo dia
de un objeto con CBID 498D8A1F681F05RB3.
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> query actlog begindate=-1 search=276C14E94082CC69
12/21/2008 05:39:15 ANRO548W Retrieve or restore

failed for session 9139359 for node DEV-ARC-20 (Bycast ARC)
processing file space /19130020 4 for file /20081002/
498D8A1F681F05B3 stored as Archive - data

integrity error detected. (SESSION: 9139359)

>

En funcién de la naturaleza del error, es posible que el CBID no se registre en el registro de
actividades de TSM. Es posible que sea necesario buscar el registro para otros errores de TSM
alrededor del momento en que se produce el fallo de la solicitud.

c. Si una cinta completa no esta disponible de forma permanente, identifique los CBID de todos los
objetos almacenados en ese volumen: query content TSM Volume Name

donde TSM_Volume Name Es el nombre de TSM para la cinta no disponible. A continuacion se
muestra un ejemplo del resultado de este comando:

> query content TSM-Volume-Name
Node Name Type Filespace FSID Client's Name for File Name

DEV-ARC-20 Arch /19130020 216 /20081201/ C1D172940E6C7E12
DEV-ARC-20 Arch /19130020 216 /20081201/ F1D7FBC2B4B0779E

LacClient’s Name for File Name Es igual que el ID de volumen del nodo de archivado (o TSM
"nombre de nivel superior™) seguido del CBID del objeto (0 TSM "nombre de nivel bajo™). Es decir, la
Client’s Name for File Name tomalaforma /Archive Node volume ID /CBID.Enla
primera linea del resultado de ejemplo, la Client’s Name for File Namees /20081201/
C1D172940E6CTE12.

Recuerde también que el Filespace Es el ID de nodo del nodo de archivado.

Necesitara el CBID de cada objeto almacenado en el volumen y el ID de nodo del nodo de archivado para
cancelar la solicitud de recuperacion.

4. Para cada objeto que no esté disponible de forma permanente, cancele la solicitud de recuperacion y
emita un comando para informar al sistema StorageGRID de que la copia de objeto se ha perdido:

Use la Consola de ADE con precaucion. Si la consola se utiliza incorrectamente, es posible
@ interrumpir las operaciones del sistema y dafiar los datos. Introduzca los comandos
detenidamente y utilice unicamente los comandos documentados en este procedimiento.
a. Sitodavia no ha iniciado sesion en el nodo de archivado, inicie sesion de la siguiente manera:
. Introduzca el siguiente comando: ssh admin@grid node IP

ii. Introduzca la contrasefia que aparece en Passwords . txt archivo.

iii. Introduzca el siguiente comando para cambiar a la raiz: su -
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iv. Introduzca la contrasefia que aparece en Passwords . txt archivo.
b. Acceder a la consola ADE del servicio ARC: telnet localhost 1409

C. Cancelar la solicitud del objeto: /proc/BRTR/cancel -c CBID
donde CBID Es el identificador del objeto que no se puede recuperar desde TSM.

Si las unicas copias del objeto se encuentran en cinta, la solicitud de «recuperacion masiva» se
cancela con un mensaje «"1 solicitudes canceladas»». Si hay copias del objeto en otro lugar del
sistema, la recuperacion del objeto se procesa mediante un modulo diferente, por lo que la respuesta
al mensaje es «'0 solicitudes canceladas».

d. Emita un comando para notificar al sistema StorageGRID que se ha perdido una copia de objeto y que
se debe realizar una copia adicional: /proc/CMSI/Object Lost CBID node ID

donde CBID Es el identificador del objeto que no se puede recuperar desde el servidor TSM, y.
node ID Es el ID de nodo del nodo de archivado en el que se produjo un error en la recuperacion.

Debe introducir un comando independiente para cada copia de objeto perdida: No se admite la
introduccion de un rango de CBID.

En la mayoria de los casos, el sistema StorageGRID empieza inmediatamente a realizar copias
adicionales de datos de objetos para garantizar que se sigue la politica de ILM del sistema.

Sin embargo, si la regla de ILM del objeto especifica que solo se debe realizar una copia y que ahora
se ha perdido esa copia, el objeto no puede recuperarse. En este caso, ejecute el Object Lost El
comando purga los metadatos del objeto perdido desde el sistema StorageGRID.

Cuando la Object Lost el comando se completa correctamente y se muestra el siguiente mensaje:

CLOC LOST ANS returned result ‘SUCS’

@ La /proc/CMSI/Object Lost El comando soélo es valido para los objetos perdidos que
se almacenan en nodos de archivado.

a. Salga de la Consola de ADE: exit
b. Cierre la sesion del nodo de archivado: exit

5. Restablezca el valor de los fallos de solicitud en el sistema StorageGRID:

a. Vaya a nodo de archivo > ARC > recuperar > Configuracion y seleccione Restablecer recuento de
fallos de solicitud.

b. Haga clic en aplicar cambios.

Informacion relacionada
"Administre StorageGRID"

"Revisar los registros de auditoria"
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VMware: Configuraciéon de una maquina virtual para el reinicio automatico

Si la maquina virtual no se reinicia después de reiniciar el hipervisor de VMware
vSphere, es posible que deba configurar la maquina virtual para el reinicio automatico.

Debe realizar este procedimiento si observa que una maquina virtual no se reinicia mientras recupera un nodo
de cuadricula o realiza otro procedimiento de mantenimiento.

Pasos
1. En el arbol de VMware vSphere Client, seleccione la maquina virtual que no se ha iniciado.

2. Haga clic con el boton derecho del ratdon en la maquina virtual y seleccione encendido.

3. Configure VMware vSphere Hypervisor para reiniciar la maquina virtual de forma automatica en el futuro.

Procedimientos de los nodos de grid

Es posible que deba realizar procedimientos en un nodo de grid especifico. Aunque
puede realizar algunos de estos procedimientos desde Grid Manager, la mayoria de los
procedimientos requieren que acceda a Server Manager desde la linea de comandos del
nodo.

Server Manager se ejecuta en todos los nodos de grid para supervisar el inicio y la detencion de los servicios
y garantizar que estos se unen y salen correctamente del sistema StorageGRID. Server Manager también
supervisa los servicios en todos los nodos de grid e intentara reiniciar automaticamente los servicios que
informen de los errores.

@ Debe acceder a Server Manager solo si el soporte técnico le ha indicado hacerlo.
@ Debe cerrar la sesion actual del shell de comandos y cerrar la sesion después de terminar con
Server Manager. Introduzca: exit

Opciones
* "Ver el estado y la version de Server Manager"

» "Ver el estado actual de todos los servicios"

* "Iniciando Server Manager y todos los servicios"

+ "Reiniciando Server Manager y todos los servicios"
+ "Deteniendo Server Manager y todos los servicios"
» "Ver el estado actual de un servicio"

+ "Detener un servicio"

+ "Colocar un dispositivo en modo de mantenimiento”
+ "Obligar a un servicio a terminar”

* "Iniciar o reiniciar un servicio"

 "Eliminando mapas de puertos"

» "Quitar mapas de puertos en hosts sin sistema operativo"

« "Reiniciar un nodo de cuadricula"
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» "Apagar un nodo de grid"

» "Apagar un host"

» "Apague y encienda todos los nodos de la cuadricula"
+ "Uso de un archivo DoNotStart"

* "Solucion de problemas de Server Manager"

Ver el estado y la version de Server Manager

Para cada nodo de cuadricula, puede ver el estado y la version actuales de Server
Manager que se ejecuta en ese nodo de cuadricula. También puede obtener el estado
actual de todos los servicios que se ejecutan en ese nodo de grid.

Lo que necesitara

Debe tener la Passwords. txt archivo.

Pasos
1. Inicie sesion en el nodo de grid:
a. Introduzca el siguiente comando: ssh admin@grid node IP
b. Introduzca la contrasefia que aparece en Passwords . txt archivo.
C. Introduzca el siguiente comando para cambiar a la raiz: su -
d. Introduzca la contrasefia que aparece en Passwords . txt archivo.

Cuando ha iniciado sesién como root, el simbolo del sistema cambia de $ para #.

2. Ver el estado actual de Server Manager que se ejecuta en el nodo de cuadricula: service
servermanager status

Se informa del estado actual de Server Manager que se ejecuta en el nodo de cuadricula (en ejecucion o

no). Si el estado del Administrador del servidor es running, se muestra la hora a la que se ha estado
ejecutando desde la ultima vez que se inicio. Por ejemplo:

servermanager running for 1d, 13h, Om, 30s

Este estado equivale al estado mostrado en el encabezado de la pantalla de la consola local.

3. Ver la version actual de Server Manager que se ejecuta en un nodo de cuadricula: service
servermanager version

Se muestra la version actual. Por ejemplo:

11.1.0-20180425.1905.39c9493

4. Cierre la sesion del shell de comandos: exit
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Ver el estado actual de todos los servicios

Puede ver el estado actual de todos los servicios que se ejecutan en un nodo de grid en
cualquier momento.

Lo que necesitara

Debe tener la Passwords. txt archivo.

Pasos
1. Inicie sesion en el nodo de grid:

a. Introduzca el siguiente comando: ssh admin@grid node IP

b. Introduzca la contrasefia que aparece en Passwords . txt archivo.

o

Introduzca el siguiente comando para cambiar a la raiz: su -
d. Introduzca la contrasefia que aparece en Passwords . txt archivo.

Cuando ha iniciado sesién como root, el simbolo del sistema cambia de $ para #.
2. Consulte el estado de todos los servicios que se ejecutan en el nodo de grid: storagegrid-status

Por ejemplo, el resultado del nodo de administracion principal muestra el estado actual de los servicios
AMS, CMN y NMS en ejecucion. Este resultado se actualiza inmediatamente si cambia el estado de un
servicio.

150 - ADM1

Uperdtlng item Kernel 4.9.0
Operating System Environment  Debian 9.4
StorageGRID Webscale Release
Networking
Storage Subsystem
Database Engine .5. .|nn1nu
Network Monitoring : Running
Time Synchronization 0 ﬁplﬁ+dT:g Running
1ing
Running
Running
Running
Running
dynip 1.8 Running
nginx .18.3 Running
tomcat 8.5.14 Running
j Running
Running
prometheus .5.2+ds Running
persistence 1.8 Running
ade exporter .1.8 Running
attrDownPurge .1.8 Running
attrDownSampl .1.8 Running
attrbownSamp2 .1.0 Running
node exporter 0.13.60+ds Running

3. Vuelva a la linea de comandos y pulse Ctrl+C.

4. Opcionalmente, vea un informe estatico para todos los servicios que se ejecutan en el nodo de grid:
/usr/local/servermanager/reader.rb
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Este informe incluye la misma informacién que el informe actualizado continuamente, pero no se actualiza
si el estado de un servicio cambia.

5. Cierre la sesion del shell de comandos: exit

Iniciando Server Manager y todos los servicios

Es posible que necesite iniciar Server Manager, que también inicia todos los servicios en
el nodo de cuadricula.

Lo que necesitara

Debe tener la Passwords. txt archivo.

Acerca de esta tarea

Al iniciar Server Manager en un nodo de cuadricula en el que ya se esta ejecutando, se produce un reinicio de
Server Manager y de todos los servicios del nodo de cuadricula.

Pasos
1. Inicie sesion en el nodo de grid:
a. Introduzca el siguiente comando: ssh admin@grid node IP
b. Introduzca la contrasefia que aparece en Passwords . txt archivo.
C. Introduzca el siguiente comando para cambiar a la raiz: su -
d. Introduzca la contrasefia que aparece en Passwords . txt archivo.

Cuando ha iniciado sesién como root, el simbolo del sistema cambia de $ para #.

2. Iniciar Server Manager: service servermanager start

3. Cierre la sesion del shell de comandos: exit

Reiniciando Server Manager y todos los servicios

Es posible que deba reiniciar el administrador de servidores y todos los servicios que se
ejecuten en un nodo de grid.

Lo que necesitara

Debe tener la Passwords. txt archivo.

Pasos
1. Inicie sesién en el nodo de grid:
a. Introduzca el siguiente comando: ssh admin@grid node IP
b. Introduzca la contrasefia que aparece en Passwords . txt archivo.
C. Introduzca el siguiente comando para cambiar a la raiz: su -
d. Introduzca la contrasefia que aparece en Passwords . txt archivo.

Cuando ha iniciado sesion como root, el simbolo del sistema cambia de $ para #.
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2. Reinicie Server Manager y todos los servicios del nodo de grid: service servermanager restart

El Administrador del servidor y todos los servicios del nodo de grid se detienen y, a continuacion, se
reinician.

@ Con el restart el comando es el mismo que utiliza el stop comando seguido de start
comando.

3. Cierre la sesion del shell de comandos: exit

Deteniendo Server Manager y todos los servicios

Server Manager esta pensado para ejecutarse en todo momento, pero es posible que
necesite detener Server Manager y todos los servicios que se ejecutan en un nodo de
cuadricula.

Lo que necesitara

Debe tener la Passwords. txt archivo.

Acerca de esta tarea

El unico escenario que requiere que detenga Server Manager mientras mantiene el sistema operativo en
funcionamiento es cuando necesita integrar Server Manager en otros servicios. Si es necesario detener
Server Manager para realizar tareas de mantenimiento del hardware o reconfiguracién del servidor, se debe
detener todo el servidor.

Pasos

1. Inicie sesion en el nodo de grid:

a. Introduzca el siguiente comando: ssh admin@grid node IP

b. Introduzca la contrasefia que aparece en Passwords . txt archivo.
C. Introduzca el siguiente comando para cambiar a la raiz: su -

d. Introduzca la contrasefia que aparece en Passwords . txt archivo.

Cuando ha iniciado sesién como root, el simbolo del sistema cambia de $ para #.

2. Detenga Server Manager y todos los servicios que se ejecutan en el nodo de grid: service
servermanager stop

Server Manager y todos los servicios que se ejecutan en el nodo de grid se finalizan correctamente. Los
servicios pueden tardar hasta 15 minutos en apagarse.

3. Cierre la sesion del shell de comandos: exit

Ver el estado actual de un servicio

Puede ver el estado actual de los servicios que se ejecutan en un nodo de grid en
cualquier momento.

Lo que necesitara

Debe tener la Passwords. txt archivo.
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Pasos
1. Inicie sesién en el nodo de grid:
a. Introduzca el siguiente comando: ssh admin@grid node IP
b. Introduzca la contrasefia que aparece en Passwords . txt archivo.
C. Introduzca el siguiente comando para cambiar a la raiz: su -
d. Introduzca la contrasefia que aparece en Passwords . txt archivo.

Cuando ha iniciado sesion como root, el simbolo del sistema cambia de $ para #.

2. Ver el estado actual de un servicio que se ejecuta en un nodo de la cuadricula: 'service serviceename
status se informa del estado actual del servicio solicitado que se ejecuta en el nodo de la cuadricula (en
ejecucion o no). Por ejemplo:

cmn running for 1d, 14h, 21m, 2s

3. Cierre la sesion del shell de comandos: exit

Detener un servicio

Algunos procedimientos de mantenimiento requieren que detenga un solo servicio
mientras se ejecutan otros servicios del nodo de grid. Detenga unicamente los servicios
individuales cuando se lo indique un procedimiento de mantenimiento.

Lo que necesitara

Debe tener la Passwords. txt archivo.

Acerca de esta tarea

Cuando utilice estos pasos para «'detener administrativamente» un servicio, Server Manager no reiniciara
automaticamente el servicio. Debe iniciar el Unico servicio manualmente o reiniciar Server Manager.

Si necesita detener el servicio LDR en un nodo de almacenamiento, tenga en cuenta que puede tardar un
tiempo en detener el servicio si hay conexiones activas.

Pasos
1. Inicie sesion en el nodo de grid:

a. Introduzca el siguiente comando: ssh admin@grid node IP

b. Introduzca la contrasefia que aparece en Passwords . txt archivo.
C. Introduzca el siguiente comando para cambiar a la raiz: su -

d. Introduzca la contrasefia que aparece en Passwords. txt archivo.

Cuando ha iniciado sesién como root, el simbolo del sistema cambia de $ para #.
2. Detenga un servicio individual: service servicename stop

Por ejemplo:
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service 1ldr stop

(D Los servicios pueden tardar hasta 11 minutos en detenerse.

3. Cierre la sesion del shell de comandos: exit

Informacion relacionada

"Obligar a un servicio a terminar"

Colocar un dispositivo en modo de mantenimiento

Debe colocar el aparato en modo de mantenimiento antes de realizar procedimientos de
mantenimiento especificos.

Lo que necesitara
* Debe iniciar sesién en Grid Manager mediante un explorador compatible.
* Debe tener los permisos de mantenimiento o acceso raiz. Para obtener mas detalles, consulte las
instrucciones para administrar StorageGRID.

Acerca de esta tarea

Si un dispositivo StorageGRID se coloca en modo de mantenimiento, puede que el dispositivo no esté
disponible para el acceso remoto.

@ La contrasena y la clave de host de un dispositivo StorageGRID en el modo de mantenimiento
siguen siendo las mismas que cuando el dispositivo estaba en servicio.

Pasos
1. En Grid Manager, seleccione Nodes.

2. Enla vista de arbol de la pagina Nodes, seleccione Appliance Storage Node.

3. Seleccione tareas.

Cwerview Hardware Metwork Storage Objects ILM Events Tasks
Reboot
Shuts down and restarts the node. Reboot

Maintenance Mode

Flaces the appliance’s compute controller Maintenance Mode
into maintenance mode.

4. Seleccione modo de mantenimiento.
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Se muestra un cuadro de dialogo de confirmacion.

A Enter Maintenance Mode on SGA-106-15

You must place the appliance’s compute controller into maintenance mode to perform certain
maintenance procedures on the appliance.

Attention: All StorageGRID senices on this node will be shut down. Wait a few minutes for the
node to reboot into maintenance mode.

If vou are ready to start, enter the provisioning passphrase and click QK.

Provisioning Passphrase

5. Introduzca la contrasefia de aprovisionamiento y seleccione Aceptar.

Una barra de progreso y una serie de mensajes, incluidos "solicitud enviada", "detencién de StorageGRID"
y "reinicio", indican que el dispositivo esta llevando a cabo los pasos necesarios para entrar en el modo de
mantenimiento.

Owendiew Hardware Metwork Storage Objects ILM Events Tasks

Reboot

Shuts down and restaris the node.

Maintenance Mode

Attention: Your request has been sent, but the appliance might take 10-15 minutes to enter
maintenance mode. Do not perform maintenance procedures until this tab indicates
maintenance mode is ready, or data could become comupted.

. Request Sent

Cuando el dispositivo se encuentra en modo de mantenimiento, un mensaje de confirmaciéon enumera las
URL que puede utilizar para acceder al instalador de dispositivos de StorageGRID.
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Overview Hardware Metwork Storage Objects ILM Evenits Tasks

Reboot

Shuts down and restarts the node.

Maintenance Mode

This node is currently in maintenance mode. Navigate to one of the URLs listed below and
perform any necessary maintenance procedures.

= hitps 72 16.2.106:8443
= hitpsAH10.224 2 106:8443
= hitps 47 47 2 106:8443
=  hitps /169254 0.1:8443

When you are done with any reguired maintenance procedures, you must exit maintenance
mode by clicking Reboot Controller from the StorageGRID Appliance Installer

6. Para acceder al instalador de dispositivos de StorageGRID, busque cualquiera de las direcciones URL que
se muestren.

Si es posible, utilice la direccion URL que contiene la direccion IP del puerto de red de administracion del
dispositivo.

@ Acceso https://169.254.0.1:8443 requiere una conexion directa con el puerto de
gestion local.

7. En el instalador de dispositivos StorageGRID, confirme que el dispositivo esta en modo de mantenimiento.

A This nodeis in maintenance mode. Perform any reguired maintenance pracedures. If you want to exit maintenance mode
manually to resume rormal operation, goto Advanced = Reboot Contraller to reboot the cantraller,

8. Realice las tareas de mantenimiento necesarias.

9. Después de completar las tareas de mantenimiento, salga del modo de mantenimiento y reanude el
funcionamiento normal del nodo. En el instalador del dispositivo StorageGRID, seleccione Avanzado >
Reiniciar controlador y, a continuacion, seleccione Reiniciar en StorageGRID.
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NetApp” StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Menitor Instaliation Advanced -

RAID Mode
Reboot Controller Upgrade Firmware
Feguest a controller reboot. [ Reboot Controller ]

Rebool info SlorageGRID ] Reboot inlo Mainlenance Mode |

El dispositivo puede tardar hasta 20 minutos en reiniciarse y volver a unirse a la cuadricula. Para confirmar
que el reinicio ha finalizado y que el nodo ha vuelto a unirse a la cuadricula, vuelva a Grid Manager. La
ficha Nodes deberia mostrar un estado normal ++ para el nodo del dispositivo, que indica que no hay
alertas activas y el nodo esta conectado al grid.

NetApp® StorageGRID® Help ~ | Root ~ | Sign Out

Dashboard " Alerts ~ m Tenants ILM ~ Configuration « Maintenance ~ Support ~

A StorageGRID Deployment StorageGRID Deployment

# Data Center 1
' |DC1-ADM1
' |DC1-ARC1
«|DC1-G1

Network Storage Objects ILM Load Balancer

1 hour 1 day 1 week 1 menth Custom

»|DC1-51 Network Traffic @
«|DC1-52

»|DC1-53

6.0 Mbps

TR A A

Obligar a un servicio a terminar
Si necesita detener un servicio inmediatamente, puede utilizar force-stop comando.

Lo que necesitara

Debe tener la Passwords . txt archivo.

Pasos
1. Inicie sesion en el nodo de grid:
a. Introduzca el siguiente comando: ssh admin@grid node IP
b. Introduzca la contrasefia que aparece en Passwords . txt archivo.
C. Introduzca el siguiente comando para cambiar a la raiz: su -
d. Introduzca la contrasefia que aparece en Passwords. txt archivo.

Cuando ha iniciado sesién como root, el simbolo del sistema cambia de $ para #.
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2. Fuerce manualmente el servicio para que finalice: service servicename force-stop

Por ejemplo:
service ldr force-stop

El sistema espera 30 segundos antes de terminar el servicio.

3. Cierre la sesion del shell de comandos: exit

Iniciar o reiniciar un servicio

Es posible que deba iniciar un servicio detenido o que deba detener y reiniciar un
servicio.

Lo que necesitara

Debe tener la Passwords. txt archivo.

Pasos
1. Inicie sesién en el nodo de grid:

a. Introduzca el siguiente comando: ssh admin@grid node IP

b. Introduzca la contrasefia que aparece en Passwords . txt archivo.
C. Introduzca el siguiente comando para cambiar a la raiz: su -

d. Introduzca la contrasefia que aparece en Passwords . txt archivo.

Cuando ha iniciado sesion como root, el simbolo del sistema cambia de $ para #.
2. Decida qué comando emitir, en funcion de si el servicio se esta ejecutando actualmente o detenido.

° Si el servicio esta detenido actualmente, utilice start comando para iniciar el servicio manualmente:
service servicename start

Por ejemplo:

service ldr start

° Si el servicio se esta ejecutando actualmente, utilice restart comando para detener el servicio y, a
continuacion, reiniciarlo: service servicename restart

Por ejemplo:

service ldr restart
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@ Con el restart el comando es el mismo que utiliza el stop comando seguido de start
comando. Puede emitir restart incluso si el servicio se detiene actualmente.

3. Cierre la sesion del shell de comandos: exit

Eliminando mapas de puertos

Si desea configurar un extremo para el servicio Load Balancer y desea utilizar un puerto
que ya se ha configurado como el puerto asignado a un remap de puertos, primero debe
eliminar el remap de puertos existente o el extremo no sera efectivo. Debe ejecutar un
script en cada nodo de administracion y nodo de puerta de enlace que tenga puertos
reasignados en conflicto para quitar todas las reasignaciones de puertos del nodo.

@ Este procedimiento quita todas las reasignaciones de puertos. Si necesita conservar parte de
los remapas, pongase en contacto con el soporte técnico.

Para obtener informacion sobre la configuracion de puntos finales del equilibrador de carga, consulte las
instrucciones para administrar StorageGRID.

Si el remasterp de puertos proporciona acceso al cliente, debe volver a configurarse el cliente

@ para utilizar un puerto diferente configurado como extremo de equilibrio de carga si es posible,
para evitar la pérdida del servicio. De lo contrario, si se elimina la asignacion de puertos se
producira una pérdida de acceso al cliente y se debe programar adecuadamente.

Este procedimiento no funciona en un sistema StorageGRID implementado como contenedor
@ en hosts con configuracion basica. Consulte las instrucciones para quitar reasignaciones de
puertos en hosts de configuracion basica.

Pasos

1. Inicie sesion en el nodo.

a. Introduzca el siguiente comando: ssh -p 8022 admin@node IP

El puerto 8022 es el puerto SSH del sistema operativo base, mientras que el puerto 22 es el puerto
SSH del contenedor Docker que ejecuta StorageGRID.

b. Introduzca la contrasefia que aparece en Passwords . txt archivo.
C. Introduzca el siguiente comando para cambiar a la raiz: su -

d. Introduzca la contrasefia que aparece en Passwords . txt archivo.
Cuando ha iniciado sesién como root, el simbolo del sistema cambia de $ para #.

2. Ejecute el siguiente script: remove-port-remap.sh

3. Reiniciar el nodo.
Siga las instrucciones para reiniciar un nodo de cuadricula.

4. Repita estos pasos en cada nodo de administrador y nodo de puerta de enlace que tenga puertos
reasignados en conflicto.
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Informacion relacionada
"Administre StorageGRID"

"Reiniciar un nodo de cuadricula"

"Quitar mapas de puertos en hosts sin sistema operativo"

Quitar mapas de puertos en hosts sin sistema operativo

Si desea configurar un extremo para el servicio Load Balancer y desea utilizar un puerto
que ya se ha configurado como el puerto asignado a un remap de puertos, primero debe
eliminar el remap de puertos existente o el extremo no sera efectivo. Si esta ejecutando
StorageGRID en hosts con configuracion basica, siga este procedimiento en lugar del
procedimiento general para quitar reasignaciones de puertos. Debe editar el archivo de
configuracion de nodos para cada nodo de administracién y nodo de puerta de enlace
que tenga puertos reasignados en conflicto para quitar todas las reasignaciones de
puertos del nodo vy reiniciar el nodo.

@ Este procedimiento quita todas las reasignaciones de puertos. Si necesita conservar parte de
los remapas, pongase en contacto con el soporte técnico.

Para obtener informacion sobre la configuracion de puntos finales del equilibrador de carga, consulte las
instrucciones para administrar StorageGRID.

@ Este procedimiento puede provocar la pérdida temporal del servicio cuando se reinician los
nodos.

Pasos

1. Inicie sesidn en el host que admite el nodo. Inicie sesion como raiz o con una cuenta que tenga permiso
sudo.

2. Ejecute el siguiente comando para deshabilitar temporalmente el nodo: sudo storagegrid node stop
node-name

3. Mediante un editor de texto como vim o pico, edite el archivo de configuracion del nodo.

Puede encontrar el archivo de configuracién del nodo en /etc/storagegrid/nodes/node-
name.conf.

4. Busque la seccion del archivo de configuracion del nodo que contiene las reasignaciones de puertos.

Consulte las dos ultimas lineas en el siguiente ejemplo.
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https://docs.netapp.com/es-es/storagegrid-115/admin/index.html

ADMIN NETWORK CONFIG = STATIC

ADMIN NETWORK ESL = 10.0.0.0/8, 172.19.0.0/16, 172.21.0.0/16
ADMIN NETWORK GATEWAY = 10.224.0.1

ADMIN NETWORK IP = 10.224.5.140

ADMIN NETWORK MASK = 255.255.248.0

ADMIN NETWORK MTU = 1400

ADMIN NETWORK TARGET = ethl

ADMIN NETWORK TARGET TYPE = Interface
BLOCK_DEVICE VAR LOCAL = /dev/sda2

CLIENT NETWORK CONFIG = STATIC

CLIENT NETWORK GATEWAY = 47.47.0.1

CLIENT NETWORK IP = 47.47.5.140

CLIENT NETWORK MASK = 255.255.248.0

CLIENT NETWORK MTU = 1400

CLIENT NETWORK TARGET = eth?2

CLIENT NETWORK TARGET TYPE = Interface

GRID NETWORK CONFIG = STATIC

GRID NETWORK GATEWAY = 192.168.0.1

GRID NETWORK IP = 192.168.5.140

GRID NETWORK MASK = 255.255.248.0

GRID NETWORK MTU = 1400

GRID NETWORK TARGET = ethO

GRID NETWORK TARGET TYPE = Interface

NODE TYPE = VM API Gateway

<strong>PORT REMAP = client/tcp/8082/443</strong>
<strong>PORT REMAP INBOUND = client/tcp/8082/443</strong>

. Edite las entradas PORT_REMAPP y PORT_REMAPP_INBOUND para eliminar los remapas de puertos.

PORT REMAP =
PORT REMAP INBOUND =

. Ejecute el siguiente comando para validar los cambios en el archivo de configuracion del nodo para el
nodo: sudo storagegrid node validate node-name

Solucione todos los errores o advertencias antes de continuar con el siguiente paso.

. Ejecute el siguiente comando para reiniciar el nodo sin reasignaciones de puerto: sudo storagegrid
node start node-name

. Inicie sesion en el nodo como administrador con la contrasefia que aparece en el Passwords. txt
archivo.

. Compruebe que los servicios se inician correctamente.

a. Ver una lista de los Estados de todos los servicios del servidor:sudo storagegrid-status
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El estado se actualiza automaticamente.

b. Espere a que todos los servicios tengan el estado en ejecucion o verificado.
C. Salir de la pantalla de estado:Ctrl+C

10. Repita estos pasos en cada nodo de administrador y nodo de puerta de enlace que tenga puertos
reasignados en conflicto.

Reiniciar un nodo de cuadricula

Puede reiniciar un nodo de cuadricula desde Grid Manager o desde el shell de
comandos del nodo.

Acerca de esta tarea

Cuando reinicia un nodo de cuadricula, el nodo se apaga y se reinicia. Todos los servicios se reinician
automaticamente.

Si planea reiniciar nodos de almacenamiento, tenga en cuenta lo siguiente:

» Si una regla de ILM especifica un comportamiento de procesamiento del COMMIT doble o la regla
especifica un equilibrio y no es posible crear de inmediato todas las copias necesarias, StorageGRID
confirma de inmediato cualquier objeto recién ingerido en dos nodos de almacenamiento en el mismo sitio
y evalua ILM mas adelante. Si desea reiniciar dos 0 mas nodos de almacenamiento en un sitio
determinado, es posible que no pueda acceder a estos objetos durante el reinicio.

» Para garantizar que puede acceder a todos los objetos mientras se reinicia un nodo de almacenamiento,
deje de procesar objetos en un sitio durante aproximadamente una hora antes de reiniciar el nodo.

Informacion relacionada
"Administre StorageGRID"

Opciones
* "Reiniciar un nodo de cuadricula desde Grid Manager"

« "Reiniciar un nodo de cuadricula desde el shell de comandos"

Reiniciar un nodo de cuadricula desde Grid Manager

Reiniciar un nodo de cuadricula desde Grid Manager emite el reboot en el nodo de
destino.

Lo que necesitara
* Debe iniciar sesion en Grid Manager mediante un explorador compatible.

* Debe tener los permisos de mantenimiento o acceso raiz.

* Debe tener la clave de acceso de aprovisionamiento.

Pasos
1. Seleccione Nodes.

2. Seleccione el nodo de cuadricula que desea reiniciar.

3. Seleccione la ficha tareas.
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DC3-53 (Storage Node)

Cwerview Hardware Metwork: Storage Objects ILM Events Tasks
Reboot
Reboot shuts down and restarts the node. Reboot

4. Haga clic en Reiniciar.

Se muestra un cuadro de dialogo de confirmacion.

A Reboot Node DC3-53

Reboot shuts down and restarts a node, based on where the node is installed:

» Rebooting a VMware node reboots the virtual machine.
» Hebooting a Linux node reboots the container.
» Rebooting a StorageGRID Appliance node reboots the compute controller.

If you are ready to reboot this node, enter the provisioning passphrase and click OK.

Provisioning Passphrase

Si va a reiniciar el nodo de administracion principal, el cuadro de dialogo de confirmacion le
recuerda que la conexién del explorador con el Administrador de grid se perdera
temporalmente cuando se detengan los servicios.

5. Introduzca la contrasefia de aprovisionamiento y haga clic en Aceptar.
6. Espere a que se reinicie el nodo.
El apagado de los servicios puede llevar cierto tiempo.

Cuando se reinicia el nodo, el icono gris (administrativamente abajo) aparece en el lado izquierdo de la
pagina Nodes. Cuando todos los servicios se han iniciado de nuevo, el icono vuelve a cambiar a su color

original.
Reiniciar un nodo de cuadricula desde el shell de comandos

Si necesita supervisar mas de cerca la operacion de reinicio o si no puede acceder a
Grid Manager, puede iniciar sesion en el nodo de cuadricula y ejecutar el comando de
reinicio de Server Manager desde el shell de comandos.
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Lo que necesitara

* Debe tener la Passwords. txt archivo.

Pasos
1. Inicie sesion en el nodo de grid:
a. Introduzca el siguiente comando: ssh admin@grid node IP
b. Introduzca la contrasefia que aparece en Passwords . txt archivo.
C. Introduzca el siguiente comando para cambiar a la raiz: su -
d. Introduzca la contrasefia que aparece en Passwords . txt archivo.

Cuando ha iniciado sesién como root, el simbolo del sistema cambia de $ para #.

2. Silo desea, detenga los servicios: service servermanager stop
Detener los servicios es un paso opcional pero recomendado. Los servicios pueden tardar hasta 15
minutos en apagarse y es posible que desee iniciar sesion en el sistema de forma remota para supervisar

el proceso de apagado antes de reiniciar el nodo en el siguiente paso.

3. Reinicie el nodo de cuadricula: reboot

4. Cierre la sesion del shell de comandos: exit

Apagar un nodo de grid
Puede apagar un nodo de grid desde el shell de comandos del nodo.

Lo que necesitara

* Debe tener la Passwords. txt archivo.

Acerca de esta tarea

Antes de realizar este procedimiento, revise estas consideraciones:

* En general, no debe apagar mas de un nodo a la vez para evitar interrupciones.

* No apague un nodo durante un procedimiento de mantenimiento a menos que el soporte técnico le indique
explicitamente que lo haga.

El proceso de apagado se basa en la ubicacion en la que se instala el nodo, de la siguiente manera:
o Apagar un nodo de VMware apaga la maquina virtual.
o Apagar un nodo Linux apaga el contenedor.

o Apagar un nodo de un dispositivo StorageGRID apaga la controladora de computacion.

Si planea apagar los nodos de almacenamiento, tenga en cuenta lo siguiente:

> Si una regla de ILM especifica un comportamiento de procesamiento del COMMIT doble o la regla
especifica un equilibrio y no es posible crear de inmediato todas las copias necesarias, StorageGRID
confirma de inmediato cualquier objeto recién ingerido en dos nodos de almacenamiento en el mismo
sitio y evalua ILM mas adelante. Si desea apagar dos o mas nodos de almacenamiento en un sitio
determinado, es posible que no pueda acceder a estos objetos durante el apagado.

o Para garantizar que pueda acceder a todos los objetos cuando se apaga un nodo de almacenamiento,
detenga la incorporacion de objetos en un sitio durante aproximadamente una hora antes de apagar el
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nodo.

Pasos
1. Inicie sesion en el nodo de grid:

a. Introduzca el siguiente comando: ssh admin@grid node IP

b. Introduzca la contrasefia que aparece en Passwords . txt archivo.
C. Introduzca el siguiente comando para cambiar a la raiz: su -

d. Introduzca la contrasefia que aparece en Passwords . txt archivo.

Cuando ha iniciado sesién como root, el simbolo del sistema cambia de $ para #.
2. Detenga todos los servicios: service servermanager stop

Los servicios pueden tardar hasta 15 minutos en apagarse, y es posible que desee iniciar sesion en el
sistema de forma remota para supervisar el proceso de apagado.

3. Cierre la sesion del shell de comandos: exit
Tras apagar, puede apagar el nodo de grid.
"Apagar un host"

Informacion relacionada
"Administre StorageGRID"

Apagar un host

Antes de apagar un host, debe detener los servicios de todos los nodos de grid de ese
host.

Pasos
1. Inicie sesion en el nodo de grid:
a. Introduzca el siguiente comando: ssh admin@grid node IP
b. Introduzca la contrasefia que aparece en Passwords . txt archivo.
C. Introduzca el siguiente comando para cambiar a la raiz: su -
d. Introduzca la contrasefia que aparece en Passwords. txt archivo.

Cuando ha iniciado sesién como root, el simbolo del sistema cambia de $ para #.
2. Detenga todos los servicios que se ejecutan en el nodo: service servermanager stop

Los servicios pueden tardar hasta 15 minutos en apagarse, y es posible que desee iniciar sesion en el
sistema de forma remota para supervisar el proceso de apagado.

3. Repita los pasos 1y 2 con cada nodo del host.
4. Sitiene un host Linux:

a. Inicie sesion en el sistema operativo del host.
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b. Detenga el nodo: storagegrid node stop
c. Apague el sistema operativo host.
5. Si el nodo se esta ejecutando en una maquina virtual de VMware o si es un nodo del dispositivo, utilice el

comando shutdown: shutdown -h now

Realice este paso independientemente del resultado del service servermanager stop comando.

@ Después de emitir el shutdown -h now debe apagar y encender el dispositivo para
reiniciar el nodo.

Para el dispositivo, este comando apaga la controladora pero el dispositivo sigue encendido. Debe
completar el siguiente paso.
6. Siva a apagar un nodo de dispositivo:
> Para el dispositivo de servicios SG100 o SG1000
i. Apague el aparato.
i. Espere a que se apague el LED de alimentacién azul.
o Para el dispositivo SG6000
i. Espere a que se apague el LED verde de caché activa en la parte posterior de la controladora de

almacenamiento.

Este LED esta encendido cuando es necesario escribir en las unidades los datos en caché. Debe
esperar a que este LED se apague antes de apagarse.

i. Apague el aparato y espere a que se apague el LED de alimentacion azul.
o Para el dispositivo SG5700

i. Espere a que se apague el LED verde de caché activa en la parte posterior de la controladora de
almacenamiento.

Este LED esta encendido cuando es necesario escribir en las unidades los datos en caché. Debe
esperar a que este LED se apague antes de apagarse.

i. Apague el aparato y espere a que todos los LED vy la actividad de visualizacion de siete segmentos
se detengan.

7. Cierre la sesion del shell de comandos: exit

Informacion relacionada
"SG100 servicios de aplicaciones SG1000"

"Dispositivos de almacenamiento SG6000"

"Dispositivos de almacenamiento SG5700"

Apague y encienda todos los nodos de la cuadricula

Puede que tenga que apagar todo el sistema StorageGRID, por ejemplo, si va a mover
un centro de datos. Estos pasos proporcionan una descripcidn general de alto nivel de la
secuencia recomendada para realizar un apagado controlado e inicio.
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Cuando se apagan todos los nodos en un sitio 0 un grid, no se puede acceder a los objetos procesados
mientras los nodos de almacenamiento estan sin conexion.

Detener los servicios y apagar los nodos de grid

Antes de poder apagar un sistema StorageGRID, debe detener todos los servicios que
se ejecutan en cada nodo de grid y, a continuacién, apagar todas las maquinas virtuales
de VMware, los contenedores Docker y los dispositivos StorageGRID.

Acerca de esta tarea
Si es posible, debe detener los servicios en los nodos de grid en este orden:

» Detenga primero los servicios en los nodos de puerta de enlace.

* Detenga los servicios en el ultimo nodo de administracion principal.

Este enfoque permite usar el nodo de administracion principal para supervisar el estado de los demas nodos
de grid durante el mayor tiempo posible.

Si un solo host incluye mas de un nodo de grid, no apague el host hasta que se hayan detenido
@ todos los nodos de ese host. Si el host incluye el nodo de administrador principal, apague ese
host en ultimo lugar.

@ Si es necesario, puede migrar nodos de un host Linux a otro para realizar tareas de
mantenimiento del host sin afectar a la funcionalidad o disponibilidad del grid.

"Linux: Migrar un nodo de grid a un nuevo host"

Pasos

1. Detenga que todas las aplicaciones cliente no accedan a la cuadricula.
2. Iniciar sesion en cada nodo de puerta de enlace:
a. Introduzca el siguiente comando: ssh admin@grid node IP
b. Introduzca la contrasefia que aparece en Passwords . txt archivo.
C. Introduzca el siguiente comando para cambiar a la raiz: su -

d. Introduzca la contrasefia que aparece en Passwords. txt archivo.
Cuando ha iniciado sesién como root, el simbolo del sistema cambia de $ para #.
3. detenga todos los servicios que se ejecutan en el nodo: service servermanager stop

Los servicios pueden tardar hasta 15 minutos en apagarse, y es posible que desee iniciar sesion en el
sistema de forma remota para supervisar el proceso de apagado.

4. Repita los dos pasos anteriores para detener los servicios en todos los nodos de almacenamiento, nodos
de archivado y nodos de administracion no primarios.

Puede detener los servicios en estos nodos en cualquier orden.
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Siemite el service servermanager stop Para detener los servicios en un nodo de
almacenamiento de dispositivo, debe apagar y encender el dispositivo para reiniciar el
nodo.

5. Para el nodo de administracion principal, repita los pasos a. inicie sesion en el nodo y.. detener todos los
servicios del nodo.

6. Para los nodos que se ejecutan en hosts Linux:
a. Inicie sesion en el sistema operativo del host.
b. Detenga el nodo: storagegrid node stop
c. Apague el sistema operativo host.
7. Para los nodos que se ejecutan en maquinas virtuales de VMware y para los nodos de almacenamiento de
dispositivos, ejecute el comando shutdown: shutdown -h now

Realice este paso independientemente del resultado del service servermanager stop comando.

Para el dispositivo, este comando apaga la controladora de computacion, pero el dispositivo sigue
encendido. Debe completar el siguiente paso.
8. Si tiene nodos de dispositivo:
> Para el dispositivo de servicios SG100 o SG1000
i. Apague el aparato.
i. Espere a que se apague el LED de alimentacion azul.
o Para el dispositivo SG6000
i. Espere a que se apague el LED verde de caché activa en la parte posterior de la controladora de

almacenamiento.

Este LED esta encendido cuando es necesario escribir en las unidades los datos en caché. Debe
esperar a que este LED se apague antes de apagarse.

i. Apague el aparato y espere a que se apague el LED de alimentacion azul.
o Para el dispositivo SG5700

i. Espere a que se apague el LED verde de caché activa en la parte posterior de la controladora de
almacenamiento.

Este LED esta encendido cuando es necesario escribir en las unidades los datos en caché. Debe
esperar a que este LED se apague antes de apagarse.

i. Apague el aparato y espere a que todos los LED vy la actividad de visualizacion de siete segmentos
se detengan.

9. Si es necesario, cierre la sesion del shell del comando: exit

El grid de StorageGRID se ha apagado.

Informacion relacionada
"SG100 servicios de aplicaciones SG1000"

"Dispositivos de almacenamiento SG6000"
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"Dispositivos de almacenamiento SG5700"

Iniciar los nodos de grid

Siga esta secuencia para iniciar los nodos de cuadricula después de un apagado
completo.

Si toda la cuadricula se ha apagado durante mas de 15 dias, debe ponerse en contacto con el

@ soporte técnico antes de iniciar cualquier nodo de grid. No intente realizar los procedimientos de
recuperacion que reconstruyan los datos de Cassandra. Si lo hace, se puede producir la
pérdida de datos.

Acerca de esta tarea

Si es posible, debe encender los nodos de grid en el siguiente orden:

» Aplique primero la alimentacién a los nodos de administracion.

« Aplique alimentacién a los nodos de puerta de enlace en ultimo lugar.

@ Si un host incluye varios nodos de grid, los nodos vuelven a estar en linea automaticamente
cuando se enciende el host.

Pasos

1. Encienda los hosts del nodo de administrador principal y los nodos de administrador que no son primarios.

@ No podra iniciar sesion en los nodos de administrador hasta que se hayan reiniciado los
nodos de almacenamiento.

2. Encienda los hosts para todos los nodos de archivado y los nodos de almacenamiento.
Puede encender estos nodos en cualquier orden.

3. Encienda los hosts de todos los nodos de la puerta de enlace.
4. Inicie sesi6n en Grid Manager.

5. Haga clic en nodos y supervise el estado de los nodos de la cuadricula. Comprobar que todos los nodos
vuelven al estado «'green'».
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Uso de un archivo DoNotStart

Si esta realizando varios procedimientos de mantenimiento o configuracion bajo la
direccién del soporte técnico, es posible que se le solicite que utilice un archivo
DoNotStart para evitar que los servicios se inicien cuando se inicie o reinicie Server
Manager.

@ Debe agregar o quitar un archivo DoNotStart sélo si el soporte técnico le ha indicado que lo
haga.

Para evitar que se inicie un servicio, coloque un archivo DoNotStart en el directorio del servicio que desea
impedir que se inicie. Al iniciar, el Administrador del servidor busca el archivo DoNotStart. Si el archivo esta
presente, se impide que se inicie el servicio (y cualquier servicio que dependa de él). Cuando se quita el
archivo DoNotStart, el servicio detenido anteriormente se iniciara en el siguiente inicio o reinicio de Server
Manager. Los servicios no se inician automaticamente al quitar el archivo DoNotStart.

La forma mas eficaz de evitar que todos los servicios se reinicien es impedir que se inicie el servicio NTP.
Todos los servicios dependen del servicio NTP y no se pueden ejecutar si el servicio NTP no esta en
ejecucion.

Agregar un archivo DoNotStart para un servicio

Puede impedir que un servicio individual comience agregando un archivo DoNotStart al
directorio de ese servicio en un nodo de cuadricula.

Lo que necesitara

Debe tener la Passwords. txt archivo.
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Pasos
1. Inicie sesion en el nodo de grid:

O}

- Introduzca el siguiente comando: ssh admin@grid node IP

(o

. Introduzca la contrasefia que aparece en Passwords. txt archivo.

(9]

. Introduzca el siguiente comando para cambiar a la raiz: su -
d. Introduzca la contrasefia que aparece en Passwords . txt archivo.

Cuando ha iniciado sesién como root, el simbolo del sistema cambia de $ para #.
2. Agregar un archivo DoNotStart: touch /etc/sv/service/DoNotStart

donde service es el nombre del servicio que se va a impedir que se inicie. Por ejemplo:
touch /etc/sv/1ldr/DoNotStart

Se crea un archivo DoNotStart. No se necesita contenido del archivo.

Cuando se reinicia el Administrador del servidor o el nodo de cuadricula, el Administrador del servidor se
reinicia, pero el servicio no.

3. Cierre la sesion del shell de comandos: exit

Quitar un archivo DoNotStart para un servicio

Al quitar un archivo DoNotStart que impide que se inicie un servicio, debe iniciar dicho
servicio.

Lo que necesitara

Debe tener la Passwords. txt archivo.

Pasos

1. Inicie sesion en el nodo de grid:

V]

- Introduzca el siguiente comando: ssh admin@grid node IP

(o

- Introduzca la contrasefia que aparece en Passwords. txt archivo.

9]

. Introduzca el siguiente comando para cambiar a la raiz: su -

o

. Introduzca la contrasefia que aparece en Passwords. txt archivo.

Cuando ha iniciado sesién como root, el simbolo del sistema cambia de $ para #.
2. Elimine el archivo DoNotStart del directorio de servicios: rm /etc/sv/service/DoNotStart

donde service es el nombre del servicio. Por ejemplo:

rm /etc/sv/1ldr/DoNotStart
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3. Inicie el servicio: service servicename start

4. Cierre la sesion del shell de comandos: exit

Solucion de problemas de Server Manager

Es posible que el soporte técnico le dirija a la solucion de problemas para determinar el
origen de los problemas relacionados con Server Manager.

Acceso al archivo de registro de Server Manager
Si surge un problema al utilizar Server Manager, compruebe su archivo de registro.

Los mensajes de error relacionados con Server Manager se capturan en el archivo de registro de Server
Manager, que se encuentra en: /var/local/log/servermanager.log

Compruebe si hay mensajes de error en este archivo. Si es necesario, Escale el problema al soporte técnico.
Es posible que se le solicite reenviar los archivos de registro al soporte técnico.

Servicio con estado de error
Si detecta que un servicio ha introducido un estado de error, intente reiniciar el servicio.

Lo que necesitara

Debe tener la Passwords. txt archivo.

Acerca de esta tarea

Server Manager supervisa los servicios y reinicia los que se hayan detenido inesperadamente. Si un servicio
falla, Server Manager intenta reiniciarlo. Si hay tres intentos fallidos para iniciar un servicio en un plazo de
cinco minutos, el servicio introduce un estado de error. El Administrador de servidores no intenta volver a
iniciar.

Pasos
1. Inicie sesion en el nodo de grid:

a. Introduzca el siguiente comando: ssh admin@grid node IP

b. Introduzca la contrasefia que aparece en Passwords . txt archivo.
C. Introduzca el siguiente comando para cambiar a la raiz: su -

d. Introduzca la contrasefia que aparece en Passwords. txt archivo.

Cuando ha iniciado sesién como root, el simbolo del sistema cambia de $ para #.
2. Confirmar el estado de error del servicio: service servicename status

Por ejemplo:

service ldr status

Si el servicio esta en estado de error, se devuelve el siguiente mensaje: servicename in error
state. Por ejemplo:
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ldr in error state

@ Si el estado del servicio es disabled, Consulte las instrucciones para quitar un archivo
DoNotStart para un servicio.

3. Intente eliminar el estado de error reiniciando el servicio: service servicename restart
Si el servicio no se reinicia, péngase en contacto con el soporte técnico.
4. Cierre la sesion del shell de comandos: exit

Informacion relacionada

"Quitar un archivo DoNotStart para un servicio"

Clonado de nodos de dispositivos

Puede clonar un nodo de dispositivo en StorageGRID para usar un dispositivo de disefio
mas reciente o mas capacidades. La clonacion transfiere toda la informacién del nodo
existente al nuevo dispositivo, ofrece un proceso de actualizacion de hardware que es
facil de realizar y ofrece una alternativa al decomisionado y expansion para sustituir
dispositivos.

Funcionamiento del clonado de nodos de dispositivos

El clonado de nodos de dispositivos le permite sustituir facilmente un nodo de
dispositivos (origen) existente en el grid por un dispositivo compatible (destino) que
forma parte del mismo sitio l6gico de StorageGRID. El proceso transfiere todos los datos
al dispositivo nuevo, situandolos en servicio para sustituir el nodo de dispositivo antiguo y
dejar el dispositivo antiguo en estado previo a la instalacion.

¢Por qué se debe clonar un nodo de dispositivo?

Puede clonar un nodo de dispositivo si necesita:

 Sustituya los aparatos que estan llegando al final de su vida util.
« Actualice los nodos existentes para aprovechar la tecnologia de dispositivos mejorada.

* Aumente la capacidad de almacenamiento Grid sin cambiar el niumero de nodos de almacenamiento en el
sistema StorageGRID.

» Mejore la eficiencia del almacenamiento, como, por ejemplo, cambiando el modo RAID de DDP-8 a DDP-
16 0 a RAID-6.

* Implementar de forma eficiente el cifrado de nodos para permitir el uso de servidores de gestion de claves
externos (KMS).

¢ Qué red StorageGRID se utiliza?

La clonacion transfiere datos del nodo de origen directamente al dispositivo de destino mediante cualquiera de
las tres redes de StorageGRID. La red de cuadricula se utiliza normalmente, pero también puede utilizar la red
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de administracioén o la red de cliente si el dispositivo de origen esta conectado a estas redes. Elija la red que
se utilizara para clonar trafico que ofrece el mejor rendimiento de transferencia de datos sin perjudicar el
rendimiento de la red de StorageGRID y la disponibilidad de los datos.

Al instalar el dispositivo de repuesto, debe especificar direcciones IP temporales para la conexion
StorageGRID vy la transferencia de datos. Dado que el dispositivo de sustitucion formara parte de las mismas
redes que el nodo de dispositivo que sustituye, debe especificar direcciones IP temporales para cada una de
estas redes en el dispositivo de reemplazo.

Compatibilidad con el dispositivo de destino

Los dispositivos de reemplazo deben ser del mismo tipo que el nodo origen que sustituyen y ambos deben
formar parte del mismo sitio I6gico de StorageGRID.

» Un dispositivo de servicios de sustitucion puede ser diferente al nodo de administracion o al nodo de
puerta de enlace que va a sustituir.

o Puede clonar un dispositivo de nodo de origen SG100 a un dispositivo de destino de servicios SG1000
para que tenga mayor capacidad para el nodo de administracion o el nodo de puerta de enlace.

o Puede clonar un dispositivo de nodo fuente SG1000 en un dispositivo objetivo de servicios SG100
para volver a instalar el SG1000 para una aplicacion mas exigente.

Por ejemplo, si un dispositivo de nodo de origen SG1000 se esta utilizando como nodo de
administracion y desea utilizarlo como nodo de equilibrio de carga dedicado.

o La sustitucion de un dispositivo de nodo de origen SG1000 por un dispositivo de destino de servicios
SG100 reduce la velocidad maxima de los puertos de red de 100-GbE a 25-GbE.

o Los aparatos SG100 y SG1000 tienen diferentes conectores de red. Puede que sea necesario cambiar
el tipo de dispositivo reemplazando los cables o los modulos SFP.

* Un dispositivo de almacenamiento de reemplazo debe tener una capacidad igual o mayor que el nodo de
almacenamiento al que desea reemplazar.

o Si el dispositivo de almacenamiento objetivo tiene la misma cantidad de unidades que el nodo de
origen, las unidades del dispositivo de destino deben tener la misma capacidad (en TB) o mas.

o Si la cantidad de unidades estandar instaladas en un dispositivo de almacenamiento de destino es
menor que la cantidad de unidades en el nodo de origen, debido a la instalacion de unidades de
estado solido (SSD), la capacidad de almacenamiento general de las unidades estandar en el
dispositivo de destino (en TB). Debe satisfacer o superar la capacidad total de las unidades
funcionales de todas las unidades del nodo de almacenamiento de origen.

Por ejemplo, cuando se clona un dispositivo SG5660 de nodo de almacenamiento de origen con 60
unidades en un dispositivo de destino SG6060 con 58 unidades estandar, se deben instalar unidades
mas grandes en el dispositivo de destino SG6060 antes de realizar el clonado para mantener la
capacidad de almacenamiento. (Las dos ranuras de unidad que contienen SSD en el dispositivo de
destino no estan incluidas en la capacidad total del almacenamiento del dispositivo).

Sin embargo, si un dispositivo de nodo de origen SG5660 de 60 unidades esta configurado con DDP-8
de los pools de discos dinamicos de SANTtricity, la configuracion de un dispositivo de destino SG6060
con 58 unidades del mismo tamafo con DDP-16 puede hacer que el dispositivo SG6060 sea un
destino de clonado valido debido a su eficiencia de almacenamiento mejorada.

Puede ver informacion acerca del modo RAID actual del nodo del dispositivo de origen en la pagina
Nodes de Grid Manager. Seleccione la ficha almacenamiento del dispositivo.
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¢Qué informacién no se clona?

Las siguientes configuraciones de dispositivos no se transfieren al dispositivo de reemplazo durante la
clonacion. Debe configurarlos durante la configuracion inicial del dispositivo de reemplazo.

Interfaz BMC

Enlaces de red

Estado de cifrado de nodos

SANtricity System Manager (para nodos de almacenamiento)

Modo RAID (para nodos de almacenamiento)

¢ Qué problemas evitan la clonacion?

Si se encuentra alguno de los siguientes problemas durante la clonado, el proceso de clonado se detiene y se
genera un mensaje de error:

Configuracion de red incorrecta
Falta de conectividad entre los dispositivos de origen y de destino
Incompatibilidad de dispositivos de origen y de destino

Para los nodos de almacenamiento, un dispositivo de sustitucién con capacidad insuficiente

Debe resolver cada problema para que la clonacién continte.

Consideraciones y requisitos para el clonado de nodos de dispositivos

Antes de clonar un nodo de dispositivo, debe comprender las consideraciones y los
requisitos.

Requisitos de hardware para el dispositivo de sustitucion

Asegurese de que el aparato de sustitucion cumple los siguientes criterios:

El nodo de origen (dispositivo que se va a reemplazar) y el dispositivo de destino (nuevo) deben ser del
mismo tipo de dispositivo:

> Solo puede clonar un dispositivo Admin Node o un dispositivo Gateway Node en un dispositivo de
servicios nuevo.

> Solo puede clonar un dispositivo Storage Node en un dispositivo de almacenamiento nuevo.

Para dispositivos de nodo de administracion o de nodo de puerta de enlace, el dispositivo del nodo de
origen y el dispositivo de destino no tienen que ser del mismo tipo de dispositivo; sin embargo, puede que
sea necesario cambiar el tipo de dispositivo y sustituir los cables o médulos SFP.

Por ejemplo, puede sustituir un dispositivo de nodo SG1000 por un SG100 o sustituir un dispositivo SG100
por un dispositivo SG1000.

En el caso de los dispositivos nodo de almacenamiento, el dispositivo de nodo de origen y el dispositivo de
destino no tienen por qué ser del mismo tipo de dispositivo; sin embargo, el dispositivo de destino debe
tener la misma capacidad de almacenamiento o mas que el dispositivo de origen.

Por ejemplo, es posible sustituir un dispositivo de nodo SG5600 por un dispositivo SG5700 o SG6000.
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Pongase en contacto con su representante de ventas de StorageGRID, para obtener ayuda a la hora de elegir
dispositivos de reemplazo compatibles para clonar nodos de dispositivos especificos en la instalacion de
StorageGRID.

Preparacion para clonar un nodo de dispositivo

Debe tener la siguiente informacion antes de clonar un nodo de dispositivo:
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Obtenga una direccion IP temporal para la red de red de su administrador de red para utilizarla con el
dispositivo de destino durante la instalacion inicial. Si el nodo de origen pertenece a una red de
administrador o una red de cliente, obtenga direcciones IP temporales para estas redes.

Las direcciones IP temporales suelen estar en la misma subred que el dispositivo de nodo de origen que
se clona y no se necesitan una vez que finalice la clonado. Los dispositivos de origen y destino deben
conectarse al nodo de administrador principal de la StorageGRID para establecer una conexion de
clonado.

Determine qué red se utilizara para clonar trafico de transferencia de datos que ofrezca el mejor
rendimiento de transferencia de datos sin perjudicar el rendimiento de la red de StorageGRID ni la
disponibilidad de los datos.

@ El uso de la red de administrador de 1 GbE para la transferencia de datos de clones
provoca una clonacién mas lenta.

Determinar si se usara el cifrado de nodos con un servidor de gestion de claves (KMS) en el dispositivo de
destino, de manera que pueda habilitar el cifrado de nodos durante la instalacion inicial del dispositivo de
destino antes de realizar el clonado. Puede comprobar si el cifrado de nodos esta habilitado en el nodo del
dispositivo de origen como se describe en la instalacion del dispositivo.

El nodo de origen y el dispositivo de destino pueden tener diferentes configuraciones de cifrado del nodo.
El cifrado y el descifrado de datos se realizan automaticamente durante la transferencia de datos y cuando
el nodo objetivo se reinicia y se une a la cuadricula.

> "SG100 servicios de aplicaciones SG1000"
o "Dispositivos de almacenamiento SG5600"
> "Dispositivos de almacenamiento SG5700"

o "Dispositivos de almacenamiento SG6000"

Determine si el modo RAID del dispositivo de destino debe cambiarse desde su configuracion
predeterminada, por lo que puede especificar esta informacion durante la instalacién inicial del dispositivo
de destino antes de realizar la clonacion. Puede ver informacion acerca del modo RAID actual del nodo
del dispositivo de origen en la pagina Nodes de Grid Manager. Seleccione la ficha almacenamiento del
dispositivo.

El nodo de origen y el dispositivo de destino pueden tener diferentes ajustes de RAID.

Planifique el tiempo suficiente para completar el proceso de clonacién de nodos. Es posible que se
necesiten varios dias para transferir datos desde un nodo de almacenamiento operativo a un dispositivo
de destino. Programe la clonacion en el momento que minimice el impacto en su negocio.

Solo debe clonar un nodo de dispositivo cada vez. La clonado puede evitar que ejecute otras funciones de
mantenimiento de StorageGRID al mismo tiempo.

Después de clonar un nodo de dispositivo, puede usar el dispositivo de origen que volvio a su estado de
instalacién previa como destino para clonar otro dispositivo de nodo compatible.


https://docs.netapp.com/es-es/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/es-es/storagegrid-115/sg5600/index.html
https://docs.netapp.com/es-es/storagegrid-115/sg5700/index.html
https://docs.netapp.com/es-es/storagegrid-115/sg6000/index.html

Procedimiento de clonacion del nodo de dispositivos

El proceso de clonado puede tardar varios dias en transferir datos entre el nodo de
origen (dispositivo que se va a reemplazar) y el dispositivo de destino (nuevo).

Lo que necesitara

* Instalo el dispositivo de destino compatible en un armario o rack, conecto todos los cables y aplico la
alimentacion.

» Ha verificado que la version del instalador de dispositivos StorageGRID en el dispositivo de reemplazo
coincide con la versidon de software del sistema StorageGRID, actualizando el firmware del instalador de
dispositivos StorageGRID, si es necesario.

» Configuro el dispositivo de destino, incluida la configuracion de conexiones StorageGRID, SANTtricity
System Manager (solo dispositivos de almacenamiento) y la interfaz BMC.

> Al configurar las conexiones StorageGRID, utilice las direcciones IP temporales.

> Al configurar los enlaces de red, utilice la configuracion del enlace final.

Deje el instalador de dispositivos StorageGRID abierto después de completar la configuracion
inicial del dispositivo de destino. Volvera a la pagina de instalador del dispositivo de destino
después de iniciar el proceso de clonado del nodo.

* Opcionalmente, ha habilitado el cifrado de nodos para el dispositivo de destino.

» Opcionalmente ha configurado el modo RAID para el dispositivo de destino (solo dispositivos de
almacenamiento).

» "Consideraciones y requisitos para el clonado de nodos de dispositivos"
"SG100 servicios de aplicaciones SG1000"
"Dispositivos de almacenamiento SG5600"
"Dispositivos de almacenamiento SG5700"

"Dispositivos de almacenamiento SG6000"

Solo debe clonar un nodo de dispositivo cada vez para mantener el rendimiento de la red StorageGRID y la
disponibilidad de datos.

Pasos
1. Coloque el nodo de origen que esta clonando en modo de mantenimiento.

"Colocar un dispositivo en modo de mantenimiento"

2. En el instalador del dispositivo StorageGRID del nodo de origen, en la seccion instalacion de la pagina de
inicio, seleccione Activar clonacion.
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https://docs.netapp.com/es-es/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/es-es/storagegrid-115/sg5600/index.html
https://docs.netapp.com/es-es/storagegrid-115/sg5700/index.html
https://docs.netapp.com/es-es/storagegrid-115/sg6000/index.html
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NetApp® StorageGRID® Appliance Installer Help

Home Configure Networking « Configure Hardware « IMonitor Installation Advanced ~

Home

A\ This node is in maintenance moda. Perform any required maintenance procedures. If you want to exit maintenance mode manually to resume normal operation, go
to Advanced > Reboot Contraller to reboot the controller.

This Node
MNode type Storage =

Node name hrmny2-1-254-sn

| |

Primary Admin Node connection

Enable Admin Nods
discovery

Primary Admin Node IP 172.16.0.62

Connection state Connection to 172.16.0.62 ready.

Installation

Current state Maintenance mode. Reboot the node
to resume normal operation.

| |

La seccion Primary Admin Node Connection se reemplaza por la seccion Clone target node connection.



NetApp® StorageGRID® Appliance Installer Help

Home Configure Networking « Configure Hardware ~ Monitor Installation Advanced ~

Home

A\ This node is in maintenance mode. Perform any required maintenance procedures. If you want to exit maintenance mode manually to resume normal operation, go
to Advanced > Reboot Controller to reboot the controller.

This Node
Node type Storage A
Node name hrmny2-1-254-sn
(T:Ione target node connection \
Clone target nede IP 0.0.0.0
Connection state MNa connection information available.
Installation

Current state Waiting for configuration and
validation of clone targst.

Disable Cloning
3. Para Clone el nodo de destino IP, introduzca la direccion IP temporal asignada al nodo de destino para
que la red la utilice para clonar el trafico de transferencia de datos y, a continuacion, seleccione Guardar.
Normalmente, introduzca la direccion IP para la red de cuadricula, pero si necesita utilizar una red

diferente para clonar trafico de transferencia de datos, introduzca la direccion IP del nodo de destino en
esa red.

@ El uso de la red de administrador de 1 GbE para la transferencia de datos de clones
provoca una clonacion mas lenta.

Después de configurar y validar el dispositivo de destino, en la seccion instalacion, Iniciar clonacién se
activa en el nodo de origen.
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NetApp® StorageGRID® Appliance Installer He

Home Configure Networking « Caonfigure Hardware « IMonitor Installation Advanced «
Home

A\ This node is in maintenance mode. Perform any required maintenance procedures. If you want to exit maintenance mode manually to resume normal operation,
go to Advanced > Reboot Controller to reboot the controller.

@ The cloning process is ready to be started. Select Start Cloning when you are ready. To terminate cloning before it completes and return this node to service,
trigger a reboot.

This Node
MNode type Storage ¥

Node name hrmny2-1-254-sn

Clone target node connection

Clone target node [P 10.224.1.253

Connection state Connection to 10.224.1.253 ready.

| |
Installation

Current state Ready to start cloning all data from
this node to the clone target node
using the Admin Network connection.
£\ Attention: the Admin Network
typically has less bandwidth than the
Grid or Client Networks. Use the Grid
or Client IP of the target node far
faster cloning.

Start Cloning

| Disable Cloning |

Si existen problemas que impiden la clonacion, Iniciar clonacién no esta activado y los problemas que
debe resolver se enumeran como Estado de conexién. Estos problemas se enumeran en la pagina inicial
del instalador de dispositivos de StorageGRID tanto del nodo de origen como del dispositivo de destino.
Solo se muestra un problema a la vez y el estado se actualiza automaticamente a medida que cambian las
condiciones. Resuelva todos los problemas de clonacién para activar Iniciar clonacion.

Cuando se activa Iniciar clonacién, el estado actual indica la red StorageGRID que se seleccion6 para
clonar trafico, junto con informacion acerca del uso de esa conexion de red.

"Consideraciones y requisitos para el clonado de nodos de dispositivos"

4. Seleccione Iniciar clonacion en el nodo de origen.

5. Supervise el progreso de la clonacién con el instalador de dispositivos de StorageGRID en el nodo de
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origen o de destino.

El instalador de dispositivos StorageGRID en los nodos de origen y destino indica el mismo estado.



NetApp® StorageGRID® Appliance Installer Help

Home Configure Networking ~ Configure Hardware « IMonitor Installation Advanced ~

Manitor Cloning

1. Establish cione peering relationship Complete
2. Clone another node from this node Running
Step Progress Status
Send data to clone target node Sending data, 0% complets, 8.99 GB transferred
3. Activate cloned node and leave this one offline Pending

La pagina Monitor Cloning ofrece un progreso detallado de cada etapa del proceso de clonacion:
o Establecer relaciéon de clonaciones muestra el progreso de la configuracion y la configuracion de la
clonacion.

o Clonar otro nodo de este nodo muestra el progreso de la transferencia de datos. (Esta parte del
proceso de clonacion puede tardar varios dias en completarse).

> Activar el nodo clonado y dejar este fuera de linea muestra el progreso de transferir el control al
nodo de destino y colocar el nodo de origen en un estado de preinstalacién, una vez finalizada la
transferencia de datos.

6. Si necesita terminar el proceso de clonacion y devolver el nodo de origen al servicio antes de finalizar la
clonacién, en el nodo de origen vaya a la pagina principal del instalador de dispositivos StorageGRID y
seleccione Avanzado Reiniciar controlador y, a continuacion, seleccione Reiniciar en StorageGRID.

Si finaliza el proceso de clonacion:

> El nodo de origen sale del modo de mantenimiento y se vuelve a unir a StorageGRID.
o El nodo de destino permanece en el estado previo a la instalacion. Para reiniciar la clonacion del nodo
de origen, inicie de nuevo el proceso de clonacion desde el paso 1.

Cuando finalice correctamente la clonacion:

* Los nodos de origen y destino intercambian direcciones IP:

o El nodo de destino utiliza ahora las direcciones IP asignadas originalmente al nodo de origen para las
redes Grid, Admin y Client.

o El nodo de origen ahora utiliza la direccién IP temporal asignada inicialmente al nodo de destino.

* El nodo de destino sale del modo de mantenimiento y se une a StorageGRID, sustituyendo el nodo de
origen.

« El aparato de origen esta en estado preinstalado, como si lo hubiera preparado para su reinstalacion.

"Preparacion de un aparato para su reinstalacion (sélo sustitucion de la plataforma)”
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Si el dispositivo no vuelve a unirse a la cuadricula, vaya a la pagina de inicio del instalador de
dispositivos StorageGRID correspondiente al nodo de origen, seleccione Avanzado Reiniciar

@ controlador y, a continuacion, seleccione Reiniciar en modo de mantenimiento. Cuando el
nodo de origen se reinicie en modo de mantenimiento, repita el procedimiento de clonado del
nodo.

Los datos de usuario permanecen en el dispositivo de origen como opcién de recuperacion si se produce un
problema inesperado en el nodo de destino. Una vez que el nodo de destino se ha vuelto a unir correctamente
a StorageGRID, los datos del usuario en el dispositivo de origen estan obsoletos y ya no se necesitan. Si lo
desea, pida al soporte de StorageGRID que borre el dispositivo de origen para destruir estos datos.

Podra:

« Utilice el dispositivo de origen como destino para las operaciones de clonado adicionales: No se requiere
ninguna configuracion adicional. Este dispositivo ya tiene la direccion IP temporal asignada que se
especifico originalmente para el primer destino clonado.

* Instale y configure el dispositivo de origen como un nuevo nodo del dispositivo.

» Deseche el aparato de origen si ya no se utiliza con StorageGRID.
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Informacién de copyright

Copyright © 2025 NetApp, Inc. Todos los derechos reservados. Imprimido en EE. UU. No se puede reproducir
este documento protegido por copyright ni parte del mismo de ninguna forma ni por ningin medio (grafico,
electrénico o mecanico, incluidas fotocopias, grabaciones o almacenamiento en un sistema de recuperacion
electrénico) sin la autorizacion previa y por escrito del propietario del copyright.

El software derivado del material de NetApp con copyright esta sujeto a la siguiente licencia y exencion de
responsabilidad:

ESTE SOFTWARE LO PROPORCIONA NETAPP «TAL CUAL» Y SIN NINGUNA GARANTIA EXPRESA O
IMPLICITA, INCLUYENDO, SIN LIMITAR, LAS GARANTIAS IMPLICITAS DE COMERCIALIZACION O
IDONEIDAD PARA UN FIN CONCRETO, CUYA RESPONSABILIDAD QUEDA EXIMIDA POR EL PRESENTE
DOCUMENTO. EN NINGUN CASO NETAPP SERA RESPONSABLE DE NINGUN DANO DIRECTO,
INDIRECTO, ESPECIAL, EJEMPLAR O RESULTANTE (INCLUYENDO, ENTRE OTROS, LA OBTENCION
DE BIENES O SERVICIOS SUSTITUTIVOS, PERDIDA DE USO, DE DATOS O DE BENEFICIOS, O
INTERRUPCION DE LAACTIVIDAD EMPRESARIAL) CUALQUIERA SEA EL MODO EN EL QUE SE
PRODUJERON Y LA TEORIA DE RESPONSABILIDAD QUE SE APLIQUE, YA SEA EN CONTRATO,
RESPONSABILIDAD OBJETIVA O AGRAVIO (INCLUIDA LA NEGLIGENCIA U OTRO TIPO), QUE SURJAN
DE ALGUN MODO DEL USO DE ESTE SOFTWARE, INCLUSO S| HUBIEREN SIDO ADVERTIDOS DE LA
POSIBILIDAD DE TALES DANOS.

NetApp se reserva el derecho de modificar cualquiera de los productos aqui descritos en cualquier momento y
sin aviso previo. NetApp no asume ningun tipo de responsabilidad que surja del uso de los productos aqui
descritos, excepto aquello expresamente acordado por escrito por parte de NetApp. El uso o adquisiciéon de
este producto no lleva implicita ninguna licencia con derechos de patente, de marcas comerciales o cualquier
otro derecho de propiedad intelectual de NetApp.

Es posible que el producto que se describe en este manual esté protegido por una o mas patentes de EE.
UU., patentes extranjeras o solicitudes pendientes.

LEYENDA DE DERECHOS LIMITADOS: el uso, la copia o la divulgacion por parte del gobierno estan sujetos
a las restricciones establecidas en el subparrafo (b)(3) de los derechos de datos técnicos y productos no
comerciales de DFARS 252.227-7013 (FEB de 2014) y FAR 52.227-19 (DIC de 2007).

Los datos aqui contenidos pertenecen a un producto comercial o servicio comercial (como se define en FAR
2.101) y son propiedad de NetApp, Inc. Todos los datos técnicos y el software informatico de NetApp que se
proporcionan en este Acuerdo tienen una naturaleza comercial y se han desarrollado exclusivamente con
fondos privados. El Gobierno de EE. UU. tiene una licencia limitada, irrevocable, no exclusiva, no transferible,
no sublicenciable y de alcance mundial para utilizar los Datos en relacion con el contrato del Gobierno de los
Estados Unidos bajo el cual se proporcionaron los Datos. Excepto que aqui se disponga lo contrario, los Datos
no se pueden utilizar, desvelar, reproducir, modificar, interpretar o mostrar sin la previa aprobacién por escrito
de NetApp, Inc. Los derechos de licencia del Gobierno de los Estados Unidos de América y su Departamento
de Defensa se limitan a los derechos identificados en la clausula 252.227-7015(b) de la seccién DFARS (FEB
de 2014).

Informacién de la marca comercial
NETAPP, el logotipo de NETAPP y las marcas que constan en http://www.netapp.com/TM son marcas

comerciales de NetApp, Inc. El resto de nombres de empresa y de producto pueden ser marcas comerciales
de sus respectivos propietarios.
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