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Restaurar y validar nodos de grid

Es necesario restaurar los archivos de configuracion de grid para los nodos de grid con
errores, a continuacion, validar los archivos de configuracién de grid y resolver los
errores que se produzcan.

Acerca de esta tarea

Puede importar cualquier nodo de cuadricula que deba estar presente en el host, siempre que lo esté
/var/local no se perdid el volumen como resultado de un error del host anterior. Por ejemplo, la
/var/local Es posible que el volumen siga existiendo si utilizé almacenamiento compartido para los
volumenes de datos del sistema StorageGRID, como se describe en las instrucciones de instalacion de
StorageGRID para el sistema operativo Linux. Al importar el nodo se restaura el archivo de configuracion del
nodo en el host.

Si no es posible importar los nodos que faltan, debe volver a crear los archivos de configuracién de grid.

A continuacion, debe validar el archivo de configuracion de grid y resolver cualquier problema de red o
almacenamiento que pueda producirse antes de reiniciar StorageGRID. Cuando vuelva a crear el archivo de
configuracion para un nodo, debe usar el mismo nombre para el nodo de sustitucion que se utilizé para el
nodo que se esta recuperando.

Consulte las instrucciones de instalacion para obtener mas informacion sobre la ubicacién de /var/local
volumen para un nodo.

Pasos

1. Enla linea de comandos del host recuperado, se enumeran todos los nodos de grid StorageGRID
configurados actualmente:sudo storagegrid node list

Si no se configura ningun nodo de cuadricula, no se producira ningun resultado. Si se configuran algunos
nodos de grid, se debe esperar la salida con el siguiente formato:

Name Metadata-Volume

dcl-adml /dev/mapper/sgws—-adml-var-local
dcl-gwl /dev/mapper/sgws—-gwl-var—-local
dcl-snl /dev/mapper/sgws-snl-var-local
dcl-arcl /dev/mapper/sgws-arcl-var—-local

Si no aparecen algunos o todos los nodos de grid que deben configurarse en el host, debe restaurar los
nodos de grid que faltan.

2. Para importar los nodos de cuadricula que tienen un /var/local volumen:

a. Ejecute el siguiente comando para cada nodo que desee importar:sudo storagegrid node
import node-var-local-volume-path

La storagegrid node import el comando solo se realiza correctamente si el nodo de destino se
apaga correctamente en el host en el que se ejecutd por ultima vez. Si no es asi, observara un error
similar al siguiente:



This node (node-name) appears to be owned by another host (UUID host-uuid).
Use the --force flag if you are sure import is safe.

a. Si ve el error sobre el nodo que pertenece a otro host, ejecute el comando de nuevo con el --force
indicador para completar la importacion:sudo storagegrid --force node import node-var-
local-volume-path

Todos los nodos importados con el --force El indicador necesitara pasos de

@ recuperacion adicionales antes de que puedan volver a unirse a la cuadricula, tal y
como se describe en la seccidn «realizacion de pasos adicionales de recuperacion, si
€s necesario».

3. Para los nodos de grid que no tienen un /var/local volumen, vuelva a crear el archivo de configuracién
del nodo para restaurarlo al host.

Siga las instrucciones de la seccion ""creacion de archivos de configuracion de nodos™ en las

instrucciones de instalacion.

Cuando vuelva a crear el archivo de configuracién para un nodo, debe usar el mismo
nombre para el nodo de sustitucion que se utilizd para el nodo que se esta recuperando. En
las implementaciones de Linux, asegurese de que el nombre del archivo de configuracion

@ contenga el nombre del nodo. Se deben utilizar las mismas interfaces de red, asignaciones
de dispositivos de bloque y direcciones IP cuando sea posible. Esta practica minimiza la
cantidad de datos que se debe copiar al nodo durante la recuperacion, lo que puede hacer
que la recuperacion sea significativamente mas rapida (en algunos casos, minutos en lugar
de semanas).

Si utiliza dispositivos de bloque nuevos (dispositivos que el nodo StorageGRID no utilizé
anteriormente) como valores para cualquiera de las variables de configuracion que

@ comienzan por BLOCK DEVICE Cuando vaya a recrear el archivo de configuracion de un
nodo, asegurese de seguir todas las directrices de la seccion "solucion de errores de
dispositivo de bloque que faltan."™

4. Ejecute el siguiente comando en el host recuperado para enumerar todos los nodos StorageGRID.
sudo storagegrid node list

5. Validar el archivo de configuracion del nodo de cada nodo de cuadricula cuyo nombre se muestra en el
resultado de la lista de nodos StorageGRID:

sudo storagegrid node validate node-name
Debe solucionar cualquier error o advertencia antes de iniciar el servicio de host de StorageGRID. En las

siguientes secciones se ofrecen mas detalles sobre los errores que pueden tener un significado especial
durante la recuperacion.

Informacion relacionada
"Instale Red Hat Enterprise Linux o CentOS"

"Instalar Ubuntu o Debian"
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"Correccion de errores de interfaz de red ausentes"
"Correccion de errores de dispositivo de bloque ausente"

"Cual es la siguiente: Realizar pasos de recuperacion adicionales, si es necesario"

Correccion de errores de interfaz de red ausentes

Si la red host no esta configurada correctamente o se ha escrito un nombre de forma
incorrecta, se produce un error cuando StorageGRID comprueba la asignacion
especificada en /etc/storagegrid/nodes/node—-name.conf archivo.

Es posible que aparezca un error o una advertencia que coincida con este patron:

Checking configuration file '/etc/storagegrid/nodes/node-name.conf para el nodo node-
name...' 'ERROR: node-name: GRID_NETWORK_TARGET = host-interface-name’ Node-name: La interfaz
'host-interface-name' no existe'

Se puede informar del error en la red de cuadricula, la red de administracion o la red de cliente. Este error
significa que /etc/storagegrid/nodes/node-name.conf El archivo asigna la red StorageGRID indicada
a la interfaz del host llamada host-interface-name, pero no hay interfaz con ese nombre en el host actual.

Si recibe este error, compruebe que ha completado los pasos de "Cémo utilizar nuevos hosts Linux". Utilice los
mismos nombres para todas las interfaces de host que se usaron en el host original.

Si no puede asignar un nombre a las interfaces del host para que coincidan con el archivo de configuracion
del nodo, puede editar el archivo de configuracién del nodo y cambiar el valor DE
GRID_NETWORK_TARGET, ADMIN_NETWORK_TARGET o CLIENT_NETWORK_TARGET para que
coincida con una interfaz de host existente.

Asegurese de que la interfaz del host proporciona acceso al puerto de red fisica o VLAN adecuados y que la
interfaz no haga referencia directamente a un dispositivo de enlace o puente. Debe configurar una VLAN (u
otra interfaz virtual) en la parte superior del dispositivo de enlace en el host o usar un puente y un par virtual
Ethernet (veth).

Informacion relacionada

"Implementacién de nuevos hosts Linux"

Correccion de errores de dispositivo de bloque ausente

El sistema comprueba que cada nodo recuperado se asigna a un archivo especial de
dispositivo de bloque valido o a un archivo especial de dispositivo de bloque valido. Si
StorageGRID encuentra una asignacion no valida en
/etc/storagegrid/nodes/node-name.conf archivo, aparece un error de
dispositivo de bloque ausente.

Si observa un error que coincide con este patron:

Checking configuration file /etc/storagegrid/nodes/node-name.conf for node node-

name... ERROR: node-name: BLOCK_DEVICE_PURPOSE = path-name’ node-name: path-name no existe'


https://docs.netapp.com/es-es/storagegrid-115/maintain/whats-next-performing-additional-recovery-steps-if-required.html
https://docs.netapp.com/es-es/storagegrid-115/maintain/deploying-new-linux-hosts.html

Significa eso /etc/storagegrid/nodes/node-name.conf Asigna el dispositivo de bloque utilizado por
node-name CON EL PROPOSITO del nombre de ruta de acceso dado en el sistema de archivos Linux, pero
no hay un archivo especial de dispositivo de bloque valido o softlink a un archivo especial de dispositivo de
blogue, en esa ubicacion.

Compruebe que ha completado los pasos de "D ebolling new Linux hosts". Utilice los mismos nombres de
dispositivo persistentes para todos los dispositivos de bloque que se usaron en el host original.

Si no puede restaurar o volver a crear el archivo especial del dispositivo de bloque que falta, puede asignar un
nuevo dispositivo de bloque del tamafio y categoria de almacenamiento adecuados y editar el archivo de
configuracion del nodo para cambiar el valor de BLOCK_DEVICE_PURPOSE para que apunte al nuevo
archivo especial del dispositivo de bloque.

Determine el tamafio y la categoria de almacenamiento adecuados de las tablas de la seccion «requisitos de
almacenamiento» de las instrucciones de instalacion del sistema operativo Linux. Revise las recomendaciones
que se indican en «"Configuracion del almacenamiento host"» antes de proceder con la sustitucién del
dispositivo de bloque.

Si debe proporcionar un nuevo dispositivo de almacenamiento en bloques para cualquiera de
las variables del archivo de configuraciéon que comiencen con BLOCK DEVICE debido a que el
dispositivo de bloque original se perdio con el host con error, asegurese de que el nuevo

@ dispositivo de bloque no tiene formato antes de intentar realizar mas procedimientos de
recuperacion. El nuevo dispositivo de bloques no formateara si utiliza almacenamiento
compartido y ha creado un volumen nuevo. Si no esta seguro, ejecute el siguiente comando en
cualquier archivo especial nuevo del dispositivo de almacenamiento en bloques.

Ejecute el siguiente comando solo para nuevos dispositivos de almacenamiento en bloques. No
@ ejecute este comando si cree que el almacenamiento en bloque sigue contiene datos validos
para el nodo que se va a recuperar, ya que se perderan todos los datos del dispositivo.

sudo dd if=/dev/zero of=/dev/mapper/my-block-device-name bs=1G count=1
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