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Supervisar las operaciones de StorageGRID

El administrador de grid proporciona informacion para supervisar las actividades diarias
del sistema StorageGRID, incluido su estado.

* "Ver la pagina Nodes"
* "Supervision y gestién de alertas”
* "Uso de la supervision de SNMP"

* "Revision de mensajes de auditoria"

Ver la pagina Nodes

Si necesita informacién mas detallada sobre el sistema StorageGRID de la que
proporciona la consola, puede usar la pagina nodos para ver métricas de toda la
cuadricula, cada sitio de la cuadricula y cada nodo de un sitio.

NetApp® StorageGRID® Help ~ | Root - | Sign Out

Dashboard o Alerts Nodes Tenants ILM - Caonfiguration ~ Maintenance ~ Support ~

# StorageGRID Deployment StorageGRID Deployment

A Data Center 1

« DC1-ADM1

DC1-ARC1
DC1-G1

MNetwark Storage Objects ILM Load Balancer

1 hour 1 day 1 week 1 menth Custom

DC1-52
DC1-53

4

4

« DC1-S1 Network Traffic @

4
6.0 Mbps

o

5.0 Mbps . . f\
A Data Center 2 Jopr M A b i

v DC2-ADM1 aomops | o \PP= Y VAN A WAL N N
» DC2:51 bt ([

v 0C2-82
v DC2-53 2.0 Mbps

3.0 Mbps L

16:20 16:30 16:40 16:50 17:00 17:10
# Data Center 3 == Received == Sem
v DC3-51
v DC3-52
v DC3-53

Desde la vista de arbol de la izquierda, puede ver todos los sitios y todos los nodos del sistema StorageGRID.
El icono de cada nodo indica si el nodo esta conectado o si hay alguna alerta activa.

Iconos de estado de conexion

Si un nodo esta desconectado de la cuadricula, la vista de arbol muestra un icono de estado de conexién azul
0 gris, no el icono de ninguna alerta subyacente.

* No conectado - Desconocido @: El nodo no esta conectado a la cuadricula por una razén desconocida.
Por ejemplo, se ha perdido la conexion de red entre los nodos o se ha apagado el suministro eléctrico. La
alerta no se puede comunicar con el nodo también puede activarse. Es posible que otras alertas estén



activas también. Esta situacion requiere atencion inmediata.

@ Es posible que un nodo aparezca como desconocido durante las operaciones de apagado
gestionadas. Puede ignorar el estado Desconocido en estos casos.

* No conectado - administrativamente abajo  : El nodo no esta conectado a la cuadricula por un motivo
esperado. Por ejemplo, el nodo o los servicios del nodo se han apagado correctamente, el nodo se esta
reiniciando o se esta actualizando el software. Una o mas alertas también pueden estar activas.

Iconos de alerta

Si un nodo esta conectado a la cuadricula, la vista de arbol muestra uno de los siguientes iconos,
dependiendo de si hay alertas actuales para el nodo.

« Critico €3: Existe una condicién anormal que ha detenido las operaciones normales de un nodo
StorageGRID o servicio. Debe abordar el problema subyacente de inmediato. Se pueden producir
interrupciones del servicio y pérdida de datos si no se resuelve el problema.

+ Mayor {): Existe una condicién anormal que afecta a las operaciones actuales o se acerca al umbral de
una alerta critica. Debe investigar las alertas principales y solucionar cualquier problema subyacente para
garantizar que esta condicidon no detenga el funcionamiento normal de un nodo o servicio de
StorageGRID.

* Menor : : El sistema funciona normalmente, pero existe una condicién anormal que podria afectar la
capacidad de funcionamiento del sistema si continta. Debera supervisar y resolver las alertas menores
que no se despicen por si mismas para asegurarse de que no provoquen un problema mas grave.

* Normal +~: No hay alertas activas y el nodo esta conectado a la cuadricula.

Ver detalles de un sistema, sitio o nodo

Para ver la informacion disponible, haga clic en los enlaces correspondientes de la izquierda, de la siguiente
manera:

» Seleccione el nombre de la cuadricula para ver un resumen de las estadisticas de todo el sistema
StorageGRID. (La captura de pantalla muestra un sistema denominado StorageGRID Deployment).

» Seleccione un sitio de centro de datos especifico para ver un resumen de las estadisticas de todos los
nodos de ese sitio.

» Seleccione un nodo concreto para ver informacién detallada de ese nodo.

Informacion relacionada

"Solucion de problemas de monitor”

Pestaias de la pagina Nodes

Las pestafias de la parte superior de la pagina Nodes se basan en lo que seleccione en
el arbol de la izquierda.
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Nombre de la ficha

Descripcion general

Hardware subyacente

Red

Reducida

Eventos

Objetos

ILM

Descripcion
» Proporciona informacion basica sobre cada nodo.

» Muestra cualquier alarma actual que afecte al
nodo sin confirmar.

* Muestra el uso de CPU y de memoria para cada
nodo

» Para los nodos del dispositivo, proporciona
informacioén adicional de hardware.

Muestra un grafico que muestra el trafico de red
recibido y enviado a través de las interfaces de red.

* Proporciona detalles para los dispositivos de
disco y volumenes de cada nodo.

» Para los nodos de almacenamiento, cada sitio y
todo el grid, incluye graficos que muestran el
almacenamiento de datos de objetos y el
almacenamiento de metadatos usado con el
tiempo.

Muestra un numero de errores del sistema o eventos
de fallos, incluidos errores como errores de red.

* Proporciona informacion sobre las tasas de
procesamiento y recuperacion de S3 y Swift.

* En el caso de los nodos de almacenamiento,
proporciona informacion sobre el recuento de
objetos y las consultas del almacén de metadatos
y la verificacion en segundo plano.

Proporciona informacion acerca de las operaciones
de gestion del ciclo de vida de la informacién (ILM).

* En el caso de los nodos de almacenamiento, se
proporcionan detalles sobre la evaluacion del ILM
y la verificacion en segundo plano para objetos
codificados de borrado.

* Muestra un gréfico de la cola de ILM a lo largo del
tiempo de cada sitio y de la cuadricula en su
totalidad.

* En todo el grid, ofrece el tiempo estimado para
completar un analisis completo de ILM de todos
los objetos.

Incluido para

Todos los nodos

Todos los nodos

Todos los nodos, cada
sitio y el grid completo

Todos los nodos, cada
sitio y el grid completo

Todos los nodos

Nodos de
almacenamiento, cada
sitio y el grid completo

Nodos de
almacenamiento, cada
sitio y el grid completo



Nombre de la ficha

Equilibrador de carga

Servicios de plataforma

System Manager de
SANTricity

Descripcion

Incluye graficos de rendimiento y diagnostico
relacionados con el servicio Load Balancer.

» Para cada sitio, proporciona un resumen
agregado de las estadisticas para todos los
nodos de ese sitio.

» Para toda la cuadricula, proporciona un resumen
agregado de las estadisticas de todos los sitios.

Proporciona informacion sobre cualquier operacion
de servicio de plataforma S3 en un sitio.

Ofrece acceso a SANTtricity System Manager. En
SANItricity System Manager, puede revisar la
informacion de diagndstico de hardware y entorno de
la controladora de almacenamiento, asi como los
problemas relacionados con las unidades.

Métricas de Prometheus

Incluido para

Los nodos de
administrador y de puerta
de enlace, cada sitio y
todo el grid

Cada sitio

Nodos del dispositivo de
almacenamiento

Nota: la ficha
Administrador del sistema
de SANTtricity no
aparecera si el firmware
del controlador en el
dispositivo de
almacenamiento es
inferior a 8.70.

El servicio Prometheus en nodos de administracion recopila métricas de series
temporales de los servicios de todos los nodos.

La métrica recopilada por Prometheus se utiliza en varios lugares de Grid Manager:

» Pagina de nodos: Los graficos y graficos de las fichas disponibles en la pagina Nodes utilizan la
herramienta de visualizacion Grafana para mostrar las métricas de series de tiempo recogidas por
Prometheus. Grafana muestra los datos de la serie Time en formatos de graficos y graficos, mientras que
Prometheus sirve como origen de datos del back-end.
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 Alertas: Las alertas se activan en niveles de gravedad especificos cuando las condiciones de regla de
alerta que utilizan las métricas Prometheus se evaluan como verdaderas.

* API de gestion de grid: Puede utilizar métricas Prometheus en reglas de alerta personalizadas o con
herramientas de automatizacion externas para supervisar su sistema StorageGRID. La lista completa de
métricas Prometheus esta disponible en la APl de gestién de grid (Help > Documentacion de API >
Metrics). Si bien hay mas de mil métricas disponibles, solo se requiere una cantidad relativamente
pequefia para supervisar las operaciones de StorageGRID mas importantes.

@ Las métricas que incluyen private en sus nombres estan destinadas unicamente a uso
interno y estan sujetas a cambios entre versiones de StorageGRID sin previo aviso.

* La pagina Soporte > Herramientas > Diagnésticos y la pagina Soporte > Herramientas > Métricas:
Estas paginas, que estan principalmente destinadas a ser utilizadas por soporte técnico, proporcionan una
serie de herramientas y graficos que usan los valores de las métricas Prometheus.

@ Algunas funciones y elementos de menu de la pagina Métricas no son intencionalmente
funcionales y estan sujetos a cambios.

Informacion relacionada
"Supervision y gestion de alertas”
"Usar las opciones de soporte de StorageGRID"

"Solucion de problemas de monitor”

Atributos de la StorageGRID

Los atributos notifican valores y Estados para muchas de las funciones del sistema
StorageGRID. Los valores de los atributos estan disponibles para cada nodo de la
cuadricula, cada sitio y toda la cuadricula.

Los atributos StorageGRID se utilizan en varios lugares del Gestor de grid:


https://docs.netapp.com/es-es/storagegrid-115/primer/using-storagegrid-support-options.html
https://docs.netapp.com/es-es/storagegrid-115/monitor/index.html

« Pagina nodos: Muchos de los valores mostrados en la pagina nodos son atributos StorageGRID. (Las
métricas de Prometheus también se muestran en las paginas de nodos.)

» Alarmas: Cuando los atributos alcanzan valores de umbral definidos, las alarmas StorageGRID (sistema
heredado) se activan a niveles de gravedad especificos.

« Arbol de topologia de cuadricula: Los valores de atributo se muestran en el arbol de topologia de
cuadricula (Soporte > Herramientas > Topologia de cuadricula).

« Eventos: Los eventos del sistema se producen cuando ciertos atributos registran un error o condicion de
fallo para un nodo, incluidos errores como errores de red.

Valores de atributo

Los atributos se notifican con el mejor esfuerzo y son aproximadamente correctos. Las actualizaciones de
atributos se pueden perder en determinadas circunstancias, como el bloqueo de un servicio o el fallo y la
reconstruccién de un nodo de cuadricula.

Ademas, los retrasos de propagacion pueden ralentizar la generacion de informes de atributos. Los valores
actualizados de la mayoria de los atributos se envian al sistema StorageGRID a intervalos fijos. Puede tardar
varios minutos en que una actualizacion sea visible en el sistema, y se pueden notificar dos atributos que
cambian mas o menos simultaneamente en momentos ligeramente diferentes.

Informacioén relacionada

"Solucion de problemas de monitor”

Supervisidon y gestion de alertas

El sistema de alertas proporciona una interfaz facil de usar para detectar, evaluar y
resolver los problemas que pueden ocurrir durante el funcionamiento de StorageGRID.

El sistema de alertas esta disefiado para ser su herramienta principal para supervisar cualquier problema que
pueda producirse en el sistema StorageGRID.

 El sistema de alertas se centra en los problemas que pueden llevar a la practica en el sistema. Se activan
alertas para eventos que requieren su atencion inmediata, no para eventos que se pueden ignorar de
forma segura.

 Las paginas Alertas actuales y Alertas resueltas proporcionan una interfaz facil de usar para ver los
problemas actuales e historicos. Puede ordenar el listado por alertas individuales y grupos de alertas. Por
ejemplo, podria ordenar todas las alertas por nodo/sitio para ver qué alertas afectan a un nodo concreto. O
bien, se pueden ordenar las alertas de un grupo por tiempo activadas para encontrar la instancia mas
reciente de una alerta especifica.

« Se agrupan varias alertas del mismo tipo en un correo electronico para reducir el numero de
notificaciones. Ademas, se muestran varias alertas del mismo tipo como un grupo en las paginas Alertas y
Alertas resueltas actuales. Puede expandir y contraer grupos de alertas para mostrar u ocultar las alertas
individuales. Por ejemplo, si varios nodos informan de la alerta no se puede comunicar con el nodo,
solo se envia un correo electronico y la alerta se muestra como un grupo en la pagina Alertas actuales.
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Current Alerts B Learn mare

View the current alerts affecting your StorageGRID system

\# Group alerts Active ' :
Name Il Severity LI Time triggered W Site | Node 11 Status il Currentvalues
=N . < + st
On:Zra:'::rteos::vr:.lcr::2::?::5':;:;3: or cannot be reached by the metrics collection job 0: e ?er:::fl::znﬁ(:-‘:::j 2 Active
Low root disk capacity Minor 35 miulesags Data Center 1/ DC1-51.99.51 e Disk space available: 2.00 GB

The space available on the root disk is low.

Expiration of server certificate for Storage APl Endpoints

Total disk space: 21.00 GB

F P ; O Major 31 minutes ago Data Center 1/DC1-ADM1-99-49 | Active Days remaining: 14
The server certificate used for the storage AP| endpoints is about to expire
Expiration of rtificate for M it Interf;
Sl S,EWE[ bt i anagemeln e .?ce E Minor 31 minutes ago Data Center 1/ DC1-ADM1-99-49 | Active Days remaining: 30
The server certificate used for the management interface is about to expire
¥ Low installed node memoi a day ago (newest]
. v . € 5 Critical vea . I 8 Active
The amount of installed memory on a node is low. adayage  (oldest}

« Las alertas utilizan nombres y descripciones intuitivos que le ayudan a entender mas rapidamente el
problema. Las notificaciones de alerta incluyen detalles sobre el nodo y el sitio afectado, la gravedad de
alerta, la hora en la que se activo la regla de alerta y el valor actual de las métricas relacionadas con la

alerta.

« Las notificaciones de alertas por correo electronico y los listados de alertas de las paginas actuales de
Alertas y Alertas resueltas ofrecen acciones recomendadas para resolver una alerta. Estas acciones
recomendadas suelen incluir enlaces directos a documentacion de StorageGRID para facilitar la busqueda
y el acceso a procedimientos mas detallados para la solucién de problemas.

Low installed node memory

The amount of installed memory on a node is low.

Recommended actions

Increase the amount of RAM available to the virtual machine or Linux host. Check
the threshold value for the major alert to determine the default minimum requirement
for a StorageGRID node.

See the instructions for your platform:
s YMware installation
* Red Hat Enterprise Linux or CentOS installation

« Ubuntu or Debian installation

Time triggered

2019-07-1517:07:41 MDT (2019-07-15 23:07:41 UTC)

@ Aunque el sistema de alarma heredado sigue siendo compatible,

importantes ventajas y es mas facil de usar.

Gestion de alertas

Status
Active (silence this alert & )

Site / Node
Data Center 2/ DC2-51-99-56

ity
Critical

o

Total RAM size
838 GB

Condition
View conditions | Editrule §

Close

el sistema de alerta ofrece

Todos los usuarios de StorageGRID pueden ver alertas. Si tiene el permiso acceso raiz o Administrar alertas,

también puede administrar alertas, como se indica a continuacion:



« Si necesita suprimir temporalmente las notificaciones de una alerta en uno o mas niveles de gravedad,
puede silenciar facilmente una regla de alerta especifica durante una duraciéon determinada. Puede
silenciar una regla de alerta de toda la cuadricula, un solo sitio o un unico nodo.

* Puede editar las reglas de alerta predeterminadas si es necesario. Puede deshabilitar una regla de alerta
por completo o cambiar sus condiciones de activacion y duracion.

* Puede crear reglas de alerta personalizadas para tener en cuenta las condiciones especificas que son
relevantes para su situacion y para proporcionar sus propias acciones recomendadas. Para definir las
condiciones de una alerta personalizada, debe crear expresiones mediante las métricas Prometheus
disponibles en la seccién Metrics de la API de gestion de grid.

Por ejemplo, esta expresion provoca que se active una alerta si la cantidad de RAM instalada para un
nodo es inferior a 24,000,000,000 bytes (24 GB).

node memory MemTotal < 24000000000

Informacion relacionada

"Solucion de problemas de monitor”

Uso de la supervisiéon de SNMP

Si desea supervisar StorageGRID mediante el Protocolo simple de administracién de red
(SNMP), puede utilizar el Administrador de grid para configurar el agente SNMP.

Cada nodo StorageGRID ejecuta un agente SNMP, o un daemon, que proporciona una base de datos de
informacion de gestion (MIB). EI MIB de StorageGRID contiene definiciones de tablas y notificaciones para
alertas y alarmas. Cada nodo StorageGRID también admite un subconjunto de objetos MIB-II.

Inicialmente, SNMP esta deshabilitado en todos los nodos. Al configurar el agente SNMP, todos los nodos
StorageGRID reciben la misma configuracion.

El agente SNMP de StorageGRID admite las tres versiones del protocolo SNMP. El agente proporciona
acceso MIB de solo lectura para consultas, y puede enviar dos tipos de notificaciones condicionadas por
eventos a un sistema de gestion:

* Trampas son notificaciones enviadas por el agente SNMP que no requieren el reconocimiento del sistema
de administracion. Los traps sirven para notificar al sistema de gestion que algo ha sucedido dentro de
StorageGRID, por ejemplo, que se activa una alerta. Las tres versiones de SNMP admiten capturas.

* Informa es similar a las trampas, pero requieren el reconocimiento del sistema de administracion. Si el
agente SNMP no recibe un acuse de recibo en un periodo de tiempo determinado, vuelve a enviar el
informe hasta que se reciba un acuse de recibo o se haya alcanzado el valor de reintento maximo. Las
informa son compatibles con SNMPv2c y SNMPV3.

Las notificaciones Trap e INFORM se envian en los siguientes casos:

* Una alerta predeterminada o personalizada se activa en cualquier nivel de gravedad. Para suprimir las
notificaciones SNMP de una alerta, debe configurar un silencio para la alerta. Las notificaciones de alerta
se envian mediante el nodo de administrador que esté configurado para que sea el remitente preferido.

« Ciertas alarmas (sistema heredado) se activan a niveles de gravedad especificados o superiores.
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@ Las notificaciones SNMP no se envian para cada alarma ni para cada gravedad de alarma.

Informacion relacionada

"Solucion de problemas de monitor"

Revision de mensajes de auditoria

Los mensajes de auditoria pueden ayudarle a comprender mejor las operaciones
detalladas del sistema StorageGRID. Es posible usar registros de auditoria para
solucionar problemas y evaluar el rendimiento.

Durante el funcionamiento normal del sistema, todos los servicios de StorageGRID generan mensajes de
auditoria de la siguiente manera:

* Los mensajes de auditoria del sistema estan relacionados con el mismo sistema de auditoria, los estados
del nodo de grid, la actividad de tareas en todo el sistema y las operaciones de backup de servicio.

» Los mensajes de auditoria del almacenamiento de objetos estan relacionados con el almacenamiento y la
gestion de objetos dentro de StorageGRID, incluidos el almacenamiento y la recuperacion de objetos, el
nodo de grid a nodos de grid y las verificaciones.

» Los mensajes de auditoria de lectura y escritura del cliente se registran cuando una aplicacion cliente S3 o
Swift hace una solicitud para crear, modificar o recuperar un objeto.

* Los mensajes de auditoria de gestion registran las solicitudes de los usuarios a la API de gestion.

Cada nodo de administracion almacena los mensajes de auditoria en archivos de texto. El recurso compartido
de auditoria contiene el archivo activo (audit.log) y registros de auditoria comprimidos de los dias anteriores.

Para facilitar el acceso a los registros de auditoria, es posible configurar el acceso de clientes al recurso
compartido de auditoria para NFS y CIFS (obsoleto). También es posible acceder a los archivos del registro de
auditoria directamente desde la linea de comandos del nodo de administracion.

Para obtener detalles sobre el archivo de registro de auditoria, el formato de los mensajes de auditoria, los

tipos de mensajes de auditoria y las herramientas que se encuentran disponibles para analizar los mensajes
de auditoria, consulte las instrucciones para los mensajes de auditoria. Para obtener mas informacién sobre
cémo configurar el acceso de cliente de auditoria, consulte las instrucciones para administrar StorageGRID.

Informacion relacionada

"Revisar los registros de auditoria"

"Administre StorageGRID"
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de NetApp, Inc. Los derechos de licencia del Gobierno de los Estados Unidos de América y su Departamento
de Defensa se limitan a los derechos identificados en la clausula 252.227-7015(b) de la seccién DFARS (FEB
de 2014).

Informacién de la marca comercial
NETAPP, el logotipo de NETAPP y las marcas que constan en http://www.netapp.com/TM son marcas

comerciales de NetApp, Inc. El resto de nombres de empresa y de producto pueden ser marcas comerciales
de sus respectivos propietarios.
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