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Uso de Grid Manager para la supervision

Grid Manager es la herramienta mas importante para supervisar el sistema
StorageGRID. Esta seccion presenta el Panel de Grid Manager y proporciona
informacion detallada sobre las paginas Nodes.

* "Requisitos del navegador web"
* "Ver la consola"

» "Ver la pagina Nodes"

Requisitos del navegador web

Debe utilizar un navegador web compatible.

Navegador Web Version minima admitida
Google Chrome 87
Microsoft Edge 87
Mozilla Firefox 84

Debe establecer la ventana del navegador en un ancho recomendado.

Ancho del navegador Pixeles
Minimo 1024
Optimo 1280

Ver la consola

Cuando inicie sesion por primera vez en Grid Manager, puede utilizar el panel para
supervisar las actividades del sistema de un vistazo. La consola incluye informacion
sobre el estado del sistema, las métricas de uso y los graficos y tendencias operativas.
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Dashboard
Health @ Available Storage @
v Data Center 1 5
No current alerts. All grid nodes are connected. Overall =5 e
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Protocol Operations @ Data Center 3 5
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Free
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Panel de estado



Descripcion Ver detalles adicionales Leer mas

Resume el estado del sistema. Una Puede que vea uno o varios de los » "Supervisar los estados de

Marca de verificacion verde siguientes enlaces: conexion de los nodos"
significa que no hay alertas " "

g 9 y . ) * "Ver las alertas actuales
actuales y que todos los nodos de * Detalles de la cuadricula:
grid estan conectados. Cualquier Aparece si alguno de los nodos  + "Ver alertas resueltas”

i ignifi esta desconectado (estado de " L
otro icono significa que hay al e '( « "Visualizacidn de alarmas
menos un nodo de alerta actual o conexion desconocido o heredadas”
desconectado. administrativamente abajo).
Haga clic en el enlace o haga * "Administre StorageGRID"

clic en el icono azul o gris para
determinar qué nodo o nodos
estan afectados.

» Alertas actuales: Aparece si
hay alguna alerta activa. Haga
clic en el enlace o haga clic en
critico, mayor o menor para
ver los detalles en la pagina
Alertas > actual.

» Alertas resueltas
recientemente: Aparece si se
han resuelto las alertas
activadas en la ultima semana.
Haga clic en el enlace para ver
los detalles en la pagina
Alertas > solucionado.

* Alarmas heredadas: Aparece
si alguna alarma (sistema
heredado) esta activa
actualmente. Haga clic en el
enlace para ver los detalles en
la pagina Soporte > Alarmas
(heredadas) > Alarmas
actuales.

* Licencia: Aparece si hay un
problema con la licencia de
software para este sistema
StorageGRID. Haga clic en el
enlace para ver los detalles en
la pagina Mantenimiento >
sistema > Licencia.

Panel almacenamiento disponible
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Descripcion

Muestra la capacidad de
almacenamiento disponible y
utilizada en toda la cuadricula, sin
incluir los medios de archivado.

El grafico general presenta los
totales de toda la cuadricula. Si se
trata de una cuadricula de varios
sitios, apareceran graficos
adicionales para cada sitio del
centro de datos.

Esta informacion se puede usar
para comparar el almacenamiento
usado con el almacenamiento
disponible. Si tiene una cuadricula
de varios sitios, puede determinar
qué sitio consume mas
almacenamiento.

Ver detalles adicionales

» Para ver la capacidad, coloque
el cursor sobre las secciones
de capacidad disponible y
utilizada del grafico.

Para ver las tendencias de
capacidad sobre un rango de
fechas, haga clic en el icono
del grafico [ para la grid
general o para el sitio de un
centro de datos.

» Para ver los detalles,
seleccione Nodes. A
continuacion, vea la pestafia
almacenamiento de toda la
cuadricula, un sitio entero o un
Unico nodo de
almacenamiento.

Panel Information Lifecycle Management (ILM)

Descripcion

Muestra las operaciones de ILM y
las colas de ILM actuales del
sistema. Puede utilizar esta
informacién para supervisar la
carga de trabajo del sistema.

» Esperando - Cliente: El
numero total de objetos que
esperan la evaluacion de ILM
de las operaciones cliente (por
ejemplo, ingesta).

* Esperando - tasa de
evaluacion: La velocidad
actual a la que se evaluan los
objetos en comparacion con la
politica de ILM de la red.

* Periodo de exploracion -
estimado: El tiempo estimado

para completar una exploracion

completa de ILM de todos los
objetos. Nota: una exploracion

completa no garantiza que ILM

se haya aplicado a todos los
objetos.

Ver detalles adicionales

» Para ver los detalles,
seleccione Nodes. A
continuacion, vea la pestafia
ILM de toda la cuadricula, un
sitio entero o un nodo de
almacenamiento Unico.

» Para ver las reglas de ILM
existentes, seleccione ILM >
Reglas.

» Para ver las directivas de I[LM
existentes, seleccione ILM >
Directivas.

Leer mas

* "Visualizacion de la pestana
almacenamiento”

 "Supervisar la capacidad de
almacenamiento”

Leer mas

» "Visualizacion de la pestana
ILM"

* "Administre StorageGRID".
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Panel de operaciones de protocolo

Descripcion Ver detalles adicionales Leer mas
Muestra la cantidad de » Para ver los detalles, » "Visualizacién de la ficha
operaciones especificas de seleccione Nodes. A objetos"
protocolos (S3 y Swift) que realiza continuacion, visualice la ficha " N

) . ) » "Use S3
el sistema. objetos de toda la cuadricula,

de todo un sitio o de un Unico * "Use Swift"

Puede utilizar esta informacion nodo de almacenamiento.

para supervisar las cargas de
trabajo y las eficiencias del
sistema. La media de las tasas de
protocolo se hace durante los
ultimos dos minutos.

» Para ver las tendencias en un
intervalo de fechas, haga clic
en el icono del grafico F A la
derecha de la tasa del
protocolo S3 o Swift.

Ver la pagina Nodes

Si necesita informacion mas detallada sobre el sistema StorageGRID de la que
proporciona la consola, puede usar la pagina nodos para ver métricas de toda la
cuadricula, cada sitio de la cuadricula y cada nodo de un sitio.

NetApp® StorageGRID® Help ~ | Root - | Sign Out

Dashboard o Alerts Nodes Tenants ILM - Caonfiguration ~ Maintenance ~ Support ~

# StorageGRID Deployment StorageGRID Deployment

A Data Center 1
« DC1-ADM1

DC1-ARC1

DC1-G1

Network Storage Objects ILM Load Balancer

1 hour 1 day 1 week 1 menth Custom

DC1-51 Network Traffic @
DC1-52

DC1-53

6.0 Mbps
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5.0 Mops _ — /\
A Data Center 2 Aok oy AR TAUA A

o GEEAGM 40 Mg .', , \ II.'. v/ \ .'I b, "-,_ -'“".II :I. WA . I :-'. ) |/ - I '.I. .I: \ = ’
» DC2.51 i v, ISV
v DC2-52
o DC2-53 2.0 Mbps

3.0 Mbps L

16:20 16:30 16:40 16:50 17:00 1710
# Data Center 3 == Received == Sent
v DC3-51
v DC3-52
+ DC3-83

Desde la vista de arbol de la izquierda, puede ver todos los sitios y todos los nodos del sistema StorageGRID.
El icono de cada nodo indica si el nodo esta conectado o si hay alguna alerta activa.

Iconos de estado de conexion

Si un nodo esta desconectado de la cuadricula, la vista de arbol muestra un icono de estado de conexién azul
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0 gris, no el icono de ninguna alerta subyacente.

* No conectado - Desconocido @: El nodo no esta conectado a la cuadricula por una razén desconocida.
Por ejemplo, se ha perdido la conexion de red entre los nodos o se ha apagado el suministro eléctrico. La
alerta no se puede comunicar con el nodo también puede activarse. Es posible que otras alertas estén
activas también. Esta situacion requiere atencion inmediata.

@ Es posible que un nodo aparezca como desconocido durante las operaciones de apagado
gestionadas. Puede ignorar el estado Desconocido en estos casos.

* No conectado - administrativamente abajo  : El nodo no esta conectado a la cuadricula por un motivo
esperado. Por ejemplo, el nodo o los servicios del nodo se han apagado correctamente, el nodo se esta
reiniciando o se esta actualizando el software. Una o mas alertas también pueden estar activas.

Iconos de alerta

Si un nodo esta conectado a la cuadricula, la vista de arbol muestra uno de los siguientes iconos,
dependiendo de si hay alertas actuales para el nodo.

« Critico €3: Existe una condicién anormal que ha detenido las operaciones normales de un nodo
StorageGRID o servicio. Debe abordar el problema subyacente de inmediato. Se pueden producir
interrupciones del servicio y pérdida de datos si no se resuelve el problema.

+ Mayor {): Existe una condicién anormal que afecta a las operaciones actuales o se acerca al umbral de
una alerta critica. Debe investigar las alertas principales y solucionar cualquier problema subyacente para
garantizar que esta condicidon no detenga el funcionamiento normal de un nodo o servicio de
StorageGRID.

* Menor . : El sistema funciona normalmente, pero existe una condicién anormal que podria afectar la
capacidad de funcionamiento del sistema si continta. Debera supervisar y resolver las alertas menores
qgue no se despicen por si mismas para asegurarse de que no provoquen un problema mas grave.

* Normal +: No hay alertas activas y el nodo esta conectado a la cuadricula.

Ver detalles de un sistema, sitio o nodo

Para ver la informacion disponible, haga clic en los enlaces correspondientes de la izquierda, de la siguiente
manera:

» Seleccione el nombre de la cuadricula para ver un resumen de las estadisticas de todo el sistema
StorageGRID. (La captura de pantalla muestra un sistema denominado StorageGRID Deployment).

» Seleccione un sitio de centro de datos especifico para ver un resumen de las estadisticas de todos los
nodos de ese sitio.

+ Seleccione un nodo concreto para ver informacién detallada de ese nodo.

Ver la ficha Descripcidon general

La pestafia Overview proporciona informacién basica sobre cada nodo. También muestra
todas las alertas que actualmente afectan al nodo.

La pestafa Overview se muestra para todos los nodos.



Informacion del nodo

En la seccion Informacion del nodo de la ficha Descripcion general se muestra informacion basica sobre el
nodo de cuadricula.

DC1-51 (Storage Node)

Overview Hardware Metwork Storage Objects ILM Events Tasks

Mode Information @

Name 0C1-51

Type Storage Maode

1D HbfeThd4-abdd-467e-b856-bfelYabchbak
Connection State " Connected

Software Version 11.4.0 (build 20200328.0051.26%9ac93)
IP Addresses 10.96.101.111  Show maore w

Alerts &

Mo active alerts

La informacioén general de un nodo incluye lo siguiente:

* Nombre: Nombre de host asignado al nodo y mostrado en el Administrador de cuadricula.

* Tipo: Tipo de nodo — nodo de administracion, nodo de almacenamiento, nodo de puerta de enlace o nodo
de archivado.

* ID: Identificador unico del nodo, que también se conoce como UUID.
» Estado de conexién: Uno de los tres estados. Se muestra el icono del estado mas grave.

> No conectado - Desconocido @: El nodo no esta conectado a la cuadricula por una razoén
desconocida. Por ejemplo, se ha perdido la conexion de red entre los nodos o se ha apagado el
suministro eléctrico. La alerta no se puede comunicar con el nodo también puede activarse. Es
posible que otras alertas estén activas también. Esta situacion requiere atencién inmediata.

@ Es posible que un nodo aparezca como desconocido durante las operaciones de
apagado gestionadas. Puede ignorar el estado Desconocido en estos casos.

> No conectado - administrativamente abajo =~ : El nodo no esta conectado a la cuadricula por un
motivo esperado. Por ejemplo, el nodo o los servicios del nodo se han apagado correctamente, el
nodo se esta reiniciando o se esta actualizando el software. Una o mas alertas también pueden estar
activas.



o Conectado +: El nodo esta conectado a la cuadricula.
* Version de software: La version de StorageGRID instalada en el nodo.

* Grupos de alta disponibilidad: Sélo para nodos de nodo de administracion y de puerta de enlace. Se
muestra si se incluye una interfaz de red en el nodo en un grupo de alta disponibilidad y si dicha interfaz
es el Master o el Backup.

DC1-ADM1 (Admin Node)

Cverview Hardware Metwork Storage Load Balancer Events Tasks

Node Information @

Name DC1-ADMA
Type Admin Node
1D T11bTh9b-8d24-4d9f-877a-be3fadac2Ted

Connection State «+ Connectad
Software Version 11.4.0 (build 20200515 2346 _8edchbf)
. HA Groups Fabric Pools, Master -
: IP Addresses 192.1685.2.208, 1D.22¢I2.2i}8. A7 472208, 47474219 Show more +

 Direcciones IP: Las direcciones IP del nodo. Haga clic en Mostrar mas para ver las direcciones IPv4 e
IPv6 del nodo y las asignaciones de interfaz:

o EthO: Red de cuadricula
o Eth1: Red de administracion
o Eth2: Red de cliente

Alertas
La seccion Alertas de la ficha Descripcion general enumera todas las alertas que afectan actualmente a este

nodo que no se han silenciado. Haga clic en el nombre de la alerta para ver mas detalles y las acciones
recomendadas.

Alerts @

Name Severity & Time triggered  Current values

Low installed node memory

Critical 18 hours ago Total RAM size: 8.37 GB
The amount of installed memary on a node is low e T g !

Informacion relacionada

"Supervisar los estados de conexién de los nodos"
"Ver las alertas actuales"

"Ver una alerta especifica"
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Visualizacion de la pestaia hardware

En la pestana hardware, se muestra la utilizacion de CPU y la memoria de cada nodo,
asi como informacion de hardware adicional sobre los dispositivos.

La pestana hardware se muestra para todos los nodos.

DC1-51 (Storage Node)

Overview Hardware

CPU Utilization @

15%

13:50 14:00

== |Itilization (%)

1470

Network

1 hour

Storage

Objects ILM

1 day 1 week

1420

100.00%

75.00%

50.00%

Events

1 mionth

Custom

Memary Usage @

25.00%

5%
14:30 14:40

== Used (%)

14:00 1410 14:20 14:30 14:40

Para mostrar un intervalo de tiempo diferente, seleccione uno de los controles situados encima del grafico o
grafico. Puede visualizar la informacion disponible para intervalos de 1 hora, 1 dia, 1 semana o 1 mes.
También puede establecer un intervalo personalizado, que le permite especificar intervalos de fecha y hora.

Para ver detalles sobre el uso de la CPU y la memoria, pase el cursor sobre cada grafico.

100.00%

75.00%

20.00%

Memory Usage ©

c

25.00%

0%

13:50 1404

== {Iged (%)

1410

2020-05-20 14:08:00

= lsed {%): 44 70%
Used: 11.30 GB

= Cached: 6.55GB
= Buffers: 142.56 MB
= Frag: 7.28 GB
== Total Memory: 2528 GB
14:20 14:30 14:43

Si el nodo es un nodo de dispositivo, en esta pestana también se incluye una seccién con mas informacién
sobre el hardware del dispositivo.

Informacion relacionada

"Ver informacién sobre los nodos de almacenamiento de dispositivos"

"Ver informacién sobre los nodos de administracion de dispositivos y los nodos de puerta de enlace"



Visualizacion de la ficha Red

La pestafia Red muestra un grafico que muestra el trafico de red recibido y enviado a
través de todas las interfaces de red del nodo, sitio o cuadricula.

La pestafa Red se muestra para todos los nodos, sitios y toda la cuadricula.

Para mostrar un intervalo de tiempo diferente, seleccione uno de los controles situados encima del grafico o
grafico. Puede visualizar la informacion disponible para intervalos de 1 hora, 1 dia, 1 semana o 1 mes.
También puede establecer un intervalo personalizado, que le permite especificar intervalos de fecha y hora.
Para los nodos, la tabla Network interfaces proporciona informacién acerca de los puertos de red fisica de

cada nodo. La tabla de comunicaciones de red proporciona detalles acerca de las operaciones de recepcion y
transmision de cada nodo y de cualquier contador de fallos informado por el controlador.

10



DC1-51-226 (Storage Node)

Cverview Hardware Metwark Storage Cbjects (LM Events
1 hour 1 day 1 week 1 month 1 year Custom
Network Traffic
100 Mbps
20 Mbps = !
VIO |'| | : || ||
&0 Mbps Ve | | .'| M | b — | i [| |
O O e R e T . /A
40 Mbps '| I'—-- | I | e —| ! I] [ 1 |___! = |
J N 1l | = | | .
20 Mbps | | ] L | r
0 bp=
13:30 13:40 13:50 14:00 1410 14:20
== Received Sent

Metwork Interfaces

Name Hardware Address Speed Duplex Auto Negotiate Link Status
ethl 00:50:56:A8.2A.75 10 Gigabit Full Off Up

Network Communication

Receive
Interface  Data Packets Errors Dropped Frame Overruns  Frames
ethl 738858 GB HY 904587345 FJ 0 E§ 14340 0 o T
Transmit
Interface  Data Packets Errors Dropped  Collisions  Carrier
eth0 677555 GB [ 465715998 H 0 5 0 Mo 0 5 |

11



Informacion relacionada

"Supervisar las conexiones de red y el rendimiento"

Visualizacion de la pestaina almacenamiento

La pestaina almacenamiento resume la disponibilidad del almacenamiento y otras
medidas relacionadas con él.

La pestana almacenamiento se muestra para todos los nodos, cada sitio y toda la cuadricula.

Graficos de uso del almacenamiento

En los nodos de almacenamiento, cada sitio y toda la cuadricula, la pestafia almacenamiento incluye graficos

que muestran cuanto almacenamiento han utilizado los datos de objetos y los metadatos de objetos a lo largo
del tiempo.

@ Los valores totales de un sitio o de la cuadricula no incluyen los nodos sin especificar métricas
durante al menos cinco minutos, como los nodos sin conexion.

DC1-5N1-99-88 (Storage Node)

Overview Hardware Network Storage Objects ILM Events Tasks

1 hour 1 day 1 week 1 month Custom

Storage Used - Object Data Storage Used - Object Metadata

100.00% 100.00%

75.00%

50.00% 50.00%

2500% 25.00%

0% 0%
160 16:20 16:30 16:40 16:50 17:00 16:10 16:20 16:30 16:40 16:50 17:00

== Used (%) = Used (%)

Dispositivos de disco, volimenes y tablas del almacén de objetos

Para todos los nodos, la ficha almacenamiento contiene detalles de los dispositivos de disco y volumenes del

nodo. Para los nodos de almacenamiento, la tabla Object Stores proporciona informacién sobre cada volumen
de almacenamiento.

12
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Disk Devices

Mame World Wide Name /O Load Read Rate Write Rate
croot{8:1,sdal) NIA 0.03% 0 bytes/s 3 KB/s
cvloc(8:2 sda2) NIA 0.85% 0 bytes/s 58 KBls
5dc(8:16,sdb) N/A 0.00% 0 bytes/s 81 bytes/s
5dd(8:32,sdc) MNIA 0.00% 0 bytesis 82 bytes/s
sde(8:48,5dd) NIA 0.00% 0 bytes/s 82 bytesls
Volumes

Mount Point Device Status Size Available Write Cache Status

/ croot COnline 21.00 GB 14.90 GB g | Unknown

Marflocal cvloc Online 85.86 GB 8410 GB 3 | Unknown
ivarflocallrangedb/ sdc Online 107.32 GB 107.18 GB 9  Enabled
ivarllocalirangedb/1 sdd Online 107.32 GB 107.18 GB H5 Enabled
ivarflocalirangedb/2 sde Online 107.32 GB 107.15 GB T  Enabled

Object Stores

1D Size Available Replicated Data EC Data Object Data (%) Health

i1} 10732 GB 96.45 GB B 250.90 KB T8 | 0 bytes B 0.00% Mo Emrors
0001 107.32 GB 107.18 GB B 0bytes o9 | 0 bytes £ 0.00% No Ermors
0002 10732 GB 107.18 GB B 0 bytes 9 | 0 bytes ] 0.00% No Errors

Informacion relacionada

"Supervisar la capacidad de almacenamiento de todo el grid"
"Supervisar la capacidad de almacenamiento de cada nodo de almacenamiento”

"Supervisar la capacidad de metadatos de los objetos para cada nodo de almacenamiento”

Ver la pestaina Eventos

La pestafia Events muestra un numero de errores de sistema o eventos de fallo de un
nodo, incluidos errores, como errores de red.

La pestana Eventos se muestra para todos los nodos.
Si tiene problemas con un nodo en particular, puede usar la pestafia Events para obtener mas informacion

sobre el problema. El soporte técnico también puede usar la informacién contenida en la pestafia Eventos
como ayuda para la solucién de problemas.

13
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Events ©

Last Event Mo Events

Description Count
Abnormal Software Events

Account Service Events

Cassandra Heap Out Of Memory Errors
Cassandra unhandled exceptions
Chunk Service Events

Custom Events

Data-Mover Service Events

File System Errors

Forced Termination Events

Hotfix Installation Failure Events

I/O Errors

|IDE Errors

|dentity Service Events

Kernel Errors

Kernel Memory Allocation Failure
Keystone Service Events

Metwark Receive Errors

Metwork Transmit Errors

Mode Errors

Qut Of Memaory Errars

Replicated State Machine Service Events
SCSI Errors

Stat Service Events

Storage Hardware Events

B EEEEEEEEEEEEEEGEEEEERE

System Time Events

Reset svent counts (9

Es posible realizar estas tareas en la pestafia Events:

Utilice la informacion que se muestra en el campo ultimo evento de la parte superior de la tabla para
determinar qué evento ocurrié mas recientemente.

Haga clic en el icono del grafico FH para ver un evento especifico, que permite ver cuando ocurrio ese
evento a lo largo del tiempo.

14



* El numero de eventos de restablecimiento es cero después de resolver cualquier problema.

Informacion relacionada

"Supervisar eventos"
"Mostrar graficos y graficos"

"Restableciendo el nimero de eventos"

Uso de la ficha tarea para reiniciar un nodo de cuadricula

La ficha tarea le permite reiniciar el nodo seleccionado. La ficha tarea se muestra para
todos los nodos.

Lo que necesitara
 Debe iniciar sesidon en Grid Manager mediante un explorador compatible.

* Debe tener los permisos de mantenimiento o acceso raiz.

* Debe tener la clave de acceso de aprovisionamiento.

Acerca de esta tarea

Puede utilizar la ficha tarea para reiniciar un nodo. En el caso de los nodos del dispositivo, también puede
utilizar la ficha tarea para colocar el dispositivo en modo de mantenimiento.

Cwerview Hardware Metwork: Storage Objects ILIM Events Tasks
Reboot
Shuts down and restarts the node. Reboot

Maintenance Mode

Places the appliance’s compute controller Maintenance Mode
into maintenance mode.

Al reiniciar un nodo de cuadricula desde la pestafia tarea se emite el comando de reinicio en el nodo de
destino. Cuando reinicia un nodo, el nodo se apaga y se reinicia. Todos los servicios se reinician
automaticamente.

Si planea reiniciar un nodo de almacenamiento, tenga en cuenta lo siguiente:

> Si una regla de ILM especifica un comportamiento de procesamiento del COMMIT doble o la regla
especifica un equilibrio y no es posible crear de inmediato todas las copias necesarias, StorageGRID
confirma de inmediato cualquier objeto recién ingerido en dos nodos de almacenamiento en el mismo
sitio y evalua ILM mas adelante. Si desea reiniciar dos 0 mas nodos de almacenamiento en un sitio
determinado, es posible que no pueda acceder a estos objetos durante el reinicio.

o Para garantizar que puede acceder a todos los objetos mientras se reinicia un nodo de
almacenamiento, deje de procesar objetos en un sitio durante aproximadamente una hora antes de
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reiniciar el nodo.

* Es posible que deba colocar un dispositivo StorageGRID en modo de mantenimiento para realizar
determinados procedimientos, como cambiar la configuracion del enlace o sustituir una controladora de
almacenamiento. Para obtener instrucciones, consulte las instrucciones de instalacién y mantenimiento del

hardware del dispositivo.

@ Si un dispositivo se pone en modo de mantenimiento, puede que el dispositivo no esté

disponible para el acceso remoto.

Pasos
1. Seleccione Nodes.

2. Seleccione el nodo de cuadricula que desea reiniciar.

3. Seleccione la ficha tareas.

DC3-53 (Storage Node)

Orverview Hardware Metwork Storage

Reboot

Reboot shuts down and restarts the node.

4. Haga clic en Reiniciar.

Se muestra un cuadro de dialogo de confirmacion.

A Reboot Node DC3-53

Objects LM Events

Reboot

Reboot shuts down and restarts a node, based on where the node is installed:

* Rebooting a VMware node reboots the virtual machine.

» Rebooting a Linux node reboots the container.

» Rebooting a StorageGRID Appliance node reboots the compute controller.

If vou are ready to reboot this node, enter the provisioning passphrase and click OK.

Provisioning Passphrase

Tasks

Si va a reiniciar el nodo de administracién principal, el cuadro de dialogo de confirmacion le
recuerda que la conexion del explorador con el Administrador de grid se perdera
temporalmente cuando se detengan los servicios.
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5. Introduzca la contrasefa de aprovisionamiento y haga clic en Aceptar.

6. Espere a que se reinicie el nodo.
El apagado de los servicios puede llevar cierto tiempo.
Cuando se reinicia el nodo, el icono gris (administrativamente abajo) aparece en el lado izquierdo de la

pagina Nodes. Cuando todos los servicios se han iniciado de nuevo, el icono vuelve a cambiar a su color
original.

Informacion relacionada

"Dispositivos de almacenamiento SG6000"
"Dispositivos de almacenamiento SG5700"
"Dispositivos de almacenamiento SG5600"

"SG100 servicios de aplicaciones SG1000"

Visualizacion de la ficha objetos

La pestafa Objects proporciona informacidn sobre las tasas de procesamiento y
recuperacion de S3 y Swift.

La pestana Objects se muestra para cada nodo de almacenamiento, cada sitio y toda la cuadricula. Para los

nodos de almacenamiento, la pestafia Objects también proporciona informacion y recuentos de objetos acerca
de consultas de metadatos y verificacion en segundo plano.

Informacion relacionada
"Use S3"

"Use Swift"

Visualizacion de la pestaina ILM

La pestaina ILM proporciona informacidn acerca de las operaciones de gestion del ciclo
de vida de la informacion (ILM).

La pestana ILM se muestra para cada nodo de almacenamiento, cada sitio y toda la cuadricula. Para cada
sitio y la cuadricula, la pestafia ILM muestra un grafico de la cola de ILM a lo largo del tiempo. Para el grid,
esta pestafia también proporciona el tiempo estimado para completar un analisis de ILM completo de todos los
objetos.

En el caso de los nodos de almacenamiento, la pestafia ILM proporciona detalles sobre la evaluacion de ILM y
la verificacion en segundo plano para los objetos codificados de borrado.
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DC1-51 (Storage Node)

Overview Hardware Metwark Storage Objects 1L Events
Evaluation

Awaiting - All 0 objects x|

Awaiting - Client 0 objects x|

Evaluation Rate 0.00 objects / second T

Scan Rate 0.00 objects / second T

Erasure Coding Verification

Status Idle

Next Scheduled  2018-05-23 10:44:47 MDT
Fragments Verified 0

Data Verified 0 bytes

Corrupt Copies 0

Corrupt Fragments 0

EEEEE @

Missing Fragments 0

Informacioén relacionada
"Supervision de la gestion de la vida util de la informacion”

"Administre StorageGRID"

Visualizacion de la pestaina Load Balancer

La pestana Load Balancer incluye graficos de rendimiento y diagndéstico relacionados
con la operacion del servicio Load Balancer.

La pestana Load Balancer se muestra para los nodos de administrador y de puerta de enlace, cada sitio y
todo el grid. Para cada sitio, la pestafia Load Balancer proporciona un resumen de las estadisticas de todos
los nodos de ese sitio. Para toda la cuadricula, la pestana Load Balancer proporciona un resumen de las
estadisticas de todos los sitios.

Si no se ejecuta ninguna E/S a través del servicio Load Balancer o no hay ningun equilibrio de carga
configurado, los graficos muestran ™

sin datos™.
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DC1-5G1000-ADM (Admin Node)

Owerview
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== Status 408

extremos del equilibrador de carga y los clientes que realizan las solicitudes, en bits por segundo.

Este valor se actualiza al finalizar cada solicitud. Como resultado, este valor puede diferir del
rendimiento en tiempo real a tasas de solicitud bajas o a solicitudes de larga duracion. Puede
consultar la ficha Red para obtener una vista mas realista del comportamiento actual de la red.

Velocidad de solicitud entrante de equilibrador de carga

15:30

Este grafico proporciona una media movil de 3 minutos del nimero de nuevas solicitudes por segundo,
desglosadas por tipo de solicitud (GET, PUT, HEAD y DELETE). Este valor se actualiza cuando se han

validado los encabezados de una nueva solicitud.

Duracién media de la solicitud (no error)

Este grafico proporciona una media movil de 3 minutos de duracion de las solicitudes, desglosada por tipo de

solicitud (GET, PUT, HEAD y DELETE). Cada duracion de la solicitud comienza cuando el servicio Load

Balancer analiza una cabecera de solicitud y finaliza cuando se devuelve el cuerpo de respuesta completo al

cliente.
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Tasa de respuesta de error

Este grafico proporciona un promedio mévil de 3 minutos del nimero de respuestas de error devueltas a
clientes por segundo, desglosado por el codigo de respuesta de error.

Informacion relacionada
"Supervisar las operaciones de equilibrio de carga"

"Administre StorageGRID"

Visualizacion de la ficha Servicios de plataforma

La pestafia Servicios de plataforma proporciona informacién sobre cualquier operacion
de servicio de plataforma S3 en un sitio.

La ficha Servicios de plataforma se muestra para cada sitio. Esta pestafia proporciona informacién sobre
servicios de plataforma S3, como la replicacion de CloudMirror y el servicio de integracion de busqueda. Los
graficos de esta pestafia muestran métricas como el nimero de solicitudes pendientes, la tasa de finalizacion
de solicitudes y la tasa de fallos de solicitud.
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Data Center 1

MNetwork Storage Objects 1L Platform Services
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== Panding requests
Request Completion Rate
1.00 op
TEops
0.50 op
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Qops
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== Replication failures

Requests committed

Request Failure Rate

14:00 14:05 1410 1415 14:20

1 year

Cusiom

14:25

14:25

14:30

14:30

1435 14:40 1445
435 14:40 44
143 14:40 1445

Para obtener mas informacion sobre los servicios de la plataforma S3, incluidos detalles de la solucién de

problemas, consulte las instrucciones para administrar StorageGRID.

Informacion relacionada
"Administre StorageGRID"

Ver informacién sobre los nodos de almacenamiento de dispositivos

En la pagina Nodes, se incluye informacién sobre el estado del servicio y todos los
recursos computacionales, de dispositivo de disco y de red para cada nodo de
almacenamiento del dispositivo. También puede ver memoria, hardware de
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almacenamiento, version del firmware de la controladora, recursos de red, interfaces de
red, direcciones de red, y recibir y transmitir datos.

Pasos
1. En la pagina Nodes, seleccione un dispositivo Storage Node.

2. Seleccione Descripcion general.
La tabla Informacion del nodo de la pestafia Descripcion general muestra el ID y el nombre del nodo, el
tipo de nodo, la version de software instalada y las direcciones IP asociadas con el nodo. La columna
interfaz contiene el nombre de la interfaz, como se indica a continuacion:
o Eth: Red Grid, red de administracion o red de cliente.

o Clic: Uno de los puertos 10, 25 o 100 GbE fisicos del aparato. Estos puertos se pueden uniry
conectar a la red de cuadricula de StorageGRID (ethQ) y a la red de cliente (eth2).

o mtc: Uno de los puertos fisicos de 1 GbE del dispositivo, que se puede unir o aliar y conectar a la red
de administraciéon de StorageGRID
(eth1).

Node Information &

Name S5GA-lab11

Type Storage Node

D 0h583829-6658-4c60-b2d0-31461d22ba67

Connection State + Connected

Software Version 11.4.0 (build 20200527.0042.6183%a2)

IP Addresses 162.168.4.138, 10.224.4.138, 169.254.0.1 Show less a
Interface IP Address
ethd 192.168.4.138
eth0 fd20:331:331:0:2a0:08f feat:831d
ethD fe80::2a0:98ff feal:831d
eth1 10.224.4.138
ethi fd20:327:327.0:280:e5f fe43:290¢c
ethi d20:8b1e:0255 8154 280 65 fe43:a09¢
ethi feB0::280:e5 fed3:ad9c
hicz 182.168.4.138
hic4 192.168.4.138
mic? 10.224.4.138
mtc2 169.254.0.1

3. Seleccione hardware para obtener mas informacion sobre el dispositivo.

a. Consulte los graficos de utilizacion de CPU y memoria para determinar los porcentajes de uso de CPU
y memoria a lo largo del tiempo. Para mostrar un intervalo de tiempo diferente, seleccione uno de los
controles situados encima del grafico o grafico. Puede visualizar la informacion disponible para
intervalos de 1 hora, 1 dia, 1 semana o 1 mes. También puede establecer un intervalo personalizado,
que le permite especificar intervalos de fecha y hora.
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DC1-51 (Storage Node)

Owerview Hardware Metwork Storage Objects ILM Events Tasks
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b. Desplacese hacia abajo para ver la tabla de componentes del aparato. En esta tabla se incluye

informacién como el nombre de modelo del dispositivo, los nombres de las controladoras, los numeros
de serie y las direcciones IP, y el estado de cada componente.

@ Algunos campos, como BMC IP y hardware de computacion de controlador de
computacion, aparecen solo para los dispositivos con esa funcion.

Los componentes de las bandejas de almacenamiento y las bandejas de expansion si forman parte de
la instalacion se muestran en una tabla aparte debajo de la tabla del dispositivo.

23



24

StorageGRID Appliance

Appliance Model SG6080
Storage Controller Name
10.224.1.79

10.224.1.80

Storage Controller A Management IP
Storage Controller B Management IP
Storage Controller WWID

Storage Appliance Chassis Serial Number 721824500062

Storage Controller Firmware Version 08.70.00.02

Storage Hardware Needs Attention
Storage Controller Failed Drive Count 0

Storage Controller A Nomina
Storage Controller B Nomina
Storage Controller Power Supply A Nomina
Storage Controller Power Supply B Nomina
Storage Data Drive Type NL-SAS HDD
Storage Data Drive Size 40078
Storage RAID Mode DDP

Storage Connectivity Nomina
Overall Power Supply Nomina
Compute Controller BMC IP 10.224.0.13
Compute Controller Serial Number 721817500087
Compute Hardware Nomina
Compute Controller CPU Temperature Nomina
Compute Controller Chassis Temperature Nomina

Storage Shelves

Shelf Chassis Shelf Shelf oM Power Supply Drawer
Serial Number D Status  Status Status Status
721924500062 00 N°'"'"; NA  Nomina Nomina

En la tabla dispositivo

Modelo de dispositivo

Nombre de la controladora de almacenamiento

IP de gestion de la controladora de almacenamiento
a

IP de gestion del controlador de almacenamiento B.

StorageGRID-NetApp-SGA-000-012

6d030ea000016fc7000000005fac58¢4

B

B

=]

B

=

B

5

=]

B

5

.
Fan Drive  Data Data Drive Cache Cache Configuration
Status Slots  Drives Size Drives Drive Size  Status
Nominal 80 |58 400TB |2 800.17 g | Conaured (in

use)

Descripcién

El nimero de modelo de este dispositivo
StorageGRID se muestra en el software SANtricity.

El nombre del dispositivo StorageGRID que se
muestra en el software SANTtricity.

Direccion IP para el puerto de gestion 1 en la
controladora de almacenamiento A. Esta IP se
utiliza para acceder al software SANtricity a fin de
solucionar problemas de almacenamiento.

Direccion IP para el puerto de gestién 1 en la
controladora de almacenamiento B. Esta IP se
utiliza para acceder al software SAN(tricity a fin de
solucionar problemas de almacenamiento.

Algunos modelos de dispositivos no tienen una
controladora de almacenamiento B.



En la tabla dispositivo

WWID de la controladora de almacenamiento

Numero de serie del chasis del dispositivo de
almacenamiento

Version del firmware de la controladora de
almacenamiento

Hardware de almacenamiento

Numero de unidades con errores del controlador de
almacenamiento

Controladora de almacenamiento A

Controladora de almacenamiento B

Suministro de alimentacién de la controladora de
almacenamiento A

Suministro de alimentacién del controlador de
almacenamiento B

Tipo de unidad de datos de almacenamiento

Tamano de la unidad de datos de almacenamiento

Modo RAID de almacenamiento

Descripcion

El identificador mundial de la controladora de
almacenamiento que se muestra en el software
SAN:tricity.

El nimero de serie del chasis del dispositivo.

La version del firmware en el controlador de
almacenamiento para este dispositivo.

El estado general del hardware de la controladora
de almacenamiento. Si System Manager de
SANtricity informa sobre el estado de necesita
atencién para el hardware de almacenamiento, el
sistema StorageGRID también informa de este
valor.

Si el estado es "'necesita atencion™, compruebe
primero la controladora de almacenamiento con el
software SANTtricity. A continuacion, asegurese de
que no existan otras alarmas que se apliquen al
controlador de computacion.

La cantidad de unidades que no estan en estado
optimo.

El estado de la controladora de almacenamiento A.

El estado de la controladora de almacenamiento B.
Algunos modelos de dispositivos no tienen una
controladora de almacenamiento B.

El estado de suministro de alimentacion A para la
controladora de almacenamiento.

El estado del suministro de alimentacién B para la
controladora de almacenamiento.

El tipo de unidades del dispositivo, como HDD
(unidad de disco duro) o SSD (unidad de estado
solido).

La capacidad total incluidas todas las unidades de
datos del dispositivo.

El modo RAID configurado para el dispositivo.
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En la tabla dispositivo

Conectividad de almacenamiento

Fuente de alimentacion general

BMC IP del controlador de computacion

Numero de serie del controlador de computacion

Hardware de computacion

Temperatura de CPU de la controladora de
computacion

Temperatura del chasis de la controladora de
computacion

En la tabla bandejas de almacenamiento

Numero de serie del chasis de la bandeja

ID de bandeja

Descripcion

Estado de la conectividad del almacenamiento.

El estado de todas las fuentes de alimentacién del
dispositivo.

La direccion IP del puerto del controlador de
administracion de la placa base (BMC) en el
controlador de computacion. Utilice esta IP para
conectarse a la interfaz del BMC para supervisar y
diagnosticar el hardware del dispositivo.

Este campo no se muestra para modelos de
dispositivos que no contienen un BMC.

El nimero de serie de la controladora de
computacion.

El estado del hardware de la controladora de
computacion. Este campo no se muestra en
modelos de dispositivos que no tienen hardware de
computacion y almacenamiento separados.

El estado de temperatura de la CPU de la
controladora de computacion.

El estado de temperatura de la controladora de
computacion.

Descripcién

El numero de serie del chasis de la bandeja de
almacenamiento.

El identificador numérico de la bandeja de
almacenamiento.

* 99: Bandeja de controladoras de
almacenamiento

* 0: Primer estante de expansion

* 1: Segunda bandeja de expansién

Nota: las estanterias de expansion se aplican solo
al SG6060.



En la tabla bandejas de almacenamiento

Estado de la bandeja

Estado de IOM

Estado de suministro de alimentacion

Estado de cajon

Estado de ventiladores

Ranuras de unidad

Unidades de datos

Tamano de la unidad de datos

Unidades de caché

Tamano de unidad de caché

Estado de la configuracion

4. Confirmar que todos los Estados son «'nominales'».

Si un estado no es "nomina

Descripcion

El estado general de la bandeja de
almacenamiento.

El estado de los modulos de entrada/salida (IOM)
en cualquier bandeja de expansién. N/A si no se
trata de una bandeja de ampliacion.

El estado general de los suministros de
alimentacioén para la bandeja de almacenamiento.

El estado de los cajones en la bandeja de
almacenamiento. N/A si la bandeja no contiene
cajones.

El estado general de los ventiladores de
refrigeracion de la bandeja de almacenamiento.

El nimero total de ranuras de unidades de la
bandeja de almacenamiento.

La cantidad de unidades de la bandeja de
almacenamiento que se usan para el
almacenamiento de datos.

El tamaio efectivo de una unidad de datos en la
bandeja de almacenamiento.

La cantidad de unidades de la bandeja de
almacenamiento que se usan como caché.

El tamano de la unidad de caché mas pequefia de
la bandeja de almacenamiento. Normalmente, las
unidades de caché tienen el mismo tamano.

El estado de configuracion de la bandeja de
almacenamiento.

, revise cualquier alerta actual. También puede usar System Manager de

SANTtricity para obtener mas informacion acerca de estos valores de hardware. Consulte las instrucciones

de instalacion y mantenimiento del aparato.

5. Seleccione Red para ver la informacion de cada red.

El grafico trafico de red proporciona un resumen del trafico de red general.
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0 bps=

== Hecejived -

Sent

Metwork Traffic

a. Revise la seccion Network interfaces.

Network Interfaces

Name
ethl
eth
eth2
hic1
hic2
hic3
hic4
mtc

mtc2

Hardware Address
50:6B:4B:42:07-11
D8:C4-97-2AE4:9E
50:6B:4B:42:07:-11
50:6B:48:42:07-11
b0:6B:4B:42:07:11
50:6B:4B:42:07:11
50:6B:4B:42:07-11
D8:C4-97-2AE4:9E
D8:C4-97-2AE4:9F

Speed
100 Gigabit Full
Gigabit Full

100 Gigabit Full
25 Gigabit Full
25 Gigabit Full
25 Gigabit Full
25 Gigabit Full
Gigabit Full
Gigabit Full

Duplex

Auto Negotiate Link Status
Off Up
Off Up
Off Up
Off Up
Off Up
Off Up
Off Up
On Up
On Up

Utilice la siguiente tabla con los valores de la columna velocidad de la tabla interfaces de red para
determinar si los puertos de red 10/25-GbE del dispositivo se han configurado para utilizar el modo
activo/backup o el modo LACP.

®

Modo de enlace

Agregado

Fija

LACP

LACP

Modo de agregacion

Los valores mostrados en la tabla asumen que se utilizan los cuatro enlaces.

Velocidad de enlace de Velocidad esperada de
HIC individual (hipo 1,

la red Grid/cliente

hipo 2, hipo 4) (eth0,eth2)
25 100
25 50



Modo de enlace

Fija

Agregado

Fija

Fija

Modo de agregacion

Activa/Backup

LACP

LACP

Activa/Backup

Velocidad de enlace de Velocidad esperada de

HIC individual (hipo 1,
hipo 2, hipo 4)

25

10

10

10

la red Grid/cliente
(eth0,eth2)

25

40

20

10

Consulte las instrucciones de instalacion y mantenimiento del dispositivo para obtener mas
informacion acerca de la configuracién de los puertos 10/25-GbE.

b. Revise la seccion Comunicacion de red.

Las tablas de recepcion y transmisidon muestran cuantos bytes y paquetes se han recibido y enviado a
través de cada red, asi como otras métricas de recepcion y transmision.
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Metwork Communication

Receive
Interface Data Packets Errors Dropped Frame Overruns Frames
ethl 325078 [ 561057814489 0 E§ 8327 B 0 Boc B
eth1 1205GB H§ 9828095 H§ 0 B 320498 0 B o B
eth2 849829 GBHY 186.349.407 0 1026958 0 B o B
hic1 114 864 GBHEE 303443 393 0 0 a9 0 Bo B
hic2 231578 H 53511809568 0 E 305 H 0 =0
hic3 1690 TB H§ 1,793.580,2300 0 0 B0 B B
hicd 194 283 GBI 331640075 F o F 0 B o B B
mtc1 1.205 GB 9828096 & 0 0 o 0 B
mitc2 1168 GB [ 9564173 B 0 B 3205089 0 B0 B
Transmit
Interface Data Packets Errors Dropped Collisions Carrier
ethl 5759TB H§ 5789638626 E§|0 H§ O i A B o x|
eth1 4. 563 MB 41.520 Blo H o B0 o0 |
eth2 855404 GB H§ 139975194 c B0 B o B o |
hic1 289248 GB B 326321151 |5 0 B o 2 B 0
hic2 1.636 TB 2,640,416.41% 18 B 0 00 18 B
hic3 3219TB E§ 4571516003 @ 33 & 0 0 B 13 B
hicd 168778  HE§ 1,658,180.262 E§ 22 H 0 B o B2 B
mtc 4563IMB  H§ 41520 i Y 0 B o B o Cx|
mitc2 49678 KB H§ 609 = o B o B 0 B o x|

6. Seleccione almacenamiento para ver graficos que muestran los porcentajes de almacenamiento
utilizados a lo largo del tiempo para los metadatos de objetos y datos de objetos, asi como informacion
sobre dispositivos de disco, volumenes y almacenes de objetos.
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Storage Used - Object Data @

100.00%
75.00%
2021-03-13 14:45:30
50.00%
= Used (%) 0.00%
25.00% Uised: 171.12 kB
- Replicated data: 171.12 kB
- 5 = Erasure-coded data: 0B
= 14:30 14:40 B 14 = Totak 310.81 GB
== |lsed (%)
Storage Used - Object Metadata @
100.00%
Ta.00%
2020-08-04 14:58:00
50.00%
= Used {%): 0.00%
ﬂ Lised: 539.45 kB
0 Allowed: 13278
= Actual reserved: 3.00TB
0%
14.50 15:04 1510 15220 1530 15:40
== |zed (%)

. Desplacese hacia abajo para ver la cantidad de almacenamiento disponible para cada volumen y
almacén de objetos.

El nombre a nivel mundial de cada disco coincide con el identificador a nivel mundial (WWID) de
volumenes que se muestra cuando se ven propiedades de volumen estandar en el software SANTtricity
(el software de gestion conectado a la controladora de almacenamiento del dispositivo).

Para ayudarle a interpretar las estadisticas de lectura y escritura del disco relacionadas con los puntos
de montaje del volumen, la primera parte del nombre que aparece en la columna Nombre de la tabla
dispositivos de disco (es decir, sdc, sdd, sde, etc.) coincide con el valor que se muestra en la columna
dispositivo de |a tabla de volumenes.
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Disk Devices

Name World Wide Name /0 Load Read Rate Write Rate
croot(@:1,sdal) NIA 0.03% 0 bytes/s JKB/s
cvloc({8:2 sda2) NiA 0.85% 0 bytes/s 58 KB/s
sde(8:16,sdb) MNiA 0.00% 0 bytesis 81 bytes/s
5dd(8:32 sdc) N/A 0.00% 0 bytesis 52 bytesls
sde(8:48 sdd) MNiA 0.00% 0 bytes/s 32 bytes/s
Volumes

Mount Point Device Status Size Available Write Cache Status

/ croot Onlina 21.00GB 1490 GB 5 | Unknown

Mvarflacal cvloc Online 85.86 GB 8410 GB 5 Unknown
Ivarflocalrangedhb/Q sdc Onlina 107.32 GB 107.16 GB 9 Enabled
fvar/localirangedb/1 sdd Online 107.32 GB 107.18 GB 55 Enabled
Ivarflacalirangedb/2 sde Online 107.32 GB 10715 GB T Enabled

Object Stores

1D Size Available Replicated Data EC Data Object Data (%) Health

0000 107.32 GB 96.45 GB B 250.90 KB 5 0 bytes 5| 0.00% No Errars
0001 107.32 GB 107.18 GB 0 bytes 59 0 bytes 5 0.00% No Emors
0002 107.32 GB 107.18 GB B 0 bytes g9 0 bytes 5 0.00% No Errors

Informacion relacionada
"Dispositivos de almacenamiento SG6000"

"Dispositivos de almacenamiento SG5700"

"Dispositivos de almacenamiento SG5600"

Ver la pestana System Manager de SANTtricity

La pestana SANtricity System Manager le permite acceder a SANtricity System Manager
sin necesidad de configurar ni conectar el puerto de gestion del dispositivo de
almacenamiento. Puede utilizar esta pestafia para revisar la informacién de diagndstico
de hardware y entorno, asi como los problemas relacionados con las unidades.

La pestafna SANtricity System Manager se muestra para los nodos del dispositivo de almacenamiento.
Con SANTtricity System Manager, puede hacer lo siguiente:

» Vea datos de rendimiento como el rendimiento en el nivel de la cabina de almacenamiento, la latencia de
I/o, el uso de CPU de la controladora de almacenamiento y el rendimiento
* Comprobar el estado de los componentes de hardware

» Realice funciones de soporte, entre ellas, la visualizacion de datos de diagndstico y la configuracion de
AutoSupport E-Series
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@ Para utilizar System Manager de SANtricity y configurar un proxy para la AutoSupport de E-
Series, consulte las instrucciones descritas en administeringStorageGRID.

"Administre StorageGRID"

Para acceder a System Manager de SANTtricity a través de Grid Manager, debe contar con permisos de
administrador de dispositivos de almacenamiento o de acceso raiz.

@ Debe tener el firmware 8.70 de SANTtricity o superior para acceder a SANtricity System Manager
mediante Grid Manager.

Acceder a System Manager de SANItricity desde Grid Manager normalmente solo se utiliza para
supervisar el hardware del dispositivo y configurar E-Series AutoSupport. Muchas funciones y

@ operaciones en SANItricity System Manager, como la actualizacion de firmware, no se aplican a
la supervision del dispositivo StorageGRID. Para evitar problemas, siga siempre las
instrucciones de instalacion y mantenimiento del hardware del dispositivo.

La pestafia muestra la pagina de inicio de SANTtricity System Manager
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NetApp-SGA-108 (Storage Node)

Overview Hardware Network Storage Objects ILM Events Tasks SANtricity System Manager

Use SANTtricity System Manager to monitor and manage the hardware components in this storage appliance. From SANtricity System Manager. you can review hardware diagnostic and
environmental information as well as issues related to the drives.

Note: Many features and operations within SANtricity Storage Manager do not apply to your StorageGRID appliance. To avoid issues, always follow the hardware installation and
maintenance instructions for your appliance model

Open SANfricity System Manager (4 in a new browser tab.

=  SANtricity® System Manager StorageGRID-NetApp- Preferences | Help ~ | admin | LogOut [he
A Home
= 0 Your storage array is optimal. View Operations in
= Storage Progress >
@B Hardware STORAGE ARRAY LEVEL PERFORMANCE
a' Settings
What does the IOPS graph show? m m m m m Compare IOPS with v

R supont 80

C

3

c

°

&

40 £
20
|
A 1 I
430 PM 4:40PM 450 PM 5:00 PM 510PM 520 PM
16:30 17.00
‘ " »
— |OPS (Reads) IOPS (Writes)
MiB/s & CPU M

CAPACITY STORAGE HIERARCHY

n

[
O Aliocated 0 1Pool ~ 0 Host Clusters »
70020.00 GiB mnn — .
0* O Fre= © @— . =
F Free 1 Shelfw
e .00 G (%) (12 Drives) 18 Volumes v 0 Workloads «
Storage Array «
0 Unsssi. @ . 4 J L
0.00 GiB (0%) (Imm =

0 Volume Groups v

79020.00 GiB Total
1 Hostw

@ Puede usar el enlace SANtricity System Manager para abrir la instancia de SANtricity System
Manager en una nueva ventana del navegador para facilitar la visualizacion.

Para ver detalles sobre el rendimiento de la cabina de almacenamiento y el uso de la capacidad, pase el
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cursor sobre cada grafico.

Para obtener mas detalles sobre la visualizacion de la informacion accesible en la pestafia System Manager
de SANTtricity, consulte la informacion en la "Centro de documentacion para sistemas E-Series y EF-Series de
NetApp"

Ver informacién sobre los nodos de administracién de dispositivos y los nodos de
puerta de enlace

En la pagina Nodes, se incluye informacién sobre el estado del servicio y todos los
recursos computacionales, de disco y de red para cada dispositivo de servicios que se
utiliza para un nodo de administrador o un nodo de puerta de enlace. También puede ver
memoria, hardware de almacenamiento, recursos de red, interfaces de red, direcciones
de red, y recibir y transmitir datos.

Pasos

1. En la pagina Nodes, seleccione un nodo de administrador de dispositivos o un Appliance Gateway Node.
2. Seleccione Descripcion general.
La tabla Informacion del nodo de la pestafia Descripcion general muestra el ID y el nombre del nodo, el

tipo de nodo, la version de software instalada y las direcciones IP asociadas con el nodo. La columna
interfaz contiene el nombre de la interfaz, como se indica a continuacion:

o Adllb y adlli: Se muestra si se utiliza el enlace activo/de respaldo para la interfaz de red de
administracion
o Eth: Red Grid, red de administracion o red de cliente.

o Clic: Uno de los puertos 10, 25 o 100 GbE fisicos del aparato. Estos puertos se pueden uniry
conectar a la red de cuadricula de StorageGRID (eth0Q) y a la red de cliente (eth2).

o mtc: Uno de los puertos fisicos de 1 GbE del dispositivo, que se puede unir o aliar y conectar a la red
de administraciéon de StorageGRID
(eth1).
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Node Information @

ID 46702fe0-2bca-4097-8f61-f3fe6b22ed75
Name GW-SG1000-003-076
Type Gateway Node
Software Version 11.3.0 {build 20190708 .2304.71ba1%a)
IP Addresses 169.254.01,172.16.3.76, 10.224 376, 47 47376 Show less
Interface IP Address
adllb fe80::c020:17ff-fe59:1cf3
adli 169.254.0.1
adlli fd20:327:327-0:408f 84ff-f=80:a9
adlli fd20:8b1e-b255:8154:4058f 84 fe80:a9
adlli fe80::408f 84ff-fe80:a9
ethl 172.163.76
eth0 fd20:328:328:0:9a03-9bff fe98:a272
eth( fe80::9a03:9bff fe98:a272
eth1 10224376
eth1 fd20:327:327-0:b6ald-fcff fe08- 4249
eth1 fd20:8b1e:b255:8154:b6a% fcff-fel5.4249
eth1 fe80:-b6a9:fcff-fa08: 4249
eth2 4747376
eth2 fd20:332:332:0:9a03-9bff fe98:a272
eth2 fed0::9a03:9bff fe98:a272
hic1 4747376
hic2 4747376
hic3 47 47376
hic4 4747376
mtc1 10224376
mtc2 10224376

3. Seleccione hardware para obtener mas informacion sobre el dispositivo.

a. Consulte los graficos de utilizacion de CPU y memoria para determinar los porcentajes de uso de CPU
y memoria a lo largo del tiempo. Para mostrar un intervalo de tiempo diferente, seleccione uno de los
controles situados encima del grafico o grafico. Puede visualizar la informacion disponible para
intervalos de 1 hora, 1 dia, 1 semana o 1 mes. También puede establecer un intervalo personalizado,
que le permite especificar intervalos de fecha y hora.
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GW-5G1000-003-076 (Gateway Node)

Qverview Hardware Network Storage

1 hour 1 day

CPU Utilization

2.5%

Load Balancer

1 week 1 month

10

2% | I A~ A,

1.5%

16:00 16:10 16:20 16:30 16:40

== | Jrilization ()

16:50

Events

Tasks

1 year Custom

Memory Usage

= |Jzed (%)

16:00 16:10 16:20 16:30 16:40 16:50

b. Desplacese hacia abajo para ver la tabla de componentes del aparato. Esta tabla contiene
informacién, como el nombre del modelo, numero de serie, version de firmware de la controladora y el

estado de cada componente.

StorageGRID Appliance

Appliance Model

Storage Controller Failed Drive Count
Storage Data Drive Type

Storage Data Drive Size

Storage RAID Mode

Storage Connectivity

Overall Power Supply

Compute Controller BMC IP

Compute Controller Serial Number
Compute Hardware

Compute Controller CPU Temperature

5G1000

0

55D

960.20 GB
RAID1 [healthy]
Nominal
Nominal
10.224.3.95
721911500171
Nominal

Nominal

Compute Controller Chassis Temperature Nominal

En la tabla dispositivo

Modelo de dispositivo

Numero de unidades con errores del controlador de

almacenamiento

Tipo de unidad de datos de almacenamiento

Descripcion

EE

EEE

El numero de modelo para este dispositivo

StorageGRID.

La cantidad de unidades que no estan en estado
optimo.

El tipo de unidades del dispositivo, como HDD
(unidad de disco duro) o SSD (unidad de estado

solido).
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4. Seleccione Red para ver la informacién de cada red.

38

En la tabla dispositivo

Tamano de la unidad de datos de almacenamiento

Modo RAID de almacenamiento

Fuente de alimentacion general

BMC IP del controlador de computacion

Numero de serie del controlador de computacién

Hardware de computacion

Temperatura de CPU de la controladora de
computacion

Temperatura del chasis de la controladora de
computacion

Descripcion

La capacidad total incluidas todas las unidades de
datos del dispositivo.

El modo RAID del dispositivo.

El estado de todas las fuentes de alimentacién del
dispositivo.

La direccion IP del puerto del controlador de
administracion de la placa base (BMC) en el
controlador de computacién. Puede utilizar esta IP
para conectarse a la interfaz del BMC para
supervisar y diagnosticar el hardware del
dispositivo.

Este campo no se muestra para modelos de
dispositivos que no contienen un BMC.

El nimero de serie de la controladora de
computacion.

El estado del hardware de la controladora de
computacion.

El estado de temperatura de la CPU de la
controladora de computacion.

El estado de temperatura de la controladora de
computacion.

a. Confirmar que todos los Estados son «'nominales'».

Si un estado no es "nomina

, revise cualquier alerta actual.

El grafico trafico de red proporciona un resumen del trafico de red general.



250 Mbps
200 Mbps
150 Mbps
100 Mbps
50 Mbps | | H

0 bps=

== Heceived Sent

Metwork Traffic

a. Revise la seccion Network interfaces.

Network Interfaces

Name Hardware Address
adllb C2:20:17:5%:1C:F3
adlli 42:8F:84:80:00:A9
eth0 98:03:9B:98:A2:72
eth1 B4:A9FC:08:4E:49
eth2 98:03:9B:98:A2:72
hic1 98:03:9B8:98:A2:72
hic2 98:03:9B:98:A2:72
hic3 98:03:9B:98:.A2:72
hic4 98:03:9B:98:A2:72
mitc1 B4:A9FC:08:4E:49
mtc2 B4:A9:FC:08:4E:49

Utilice la siguiente tabla con los valores de la columna velocidad de la tabla interfaces de red para

Speed

10 Gigabit
10 Gigabit
400 Gigabit
10 Gigabit
400 Gigabit
100 Gigabit
100 Gigabit
100 Gigabit
100 Gigabit
Gigabit
Gigabit

.
[
Lii

L 12:40
Duplex Auto Negotiate
Full Off
Full Off
Full Off
Full Off
Full Off
Full On
Full On
Full On
Full On
Full On
Full On

Link Status
Up
Up
Up
Up
Up
Up
Up
Up
Up
Up
Up

determinar si los cuatro puertos de red 40/100-GbE del dispositivo estaban configurados para utilizar el
modo activo/backup o el modo LACP.

®

Modo de enlace

Agregado
Fija
Fija

Agregado

Modo de agregacion

LACP

LACP

Activa/Backup

LACP

Los valores mostrados en la tabla asumen que se utilizan los cuatro enlaces.

Velocidad de enlace de Velocidad esperada de

HIC individual (hipo 1,
hipo 2, hipo 4)

100

100

100

40

la red Grid/cliente
(eth0, eth2)

400

200

100

160
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40

Modo de enlace Modo de agregacion  Velocidad de enlace de Velocidad esperada de
HIC individual (hipo 1, la red Grid/cliente

hipo 2, hipo 4) (eth0, eth2)
Fija LACP 40 80
Fija Activa/Backup 40 40

b. Revise la seccion Comunicacion de red.

Las tablas de recepcion y transmision muestran cuantos bytes y paquetes se han recibido y enviado a
través de cada red, asi como otras métricas de recepcion y transmision.



Metwork Communication

Receive

Interface Data
3250TBE
1206GB T
849829 GBEY
114 864 GBEY

ethl
eth1
eth?
hic1
hic2
hic3
hicd
mitci

mtc2

Transmit

Interface
ethl

eth1

eth?

hic1

hic2

hic3

hicd

mitc

mtc2

5. Seleccione almacenamiento para ver informacion sobre los dispositivos de disco y los volumenes del

231578
1.690 TB

194283 GBEY

1.205 GB

Packets

5610 578 14479
9,828,095 &
186,349,407 T
303,443,393
5,351,180 95605
1,793.580.230T5
331640075 5

1168 GB [H§ 9564173

Data
K759 TH
4.563 MB

1.636 TH
321578
1.687 TH
4563 MB
49678 KB

dispositivo de servicios.

—

9,828,096
B
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5.789.638.626

41,520
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289.248 GB H§ 326.321.151
5 2,640,416.419
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41,520
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GW-5G1000-003-076 (Gateway Node)

Chverview Hardware Metwork Storage Load Balancer Events Tasks

Disk Devices

Name World Wide Name 110 Load Read Rate Write Rate
croot{253:2,dm-2) MN/A 0.00% B9 0bytes/s [ 8KB/s
cvloc(253:3,dm-3) MN/A 0.01% [ 0bytes/s [ |405KB/s
Volumes

Mount Point Device Status  Size Available Write Cache Status
! croot Online | 21.00 GB 13.09 GB B  Unknown

fvarflocal cvloc Online | 903.78 GB 89455GB  F§  Unknown

Informacion relacionada
"SG100 servicios de aplicaciones SG1000"
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Informacién de copyright

Copyright © 2025 NetApp, Inc. Todos los derechos reservados. Imprimido en EE. UU. No se puede reproducir
este documento protegido por copyright ni parte del mismo de ninguna forma ni por ningin medio (grafico,
electrénico o mecanico, incluidas fotocopias, grabaciones o almacenamiento en un sistema de recuperacion
electrénico) sin la autorizacion previa y por escrito del propietario del copyright.

El software derivado del material de NetApp con copyright esta sujeto a la siguiente licencia y exencion de
responsabilidad:

ESTE SOFTWARE LO PROPORCIONA NETAPP «TAL CUAL» Y SIN NINGUNA GARANTIA EXPRESA O
IMPLICITA, INCLUYENDO, SIN LIMITAR, LAS GARANTIAS IMPLICITAS DE COMERCIALIZACION O
IDONEIDAD PARA UN FIN CONCRETO, CUYA RESPONSABILIDAD QUEDA EXIMIDA POR EL PRESENTE
DOCUMENTO. EN NINGUN CASO NETAPP SERA RESPONSABLE DE NINGUN DANO DIRECTO,
INDIRECTO, ESPECIAL, EJEMPLAR O RESULTANTE (INCLUYENDO, ENTRE OTROS, LA OBTENCION
DE BIENES O SERVICIOS SUSTITUTIVOS, PERDIDA DE USO, DE DATOS O DE BENEFICIOS, O
INTERRUPCION DE LAACTIVIDAD EMPRESARIAL) CUALQUIERA SEA EL MODO EN EL QUE SE
PRODUJERON Y LA TEORIA DE RESPONSABILIDAD QUE SE APLIQUE, YA SEA EN CONTRATO,
RESPONSABILIDAD OBJETIVA O AGRAVIO (INCLUIDA LA NEGLIGENCIA U OTRO TIPO), QUE SURJAN
DE ALGUN MODO DEL USO DE ESTE SOFTWARE, INCLUSO S| HUBIEREN SIDO ADVERTIDOS DE LA
POSIBILIDAD DE TALES DANOS.

NetApp se reserva el derecho de modificar cualquiera de los productos aqui descritos en cualquier momento y
sin aviso previo. NetApp no asume ningun tipo de responsabilidad que surja del uso de los productos aqui
descritos, excepto aquello expresamente acordado por escrito por parte de NetApp. El uso o adquisiciéon de
este producto no lleva implicita ninguna licencia con derechos de patente, de marcas comerciales o cualquier
otro derecho de propiedad intelectual de NetApp.

Es posible que el producto que se describe en este manual esté protegido por una o mas patentes de EE.
UU., patentes extranjeras o solicitudes pendientes.

LEYENDA DE DERECHOS LIMITADOS: el uso, la copia o la divulgacion por parte del gobierno estan sujetos
a las restricciones establecidas en el subparrafo (b)(3) de los derechos de datos técnicos y productos no
comerciales de DFARS 252.227-7013 (FEB de 2014) y FAR 52.227-19 (DIC de 2007).

Los datos aqui contenidos pertenecen a un producto comercial o servicio comercial (como se define en FAR
2.101) y son propiedad de NetApp, Inc. Todos los datos técnicos y el software informatico de NetApp que se
proporcionan en este Acuerdo tienen una naturaleza comercial y se han desarrollado exclusivamente con
fondos privados. El Gobierno de EE. UU. tiene una licencia limitada, irrevocable, no exclusiva, no transferible,
no sublicenciable y de alcance mundial para utilizar los Datos en relacion con el contrato del Gobierno de los
Estados Unidos bajo el cual se proporcionaron los Datos. Excepto que aqui se disponga lo contrario, los Datos
no se pueden utilizar, desvelar, reproducir, modificar, interpretar o mostrar sin la previa aprobacién por escrito
de NetApp, Inc. Los derechos de licencia del Gobierno de los Estados Unidos de América y su Departamento
de Defensa se limitan a los derechos identificados en la clausula 252.227-7015(b) de la seccién DFARS (FEB
de 2014).

Informacién de la marca comercial
NETAPP, el logotipo de NETAPP y las marcas que constan en http://www.netapp.com/TM son marcas

comerciales de NetApp, Inc. El resto de nombres de empresa y de producto pueden ser marcas comerciales
de sus respectivos propietarios.
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