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Coémo utilizar StorageGRID
Explore Grid Manager

Grid Manager es una interfaz grafica basada en navegador que permite configurar,
administrar y supervisar el sistema StorageGRID.

Cuando inicia sesion en Grid Manager, se conecta a un nodo de administracion. Cada sistema StorageGRID
incluye un nodo de administrador primario y cualquier numero de nodos de administrador que no son
primarios. Puede conectarse a cualquier nodo de administrador y cada nodo de administrador muestra una
vista similar del sistema StorageGRID.

Puede acceder a Grid Manager mediante una navegador web compatible.

Consola de Grid Manager

Cuando inicie sesion por primera vez en Grid Manager, puede utilizar el panel para supervisar las actividades
del sistema de un vistazo.

La consola incluye informacion resumida sobre el estado del sistema, el uso del almacenamiento, los
procesos del ILM y las operaciones de S3 y Swift.

= N NetApp | StorageGRID Grid Manager Search by page title Q @~v ARootv
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Para obtener una explicacién de la informacion de cada panel, haga clic en el icono de ayuda g para ese
panel.

Leer mas

* Supervision y solucién de problemas


https://docs.netapp.com/es-es/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/es-es/storagegrid-116/monitor/index.html

Campo de busqueda

El campo Buscar de la barra de encabezado permite navegar rapidamente a una pagina especifica dentro de
Grid Manager. Por ejemplo, puede introducir km para acceder a la pagina del servidor de administracion de
claves (KMS). Puede utilizar Buscar para buscar entradas en la barra lateral del Gestor de cuadricula y en los
menus Configuracion, Mantenimiento y Soporte.

Menu Alertas

El menu Alertas proporciona una interfaz facil de usar para detectar, evaluar y resolver problemas que pueden
producirse durante el funcionamiento de StorageGRID.

DASHBOARD
ALERTS &4
Current
Resolved

Silences

Rules

Email setup

Desde el menu Alertas, puede hacer lo siguiente:

» Revisar las alertas actuales

* Revisar las alertas resueltas

» Configure silencios para suprimir notificaciones de alerta
 Defina reglas de alerta para condiciones que activen alertas

» Configure el servidor de correo electronico para las notificaciones de alertas

Leer mas

» Supervisar y gestionar alertas
* Supervision y soluciéon de problemas
Nodos

La pagina nodos muestra informacion sobre la cuadricula completa, cada sitio de la cuadricula y cada nodo de
un sitio.

La pagina de inicio de los nodos muestra métricas combinadas para toda la cuadricula. Para ver la
informacién de un sitio o nodo en particular, seleccione el sitio o el nodo.


https://docs.netapp.com/es-es/storagegrid-116/monitor/index.html
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Leer mas

* Vea la pagina Nodes

+ Supervision y solucién de problemas

Inquilinos

La pagina Tenants permite crear y supervisar las cuentas de inquilinos de almacenamiento para el sistema
StorageGRID. Debe crear al menos una cuenta de inquilino para especificar quién puede almacenar y
recuperar objetos y qué funcionalidad esta disponible para ellos.

La pagina Tenants también proporciona detalles de uso para cada cliente, incluyendo la cantidad de
almacenamiento usado y el numero de objetos. Si establece una cuota cuando creé el arrendatario, puede ver
la cantidad de esa cuota que se ha utilizado.

DASHBOARD

Tenants

View information for each tenant account. Depending on the timing of ingests, network connectivity, and node status, the usage data shown might be out of date.
To view more recent values, select the tenant name.
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Leer mas

» Gestione inquilinos y conexiones de clientes
* Administre StorageGRID

» Usar una cuenta de inquilino

Menu ILM

El menu ILM permite configurar las reglas y las politicas de gestion del ciclo de vida de la informacién (ILM)
que rigen la durabilidad y la disponibilidad de los datos. También puede introducir un identificador de objeto
para ver los metadatos de ese objeto.

DASHBOARD

ALERTS &

NODES

TENANTS

Policies
Storage pools
Erasure coding
Storage grades
Regions

Object metadata lookup

CONFIGURATION

Leer mas

« Utilizar la gestion del ciclo de vida de la informacion

» Gestidon de objetos con ILM

Menu de configuracion

El menu Configuracion le permite especificar los ajustes de red, la configuracion de seguridad, la
configuracion del sistema, las opciones de supervision y las opciones de control de acceso.


https://docs.netapp.com/es-es/storagegrid-116/admin/index.html
https://docs.netapp.com/es-es/storagegrid-116/tenant/index.html
https://docs.netapp.com/es-es/storagegrid-116/ilm/index.html

Configuration

Configure your StorageGRID system.

Network Security System Monitoring Access control
Domain names Certificates Display options Audit and sysleg server Admin groups
High availability groups Key management server Grid options SNMP agent Admin users

Link cost Proxy settings 53 Object Lock Grid passwords
Load balancer endpoints Untrusted Client Networks Storage options Identity federation
Traffic classification Single sign-on

VLAN interfaces

Leer mas

+ Configure los ajustes de red

+ Gestione inquilinos y conexiones de clientes
* Revisar los mensajes de auditoria

+ Control del acceso a StorageGRID

+ Administre StorageGRID

* Supervision y solucién de problemas

* Revisar los registros de auditoria

Menu de mantenimiento

El menu Mantenimiento le permite realizar tareas de mantenimiento, mantenimiento del sistema y
mantenimiento de la red.


https://docs.netapp.com/es-es/storagegrid-116/admin/index.html
https://docs.netapp.com/es-es/storagegrid-116/monitor/index.html
https://docs.netapp.com/es-es/storagegrid-116/audit/index.html

Maintenance

Perform maintenance procedures on your StorageGRID system.

Tasks System Network
Decommission License DNS servers
Expansion Recovery package Grid Network
Recovery Software update NTP servers

Object existence check

Tareas

Las tareas de mantenimiento incluyen:

* Retirada de operaciones para eliminar sitios y nodos de grid no utilizados.
* Operaciones de ampliacién para afadir nuevos sitios y nodos de grid.
» Operaciones de recuperacion para reemplazar un nodo con fallos y restaurar datos.

« Comprobacion de la existencia del objeto para verificar la existencia (aunque no la correccion) de los
datos del objeto.

Sistema

Algunas de las tareas de mantenimiento del sistema que se pueden realizar son:

» Consulta de detalles de la licencia de StorageGRID actual o carga de una nueva licencia.
» Generacion de un paquete de recuperacion.

» Realizar actualizaciones del software StorageGRID, incluidas actualizaciones de software, correcciones
urgentes y actualizaciones del software de sistema operativo SANtricity en dispositivos seleccionados.

Red

Algunas de las tareas de mantenimiento de red que puede realizar son:

« Edicion de informacion sobre servidores DNS.
« Configurar las subredes utilizadas en la red de cuadricula.

» Editar informacion sobre los servidores NTP.

Leer mas

¢ Realizar el mantenimiento

+ Descargue el paquete de recuperacion



» Amplie su grid

* Actualizar el software de

* Recuperaciéon y mantenimiento

* Dispositivos de almacenamiento SG6000
* Dispositivos de almacenamiento SG5700

* Dispositivos de almacenamiento SG5600

Menu de soporte

El menu Soporte ofrece opciones que ayudan al soporte técnico a analizar y solucionar problemas del
sistema. Hay dos partes en el menu Soporte: Herramientas y alarmas (heredadas).

Support

If a problem occurs, use Support options to help technical support analyze and troubleshoot your system.

Tools Alarms (legacy)
AutoSupport Current alarms
Diagnostics Historical alarms
Grid topology Custom events
Logs Global alarms
Metrics Legacy email setup

Herramientas

En la seccion Herramientas del menu Soporte, puede:

 Habilite AutoSupport.
» Realice un conjunto de comprobaciones de diagndstico en el estado actual de la cuadricula.

» Acceda al arbol de topologia de la cuadricula para ver informacion detallada sobre los nodos de la
cuadricula, los servicios y los atributos.

* Recuperar los archivos de registro y los datos del sistema.

* Revise las métricas y los graficos detallados.

Las herramientas disponibles en la opcion * Metrics* estan disefiadas para su uso por el
soporte técnico. Algunas funciones y elementos de menu de estas herramientas no son
intencionalmente funcionales.


https://docs.netapp.com/es-es/storagegrid-116/expand/index.html
https://docs.netapp.com/es-es/storagegrid-116/upgrade/index.html
https://docs.netapp.com/es-es/storagegrid-116/maintain/index.html
https://docs.netapp.com/es-es/storagegrid-116/sg6000/index.html
https://docs.netapp.com/es-es/storagegrid-116/sg5700/index.html
https://docs.netapp.com/es-es/storagegrid-116/sg5600/index.html

Alarmas (heredadas)

En la seccion Alarmas (heredadas) del menu Soporte, puede revisar las alarmas actuales, histéricas y
globales, configurar eventos personalizados y configurar notificaciones por correo electronico para alarmas
heredadas y AutoSupport.

@ Aunque el sistema de alarma heredado sigue siendo compatible, el sistema de alerta ofrece
importantes ventajas y es mas facil de usar.

Leer mas

 Arquitectura de StorageGRID y topologia de red
« Atributos de la StorageGRID

* Use las opciones de soporte de StorageGRID

* Administre StorageGRID

» Supervision y solucién de problemas

Menu de ayuda

La opcion Ayuda proporciona acceso al centro de documentacion de StorageGRID para la version actual y a la
documentacion de API. También puede determinar qué version de StorageGRID esta instalada actualmente.

Documentation Center

AP| Documentation

About

Leer mas
* Administre StorageGRID

Explore el responsable de inquilinos

El administrador de inquilinos es la interfaz grafica basada en navegador a la que los
usuarios inquilinos acceden para configurar, gestionar y supervisar sus cuentas de
almacenamiento.

Cuando los usuarios de inquilinos inician sesion en el Administrador de inquilinos, se conectan a un nodo de
administracion.

Consola de tenant Manager

Una vez que un administrador de grid crea una cuenta de inquilino mediante Grid Manager o la API de gestion
de grid, los usuarios de inquilinos pueden iniciar sesién en el Administrador de inquilinos.


https://docs.netapp.com/es-es/storagegrid-116/primer/storagegrid-architecture-and-network-topology.html
https://docs.netapp.com/es-es/storagegrid-116/admin/index.html
https://docs.netapp.com/es-es/storagegrid-116/monitor/index.html
https://docs.netapp.com/es-es/storagegrid-116/admin/index.html

La consola de Gestor de inquilinos permite a los usuarios inquilinos supervisar el uso del almacenamiento de
un vistazo. El panel Storage Usage contiene una lista de los bloques mas grandes (S3) o contenedores (Swift)
para el inquilino. El valor espacio utilizado es la cantidad total de datos de objeto del bloque o contenedor. El
grafico de barras representa los tamafios relativos de estos cubos o contenedores.

El valor mostrado encima del grafico de barras es una suma del espacio utilizado para todos los cubos o
contenedores del arrendatario. Si se especificd el nUmero maximo de gigabytes, terabytes o petabytes
disponibles para el inquilino cuando se cred la cuenta, también se muestra la cantidad de cuota utilizada y
restante.

Dashboard

16 Buckets Platform services Groups 1 User
View buckets endpoints View groups View users

View endpoints

Storage usage @ Total objects
6.5TB of 7.2 TB used 0.7 TB (10.1%) remaining
BN e SIS
objects
Bucket name Space used Number of objects
Bucket-15 969.2 GB 913,425
® Bucket-04 937.2 GB 576,806
® Bucket-13 8152 GB 957,389 Tenant details @
® Bucket-06 8125 GB 153,843
Mamne: Tenant(2
Bucket-10 AT3.9GB 583,245
1D: 3341 1240 0546 H283 2208
Bucket-03 103.2 GB 5981.226 _
o/ Platform services enabled
® Bucket-07 362.5GB 420,726 2 :
v Can use own identity source
@ Bucket-05 294.4 GB 785,190 o S3Selectensbled
@ 8 other buckets 147TB 3,007,036

Menu de almacenamiento (solo inquilinos de S3)

El menu Storage se proporciona Unicamente para cuentas de inquilinos de S3. Este menu permite a los
usuarios de S3 gestionar claves de acceso, crear y eliminar bloques, y gestionar extremos de servicio de la
plataforma.



DASHBOARD

e ——————————————————————————

P
STORAGE (S3)

My access keys
Buckets

Platform services endpoints
e ——————————————————————

Mis claves de acceso

Los usuarios de inquilinos S3 pueden gestionar las claves de acceso de la siguiente manera:
» Los usuarios que tienen el permiso gestionar sus propias credenciales de S3 pueden crear o quitar sus
propias claves de acceso S3.

* Los usuarios que tienen el permiso Root Access pueden gestionar las claves de acceso de la cuenta raiz
de S3, su propia cuenta y el resto de usuarios. Las claves de acceso raiz también proporcionan acceso
completo a los bloques y objetos del inquilino, a menos que una politica de bloque lo deshabilite
explicitamente.

@ La gestion de las claves de acceso de otros usuarios se realiza desde el menu Access
Management.

Cucharones

Los usuarios del inquilino S3 con los permisos adecuados pueden realizar las siguientes tareas relacionadas
con los bloques:
» Crear cubos

* Habilite el bloqueo de objetos de S3 para un bloque nuevo (asume que la funcién de bloqueo de objetos
de S3 esta habilitada para el sistema StorageGRID)

+ Actualice la configuracion de los niveles de coherencia
« Aplicar una configuracion de retencion predeterminada
» Configurar el uso compartido de recursos de origen cruzado (CORS)

« Activar y desactivar la configuracion de la ultima actualizacion de tiempo de acceso para los segmentos
que pertenecen al arrendatario

« Eliminar cubos vacios
» Gestione los objetos de un bloque mediante el Consola de S3 de experimental

Si un administrador de grid habilité el uso de servicios de plataforma para la cuenta de inquilino, un usuario
inquilino de S3 con los permisos correspondientes también puede realizar estas tareas:

» Configure las notificaciones de eventos S3, que se pueden enviar a un servicio de destino compatible con
AWS simple Notification Service™ (SNS).

» Configure la replicacion de CloudMirror, que permite que el inquilino replique automaticamente objetos en
un bloque de S3 externo.

10
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« Configurar la integracién de busqueda, que envia metadatos de objetos a un indice de busqueda de
destino siempre que se crea, se elimina o actualiza un objeto o sus metadatos o etiquetas.

Extremos de servicios de plataforma

Si un administrador de grid habilité el uso de servicios de plataforma para la cuenta de inquilino, un usuario de
inquilino de S3 con el permiso Manage Endpoints puede configurar un extremo de destino para cada servicio
de plataforma.

Menu Access Management

El menu Access Management permite a los inquilinos StorageGRID importar grupos de usuarios desde un
origen de identidades federado y asignar permisos de gestion. Los inquilinos también pueden gestionar los
usuarios y los grupos de inquilinos locales, a menos que el inicio de sesidn unico (SSO) esté vigente para todo
el sistema StorageGRID.

DASHBOARD
STORAGE (S3)

ACCESS MAMAGEMENT

Groups

Users

Identity federation

Informacion relacionada

» Explore Grid Manager

« Usar una cuenta de inquilino

Control del acceso a StorageGRID

Puede controlar quién puede acceder a StorageGRID y qué tareas pueden realizar los
usuarios creando o importando grupos y usuarios, y asignando permisos a cada grupo.
De manera opcional, puede habilitar el inicio de sesion unico (SSO), crear certificados de
cliente y cambiar contrasefnas de grid.

Controle el acceso a Grid Manager

Para determinar quién puede acceder a Grid Manager y a la API de gestion de grid, importe grupos y usuarios
desde un servicio de federacién de identidades o configure grupos locales y usuarios locales.

El uso de la federacion de identidades agiliza la configuracion de grupos y usuarios y permite a los usuarios

iniciar sesion en StorageGRID utilizando credenciales conocidas. Puede configurar la federacion de
identidades si utiliza Active Directory, OpenLDAP u Oracle Directory Server.

11
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@ Pdéngase en contacto con el soporte técnico si desea utilizar otro servicio LDAP v3.

Para determinar qué tareas puede realizar cada usuario, asigne permisos diferentes a cada grupo. Por
ejemplo, es posible que desee que los usuarios de un grupo puedan gestionar las reglas de ILM y los usuarios
de otro grupo para realizar tareas de mantenimiento. Un usuario debe pertenecer al menos a un grupo para
acceder al sistema.

De manera opcional, puede configurar un grupo para que sea de solo lectura. Los usuarios de un grupo de
solo lectura sélo pueden ver la configuracion y las funciones. No pueden realizar cambios ni realizar ninguna
operacion en Grid Manager o en la API de gestion de grid.

Active el inicio de sesion unico

El sistema StorageGRID admite el inicio de sesion unico (SSO) con el estandar de lenguaje de marcado de
asercion de seguridad 2.0 (SAML 2.0). Cuando se habilita SSO, todos los usuarios deben estar autenticados
por un proveedor de identidades externo antes de poder acceder a Grid Manager, al Gestor de inquilinos, a la
API de gestion de grid o a la API de gestion de inquilinos. Los usuarios locales no pueden iniciar sesion en
StorageGRID.

Cuando se habilita SSO y los usuarios inician sesion en StorageGRID, se redirigen a la pagina SSO de la
organizacion para validar sus credenciales. Cuando los usuarios inician sesion en un nodo de administrador,
se firman automaticamente todos los nodos de administracion.

Cambiar contrasenas de cuadricula

La clave de acceso de aprovisionamiento es necesaria para muchos procedimientos de instalacion y
mantenimiento, asi como para descargar el paquete de recuperacion de StorageGRID. También se necesita la
contrasefia para descargar los backups de la informacién de topologia de la cuadricula y las claves de cifrado
del sistema StorageGRID. Puede cambiar esta frase de contrasefia segun sea necesario.

Informacion relacionada
* Administre StorageGRID

+ Usar una cuenta de inquilino

Gestione inquilinos y conexiones de clientes

Como administrador de grid, puede crear y gestionar las cuentas de inquilino que utilizan
los clientes S3 y Swift para almacenar y recuperar objetos, asi como gestionar las
opciones de configuracion que controlan la forma en la que se conectan los clientes con
su sistema StorageGRID.

Cuentas de inquilino

Una cuenta de inquilino permite especificar quién puede usar su sistema de StorageGRID para almacenar y
recuperar objetos, y qué funcionalidad esta disponible para ellos. Las cuentas de inquilino permiten a las
aplicaciones cliente que admiten la APl DE REST de S3 o la API DE REST de Swift almacenar y recuperar
objetos en StorageGRID. Cada cuenta de inquilino usa el protocolo de cliente S3 o el protocolo de cliente
Swift.

Debe crear al menos una cuenta de inquilino para cada protocolo de cliente que se utilizara para almacenar
los objetos en su sistema StorageGRID. Opcionalmente, puede crear cuentas de arrendatario adicionales si

12
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desea segregar los objetos almacenados en su sistema por entidades diferentes. Cada cuenta de inquilino
tiene sus propios grupos y usuarios locales o federados, y sus propios bloques (contenedores para Swift) y
objetos.

Puede utilizar Grid Manager o la API de gestion de grid para crear cuentas de inquilino. Al crear una cuenta de
inquilino, especifique la siguiente informacion:

* Nombre para mostrar del arrendatario (el ID de cuenta del arrendatario se asigna automaticamente y no
se puede modificar).
» Si la cuenta de inquilino usa S3 o Swift.

 Para las cuentas de inquilino de S3: Si la cuenta de inquilino esta permitida para usar los servicios de la
plataforma. Si se permite el uso de servicios de plataforma, la cuadricula debe configurarse para que
admita su uso.

* Opcionalmente, una cuota de almacenamiento para la cuenta de inquilino: EI nUmero maximo de
gigabytes, terabytes o petabytes disponibles para los objetos del inquilino. La cuota de almacenamiento de
un inquilino representa una cantidad Iégica (tamafo de objeto), no una cantidad fisica (tamafio en disco).

« Si esta habilitada la federacion de identidades para el sistema StorageGRID, el grupo federado tiene
permiso de acceso raiz para configurar la cuenta de inquilino.

« Si el sistema StorageGRID no utiliza el inicio de sesién unico (SSO), tanto si la cuenta de inquilino usara
su propio origen de identidad como si comparte el origen de identidad de la cuadricula, asi como la
contrasefia inicial del usuario raiz local del inquilino.

Si las cuentas de inquilinos S3 deben cumplir con los requisitos normativos, los administradores del grid
pueden habilitar el valor global de bloqueo de objetos S3 para el sistema StorageGRID. Cuando se habilita S3
Object Lock para el sistema, todas las cuentas de inquilinos S3 pueden crear bloques con S3 Object Lock
habilitado y, a continuacion, especificar la configuracién de retencidn y conservacion legal para las versiones
de objetos en ese bloque.

Después de crear una cuenta de inquilino, los usuarios de inquilino pueden iniciar sesion en el Administrador
de inquilinos.

Conexiones cliente a los nodos StorageGRID

Para que los usuarios inquilinos puedan usar clientes S3 o Swift para almacenar y recuperar datos en
StorageGRID, debe decidir como se conectan estos clientes a los nodos de StorageGRID.

Las aplicaciones cliente pueden almacenar o recuperar objetos conectandose a cualquiera de los siguientes
elementos:

* El servicio Load Balancer en nodos de administrador o nodos de puerta de enlace. Esta es la conexion
recomendada.

 El servicio CLB en los nodos de puerta de enlace.
@ El servicio CLB esta obsoleto.

* Nodos de almacenamiento, con o sin un equilibrador de carga externo.

Al configurar StorageGRID para que los clientes puedan utilizar el servicio Load Balancer, debe realizar los
siguientes pasos:

1. Opcionalmente, configure los grupos de alta disponibilidad. Si crea un grupo de alta disponibilidad, las
interfaces de varios nodos de administrador y nodos de puerta de enlace se colocan en una configuracion
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de backup activo. Las conexiones de clientes se realizan mediante la direccion IP virtual del grupo de alta
disponibilidad.

2. Configure los extremos para el servicio Load Balancer. El servicio Load Balancer en los nodos de
administrador o de puerta de enlace distribuye conexiones de red entrantes desde aplicaciones cliente
hasta los nodos de almacenamiento. Al crear un extremo de equilibrio de carga, especifica un nimero de
puerto, si el extremo acepta conexiones HTTP o HTTPS, el tipo de cliente (S3 o Swift) que utilizara el
extremo y el certificado que se utilizara para las conexiones HTTPS (si procede).

3. Opcionalmente, especifique que la red de cliente de un nodo no es de confianza para asegurarse de que
todas las conexiones a la red de cliente del nodo se producen en los extremos del equilibrador de carga.

Informacion relacionada
* Administre StorageGRID

» Usar una cuenta de inquilino

* Use S3

* Use Swift

» Explore el responsable de inquilinos

+ Configure los ajustes de red

Configure los ajustes de red

Puede configurar varios ajustes de red desde el Gestor de cuadricula para ajustar el
funcionamiento del sistema StorageGRID.
Nombres de dominio

Si piensa admitir solicitudes virtuales de estilo alojado en S3, debe configurar la lista de nombres de dominio
de extremo a los que se conectan los clientes S3. Los ejemplos incluyen s3.example.com,
s3.example.co.uk, Y. s3-east.example.com.

Los certificados de servidor configurados deben coincidir con los nombres de dominio de extremo.

Grupos de alta disponibilidad

Puede usar grupos de alta disponibilidad para proporcionar conexiones de datos de alta disponibilidad para
clientes S3 y Swift o proporcionar conexiones de alta disponibilidad a Grid Manager y Tenant Manager.

Cuando se crea un grupo de alta disponibilidad, se selecciona una interfaz de red para uno o varios nodos.
Cada grupo de alta disponibilidad proporciona acceso a los servicios compartidos en los nodos seleccionados.

* Los grupos de ALTA DISPONIBILIDAD que incluyen interfaces en nodos de puerta de enlace, nodos de
administrador o en ambos proporcionan conexiones de datos de alta disponibilidad para clientes S3 y
Swift.

* Los grupos DE ALTA DISPONIBILIDAD que incluyen interfaces en los nodos de administracion sélo
proporcionan conexiones de alta disponibilidad con el administrador de grid y el administrador de
inquilinos.

Las interfaces pueden pertenecer a la red de cuadricula (eth0), a la red de cliente (eth2) o a una red VLAN.

Puede asignar hasta 10 direcciones IP virtuales (VIP) a cada grupo de alta disponibilidad. Se especifica una
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interfaz para que sea la interfaz principal y se clasifican las demas interfaces en orden de prioridad. La interfaz
Primary es la interfaz activa a menos que se produzca un fallo. Si la interfaz activa falla, las direcciones VIP se
mueven a la primera interfaz de respaldo en el orden de prioridad. Si falla esa interfaz, las direcciones VIP
pasan a la siguiente interfaz de respaldo, etc.

Enlazar costes

Puede ajustar los costes de enlace para reflejar la latencia entre los sitios. Cuando existen dos o mas centros
de datos, los costes de enlace priorizan qué sitio del centro de datos debe proporcionar un servicio solicitado.

Puntos finales del equilibrador de carga

Puede utilizar un equilibrio de carga para gestionar cargas de trabajo de procesamiento y recuperacion de
clientes S3 y Swift. El equilibrio de carga maximiza la velocidad y la capacidad de conexién distribuyendo las
cargas de trabajo y las conexiones entre varios nodos de almacenamiento.

Si desea utilizar el servicio de equilibrador de carga StorageGRID, que se incluye en los nodos de
administracion y de puerta de enlace, debe configurar uno o mas puntos finales de equilibrador de carga.
Cada extremo define un puerto de nodo de puerta de enlace o nodo de administrador para solicitudes S3 y
Swift a nodos de almacenamiento.

Clasificacion de trafico

Puede crear politicas de clasificacion de trafico para identificar y manejar diferentes tipos de trafico de red,
incluido el trafico relacionado con bloques especificos, inquilinos, subredes de clientes o extremos de
equilibrador de carga. Estas politicas pueden ayudar a limitar y supervisar el trafico.

Interfaces VLAN

Puede crear interfaces de LAN virtual (VLAN) para aislar y dividir el trafico para obtener seguridad, flexibilidad
y rendimiento. Cada interfaz de VLAN esta asociada con una o varias interfaces principales en los nodos de
administracion y de puerta de enlace. Puede utilizar interfaces VLAN en grupos de alta disponibilidad y en
extremos de equilibrador de carga para segregar el trafico cliente o administrador por aplicacién o inquilino.

Por ejemplo, la red puede utilizar VLAN 100 para el trafico FabricPool y VLAN 200 para una aplicacion de
archivado.

Informacion relacionada
* Administre StorageGRID

+ Gestione inquilinos y conexiones de clientes
Configurar los ajustes de seguridad

Puede configurar varias opciones de seguridad desde Grid Manager para ayudar a
proteger el sistema StorageGRID.

Certificados
StorageGRID utiliza dos tipos de certificados de seguridad:

» Se requieren certificados de servidor cuando se utilizan conexiones HTTPS. Los certificados de servidor
se utilizan para establecer conexiones seguras entre clientes y servidores, autenticar la identidad de un
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servidor a sus clientes y proporcionar una ruta de comunicacién segura para los datos. Cada servidor y el
cliente tienen una copia del certificado.

* Los certificados de cliente autentican una identidad de cliente o usuario al servidor, proporcionando una
autenticacion mas segura que las contrasefas solas. Los certificados de cliente no cifran datos.

Puede ver todos los certificados StorageGRID en la pagina CONFIGURACION > Seguridad > certificados.

Servidores de gestion de claves

Puede configurar uno o mas servidores de gestion de claves externos (KMS) para proporcionar claves de
cifrado a los servicios de StorageGRID y a los dispositivos de almacenamiento. Cada cluster de KMS o KMS
utiliza el protocolo de interoperabilidad de gestion de claves (KMIP) para proporcionar una clave de cifrado a
los nodos de los dispositivos en el sitio StorageGRID asociado. El uso de servidores de gestién de claves le
permite proteger los datos de StorageGRID aunque un dispositivo se haya eliminado del centro de datos. Una
vez que los volumenes del dispositivo se han cifrado, no podra acceder a ningun dato en el dispositivo a
menos que el nodo se pueda comunicar con el KMS.

@ Para utilizar la administracion de claves de cifrado, debe activar el ajuste cifrado de nodos
para cada dispositivo durante la instalacion, antes de agregar el dispositivo a la cuadricula.

Configuracién de proxy

Si utiliza servicios de plataforma S3 o Cloud Storage Pools, puede configurar un servidor proxy no
transparente entre los nodos de almacenamiento y los extremos externos de S3. Si envia mensajes de
AutoSupport mediante HTTPS o HTTP, puede configurar un servidor proxy no transparente entre los nodos de
administrador y el soporte técnico.

Proxy Settings
Storage

Admin

Redes de clientes no confiables

Si utiliza una red cliente, puede ayudar a proteger StorageGRID de ataques hostiles especificando que la red
cliente de cada nodo no es de confianza. Si la red de cliente de un nodo no es de confianza, el nodo solo
acepta conexiones entrantes en los puertos configurados explicitamente como puntos finales de equilibrador
de carga.

Por ejemplo, es posible que desee que un nodo de puerta de enlace rechace todo el trafico entrante en la red
cliente excepto las solicitudes HTTPS S3. O bien, es posible que desee habilitar el trafico saliente del servicio
de plataforma S3 desde un nodo de almacenamiento, al tiempo que se evitan las conexiones entrantes a ese
nodo de almacenamiento en la red cliente.

Informacion relacionada
* Administre StorageGRID

» Gestione inquilinos y conexiones de clientes

Configure los ajustes del sistema

Puede configurar varios ajustes del sistema desde el Gestor de cuadricula para ajustar el
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funcionamiento del sistema StorageGRID.

Opciones de visualizacién

Las opciones de visualizacion le permiten especificar el periodo de tiempo de espera para las sesiones de
usuario y suprimir notificaciones por correo electronico para las alarmas heredadas y los mensajes de
AutoSupport activados por un evento.

Opciones de cuadricula

Puede utilizar Opciones de cuadricula para configurar los valores de todos los objetos almacenados en el
sistema StorageGRID, incluida la compresion de objetos almacenados, el cifrado de objetos almacenados. y
hash de objetos almacenados.

También puede usar estas opciones para especificar la configuracion global de las operaciones cliente de S3 y
Swift.

Bloqueo de objetos de S3

La funcién StorageGRID S3 Object Lock es una solucién de proteccion de objetos equivalente a S3 Object
Lock en Amazon simple Storage Service (Amazon S3). Puede habilitar la configuracion global de Object Lock
para un sistema StorageGRID a fin de permitir que las cuentas de inquilinos S3 creen bloques con el bloqueo
de objetos S3 habilitado. A continuacion, el inquilino puede usar una aplicacién cliente de S3 para especificar
de forma opcional la configuracién de retencién (conservar hasta la fecha, la conservacion legal o ambos) de
los objetos en esos bloques. Ademas, cada bloque con el bloqueo de objetos S3 habilitado puede tener, de
manera opcional, un modo de retencidn y un periodo de retencidn predeterminados, lo que se aplica si se
agregan objetos al bloque sin su propia configuracion de retencion.

StorageGRID with 53 Object Lock setting enabled

StorageGRID 53 tenant
Bucket without Bucket with Bucket with S3 Object Lock
53 Object Lock 53 Object Lock and default retain-until-date

Objects with
retention settings

$3 client Objects without
application retention settings

A

Objects without
retention settings

Opciones de almacenamiento

Las opciones de almacenamiento permiten controlar la segmentacion de objetos y anular la configuracion de
Marca de agua del volumen de almacenamiento para gestionar el espacio de almacenamiento util de un nodo
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de almacenamiento.

Utilizar la gestion del ciclo de vida de la informacién

La gestion del ciclo de vida de la informacién (ILM) se usa para controlar la ubicacion, la
duracion y la proteccion de datos para todos los objetos del sistema StorageGRID. Las
reglas de ILM determinan la manera en que StorageGRID almacena los objetos a lo
largo del tiempo. Puede configurar una o varias reglas de ILM y luego anadirlas a una
politica de ILM.

Las reglas de ILM definen:

* Qué objetos se deben almacenar. Una regla se puede aplicar a todos los objetos o puede especificar
filtros para identificar a qué objetos se aplica una regla. Por ejemplo, una regla puede aplicarse solo a los
objetos asociados con determinadas cuentas de inquilino, bloques S3 especificos o contenedores Swift, o
valores de metadatos especificos.

« El tipo de almacenamiento y la ubicacion. Los objetos se pueden almacenar en nodos de almacenamiento,
en pools de almacenamiento en cloud o en nodos de archivado.

« El tipo de copias de objeto realizadas. Las copias se pueden replicar o codificar.

» Para las copias replicadas, el numero de copias realizadas.

» Para las copias codificadas de borrado, se utiliza el esquema de codificacion de borrado.

* Los cambios a lo largo del tiempo en la ubicacién de almacenamiento de un objeto y el tipo de copias.

» Como se protegen los datos de objetos cuando se ingieren los objetos en el grid (ubicacién sincrona o
doble registro).

Tenga en cuenta que los metadatos de objetos no estan gestionados por las reglas de ILM. En su lugar, los
metadatos de objetos se almacenan en una base de datos de Cassandra en lo que se conoce como almacén
de metadatos. Se mantienen automaticamente tres copias de los metadatos de objetos en cada sitio para
proteger los datos frente a pérdidas. Las copias se distribuyen uniformemente por todos los nodos de
almacenamiento.

Regla de ILM de ejemplo

Esta regla de ILM de ejemplo se aplica a los objetos que pertenecen al inquilino A. Realiza dos copias
replicadas de esos objetos y almacena cada copia en un sitio diferente. Las dos copias se conservan «para
siempre», lo que significa que StorageGRID no las eliminara automaticamente. En su lugar, StorageGRID
conservara estos objetos hasta que se eliminen mediante una solicitud de eliminacién del cliente o cuando
finalice el ciclo de vida de un bloque.

Esta regla utiliza la opcién equilibrada para el comportamiento de procesamiento: La instruccion de colocacion
de dos sitios se aplica tan pronto como el inquilino A guarda un objeto en StorageGRID, a menos que no sea
posible realizar de inmediato ambas copias necesarias. Por ejemplo, si el sitio 2 no se puede acceder cuando
el inquilino A guarda un objeto, StorageGRID realizara dos copias provisionales en los nodos de
almacenamiento del sitio 1. En cuanto el sitio 2 esté disponible, StorageGRID realizara la copia necesaria en
ese sitio.

18



Two copies at two sites for Tenant A

Description: Applies only to Tenant A

Ingest Behavior: Balanced

Tenant Accounts: Tenant A (34176783492629515782)
Reference Time: Ingest Time

Filtering Criteria:

Matches all objects.

Retention Diagram:

Trigger Day 0
Yed ) I >
Site 2 M

Duration - Farewver

Coémo evalua una politica de ILM los objetos

La politica activa de ILM para su sistema StorageGRID controla la ubicacion, la duracion y la proteccion de
datos de todos los objetos.

Cuando los clientes guardan objetos en StorageGRID, los objetos se evalian segun el conjunto ordenado de
reglas de ILM en la politica activa, de la siguiente manera:

1. Si los filtros de la primera regla de la politica coinciden con un objeto, el objeto se procesa segun el
comportamiento de procesamiento de esa regla y se almacena segun las instrucciones de ubicacién de
esa regla.

2. Silos filtros de la primera regla no coinciden con el objeto, el objeto se evalta en funcién de cada regla
posterior de la politica hasta que se realice una coincidencia.

3. Si ninguna regla coincide con un objeto, se aplican las instrucciones de comportamiento de procesamiento
y colocacion de la regla predeterminada de la directiva. La regla predeterminada es la ultima regla de una
directiva y no puede utilizar ningun filtro. Debe aplicarse a todos los inquilinos, todos los grupos y todas las
versiones del objeto.

Ejemplo de politica de ILM

Este ejemplo de politica de ILM usa tres reglas de ILM.
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Configure ILM Policy

Create a proposed policy by selecting and arranging rules, Then, save the policy and edit it Iater as required. Click Simulate to verify a saved policy using test
ohjects. When you are ready, click Aclivate to make this policy the active ILIM policy for the grid.

MName Exampie ILM policy

Reason for change New policy

Rules

1. Select the rutes you want to add to the policy
2 Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannet be moved.

I =+ Select Rules

Default | Rule Name Tenant Account Actions
& Rule 1: 3 replicated copies for Tenant A (& Tenant A (56889986524346539742) x
L3 Rule 2: Erasure coding for objects greater than 1 MB (5 — x
4 Rule 3: 2 copies 2 data centars (default) (3 — x

2]

En este ejemplo, la regla 1 coincide con todos los objetos que pertenecen al arrendatario A. Estos objetos se
almacenan como tres copias replicadas en tres sitios. Los objetos pertenecientes a otros arrendatarios no
coinciden con la Regla 1, por lo que se evaluan en funcion de la Regla 2.

La regla 2 coincide con todos los objetos de otros arrendatarios, pero solo si son superiores a 1 MB. Estos
objetos de mayor tamafio se almacenan mediante codificacion de borrado 6+3 en tres instalaciones. La regla
2 no coincide con los objetos de 1 MB o0 menos, por lo que estos objetos se evaluan en funcién de la regla 3.

La regla 3 es la ultima regla y la regla predeterminada de la politica y no utiliza filtros. La regla 3 realiza dos

copias replicadas de todos los objetos que no coinciden en la regla 1 o la regla 2 (objetos que no pertenecen
al arrendatario A que son de 1 MB o menos).
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Informacion relacionada

+ Gestion de objetos con ILM

Supervisar operaciones

Vea la pagina Nodes

Si necesita informacién mas detallada sobre el sistema StorageGRID de la que
proporciona la consola, puede usar la pagina nodos para ver métricas de toda la
cuadricula, cada sitio de la cuadricula y cada nodo de un sitio.

21


https://docs.netapp.com/es-es/storagegrid-116/ilm/index.html

= N NetApp | StorageGRID Grid Manager y page it Q @~ ARootv

DASHBOARD

Nodes

View the list and status of sites and grid nodes.
TENANTS Q Total node count: 12

ILM

Name 4 Type = Objectdataused @ 4  Objectmetadataused @ = CPUusage @ =
CONFIGURATION
StorageGRID Webscale Deployment Grid 0% 0%
MAINTENANCE
SUPPORT ~ DC1 Site 0% 0%
€ pci-abmy Primary Admin Node 6%
© bciarcy Archive Node 1%
fi DC1-G1 Gateway Node 3%
DC1-51 Storage Node 0% 0% 6%
DC1-52 Storage Node 0% 0% 8%
DC1-53 Storage Node 0% 0% 4%
A~ DC2 Site 0% 0%

En la tabla Nodes, se muestran todos los sitios y los nodos del sistema StorageGRID. La informacion de
resumen se muestra para cada nodo. Si un nodo tiene una alerta activa, aparece un icono junto al nombre del
nodo. Si el nodo esta conectado y no tiene alertas activas, no se muestra ninguiin icono.

Iconos de estado de conexioén

No conectado - Desconocido @: El nodo no esta conectado a la cuadricula por una razén
desconocida. Por ejemplo, se ha perdido la conexién de red entre los nodos o se ha apagado el suministro
eléctrico. La alerta no se puede comunicar con el nodo también puede activarse. Es posible que otras
alertas estén activas también. Esta situacion requiere atenciéon inmediata.

(D Es posible que un nodo aparezca como desconocido durante las operaciones de apagado
gestionadas. Puede ignorar el estado Desconocido en estos casos.

No conectado - administrativamente abajo @: El nodo no esta conectado a la cuadricula por un
motivo esperado. Por ejemplo, el nodo o los servicios del nodo se han apagado correctamente, el nodo se
esta reiniciando o se esta actualizando el software. Una o mas alertas también pueden estar activas.

Si un nodo esta desconectado de la cuadricula, puede tener una alerta subyacente, pero solo aparece el icono
"no conectado". Para ver las alertas activas de un nodo, seleccione el nodo.

Iconos de alerta
Si hay una alerta activa de un nodo, aparece uno de los siguientes iconos junto al nombre del nodo:

Critico 9: Existe una condicién anormal que ha detenido las operaciones normales de un nodo
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StorageGRID o servicio. Debe abordar el problema subyacente de inmediato. Se pueden producir
interrupciones del servicio y pérdida de datos si no se resuelve el problema.
Mayor 0: Existe una condicion anormal que afecta a las operaciones actuales o se acerca al umbral de
una alerta critica. Debe investigar las alertas principales y solucionar cualquier problema subyacente para
garantizar que esta condicién no detenga el funcionamiento normal de un nodo o servicio de
StorageGRID.
Menor : El sistema funciona normalmente, pero existe una condicién anormal que podria afectar la
capacidad de funcionamiento del sistema si continia. Debera supervisar y resolver las alertas menores
gue no se despicen por si mismas para asegurarse de que no provoquen un problema mas grave.

Detalles de un sistema, sitio o nodo

Para ver la informacion disponible, seleccione el nombre de la cuadricula, sitio o nodo de la siguiente manera:
» Seleccione el nombre de la cuadricula para ver un resumen de las estadisticas de todo el sistema
StorageGRID. (La captura de pantalla muestra un sistema denominado StorageGRID Deployment).

 Seleccione un sitio de centro de datos especifico para ver un resumen de las estadisticas de todos los
nodos de ese sitio.

» Seleccione un nodo concreto para ver informacién detallada de ese nodo.

Pestanas de la pagina Nodes

Las pestafias de la parte superior de la pagina Nodes se basan en lo que seleccione en el arbol de la
izquierda.

Nombre de la ficha Descripcion Incluido para
Descripcion general * Proporciona informacién basica sobre cada nodo. Todos los nodos

* Muestra las alertas activas que afectan al nodo.

Hardware subyacente * Muestra el uso de CPU y de memoria para cada  Todos los nodos
nodo

» Para los nodos del dispositivo, proporciona
informacién adicional de hardware.

Red Muestra un grafico que muestra el trafico de red Todos los nodos, cada
recibido y enviado a través de las interfaces de red.  sitio y el grid completo
La vista de un unico nodo muestra informacion
adicional para el nodo.

Reducida * Proporciona detalles para los dispositivos de Todos los nodos, cada
disco y volumenes de cada nodo. sitio y el grid completo

» Para los nodos de almacenamiento, cada sitio y
todo el grid, incluye graficos que muestran el
almacenamiento de datos de objetos y el
almacenamiento de metadatos usado con el
tiempo.
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Nombre de la ficha Descripcion Incluido para

Objetos * Proporciona informacioén sobre las tasas de Nodos de
procesamiento y recuperacion de S3 y Swift. almacenamiento, cada

. sitio y el grid completo
* En el caso de los nodos de almacenamiento, yelg P

proporciona informacion sobre el recuento de
objetos y las consultas del almacén de metadatos
y la verificacién en segundo plano.

ILM Proporciona informacion acerca de las operaciones Nodos de
de gestion del ciclo de vida de la informacién (ILM). almacenamiento, cada
sitio y el grid completo
* En el caso de los nodos de almacenamiento, se
proporcionan detalles sobre la evaluacion del ILM
y la verificacién en segundo plano para objetos
codificados de borrado.

» Muestra un grafico de la cola de ILM a lo largo del
tiempo de cada sitio y de la cuadricula en su
totalidad.

* En todo el grid, ofrece el tiempo estimado para
completar un analisis completo de ILM de todos

los objetos.
Equilibrador de carga Incluye graficos de rendimiento y diagndstico Los nodos de
relacionados con el servicio Load Balancer. administrador y de puerta
de enlace, cada sitio y
» Para cada sitio, proporciona un resumen todo el grid

agregado de las estadisticas para todos los
nodos de ese sitio.

 Para toda la cuadricula, proporciona un resumen
agregado de las estadisticas de todos los sitios.

Servicios de plataforma Proporciona informacion sobre cualquier operacion Cada sitio
de servicio de plataforma S3 en un sitio.

System Manager de Ofrece acceso a SANTtricity System Manager. En Nodos del dispositivo de
SANTtricity SANTtricity System Manager, puede revisar la almacenamiento
informacién de diagnédstico de hardware y entorno de
la controladora de almacenamiento, asi como los Nota: La ficha
problemas relacionados con las unidades. Administrador del sistema

de SANTtricity no
aparecera si el firmware
del controlador en el
dispositivo de
almacenamiento es
anterior a 8.70 (11.70).

Métricas de Prometheus

El servicio Prometheus en nodos de administracidn recopila métricas de series temporales de los servicios de
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todos los nodos.
La métrica recopilada por Prometheus se utiliza en varios lugares de Grid Manager:

« Pagina de nodos: Los graficos y graficos de las fichas disponibles en la pagina Nodes utilizan la
herramienta de visualizacion Grafana para mostrar las métricas de series de tiempo recogidas por
Prometheus. Grafana muestra los datos de la serie Time en formatos de graficos y graficos, mientras que
Prometheus sirve como origen de datos del back-end.

1 hour 1day 1 week 1 month Custom

Network traffic @

650 kb/'s
600 kb/s
550 kb/'s
500 kb/s
450 Kb/'s

16:10 10:15 10:20 10:25 10:30 10:35 10:40 10:45 10:50 13:55 11:.00 1105

== Received Sent

« Alertas: Las alertas se activan en niveles de gravedad especificos cuando las condiciones de regla de
alerta que utilizan las métricas Prometheus se evallian como verdaderas.

* API de gestion de grid: Puede utilizar métricas Prometheus en reglas de alerta personalizadas o con
herramientas de automatizacion externas para supervisar su sistema StorageGRID. Puede consultar una
lista completa de la métrica Prometheus en la API de Grid Management. (En la parte superior de Grid
Manager, seleccione el icono de ayuda y seleccione Documentacion de APl > métricas.) Si bien hay
mas de mil métricas disponibles, solo se requiere una cantidad relativamente pequena para supervisar las
operaciones de StorageGRID mas importantes.

@ Las métricas que incluyen private en sus nombres estan destinadas unicamente a uso
interno y estan sujetas a cambios entre versiones de StorageGRID sin previo aviso.

* La pagina SUPPORT > Tools > Diagnostics y la pagina SUPPORT > Tools > Metrics: Estas paginas,
que estan principalmente destinadas a ser utilizadas por el soporte técnico, proporcionan una serie de
herramientas y graficos que usan los valores de las métricas Prometheus.

@ Algunas funciones y elementos de menu de la pagina Métricas no son intencionalmente
funcionales y estan sujetos a cambios.

Atributos de la StorageGRID

Los atributos notifican valores y Estados para muchas de las funciones del sistema StorageGRID. Los valores
de los atributos estan disponibles para cada nodo de la cuadricula, cada sitio y toda la cuadricula.

Los atributos StorageGRID se utilizan en varios lugares del Gestor de grid:

» Pagina nodos: Muchos de los valores mostrados en la pagina nodos son atributos StorageGRID. (Las
métricas de Prometheus también se muestran en las paginas de nodos.)
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« Alarmas: Cuando los atributos alcanzan valores de umbral definidos, las alarmas StorageGRID (sistema
heredado) se activan a niveles de gravedad especificos.

+ Arbol de topologia de cuadricula: Los valores de atributo se muestran en el arbol de topologia de
cuadricula (SUPPORT > Tools > topologia de cuadricula).

« Eventos: Los eventos del sistema se producen cuando ciertos atributos registran un error o condicion de
fallo para un nodo, incluidos errores como errores de red.

Valores de atributo

Los atributos se notifican con el mejor esfuerzo y son aproximadamente correctos. Las actualizaciones de
atributos se pueden perder en determinadas circunstancias, como el bloqueo de un servicio o el fallo y la
reconstruccion de un nodo de cuadricula.

Ademas, los retrasos de propagacion pueden ralentizar la generacion de informes de atributos. Los valores
actualizados de la mayoria de los atributos se envian al sistema StorageGRID a intervalos fijos. Puede tardar
varios minutos en que una actualizacion sea visible en el sistema, y se pueden notificar dos atributos que
cambian mas o menos simultaneamente en momentos ligeramente diferentes.

Informacioén relacionada

* Supervision y solucién de problemas
» Supervisar y gestionar alertas

« Use las opciones de soporte de StorageGRID

Supervisar y gestionar alertas

El sistema de alertas proporciona una interfaz facil de usar para detectar, evaluar y
resolver los problemas que pueden ocurrir durante el funcionamiento de StorageGRID.

El sistema de alertas esta disefiado para ser su herramienta principal para supervisar cualquier problema que
pueda producirse en el sistema StorageGRID.

» El sistema de alertas se centra en los problemas que pueden llevar a la practica en el sistema. Se activan
alertas para eventos que requieren su atencion inmediata, no para eventos que se pueden ignorar de
forma segura.

 Las paginas Alertas actuales y Alertas resueltas proporcionan una interfaz facil de usar para ver los
problemas actuales e histéricos. Puede ordenar el listado por alertas individuales y grupos de alertas. Por
ejemplo, podria ordenar todas las alertas por nodo/sitio para ver qué alertas afectan a un nodo concreto. O
bien, se pueden ordenar las alertas de un grupo por tiempo activadas para encontrar la instancia mas
reciente de una alerta especifica.

» Se agrupan varias alertas del mismo tipo en un correo electronico para reducir el nUmero de
notificaciones. Ademas, se muestran varias alertas del mismo tipo como un grupo en las paginas Alertas y
Alertas resueltas actuales. Puede expandir y contraer grupos de alertas para mostrar u ocultar las alertas
individuales. Por ejemplo, si varios nodos informan de la alerta no se puede comunicar con el nodo,
so6lo se envia un correo electrénico y la alerta se muestra como un grupo en la pagina Alertas actuales.
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Current Alerts B Learn mare

View the current alerts affecting your StorageGRID system

\# Group alerts Active 1 g
Name Il Severity LI Time triggered W Site | Node 11 Status il Currentvalues
v i i 9 minutes ago (newest]

Unable to cowmunlcate with n:?de ) . o 2 Major go i 51 S iie
One or more services are unresponsive or cannot be reached by the metrics collection job. 19 minutes ago (oldest)
Low root disk capacity : 3 Disk space available: 2.00 GB
L Mi 25 minutes ago Data Center 1/DC1-51-99-51 Active

The space available on the root disk is low. Mior d Total disk space: 21.00 GB

Expiration of server certificate for Storage APl Endpoints

= R . © wajor 31 minutes ago Data Center 1/DC1-ADM1-99-49 | Active Days remaining: 14
The server certificate used for the storage AP| endpoints is about to expire
Expiration of rtificate for M it Interf;
Sl S,EWE[ bt i anagemeln e .?ce E % Minor 31 minutes ago Data Center 1/ DC1-ADM1-99-49 | Active Days remaining: 30
The server certificate used for the management interface is about to expire
¥ Low installed node memoi a day ago (newest]
. v . €3 8 Critical vea . I a8 Active
The amount of installed memory on a node is low. adayage  (oldest}

« Las alertas utilizan nombres y descripciones intuitivos que le ayudan a entender mas rapidamente el
problema. Las notificaciones de alerta incluyen detalles sobre el nodo y el sitio afectado, la gravedad de
alerta, la hora en la que se activo la regla de alerta y el valor actual de las métricas relacionadas con la
alerta.

« Las notificaciones de alertas por correo electronico y los listados de alertas de las paginas actuales de
Alertas y Alertas resueltas ofrecen acciones recomendadas para resolver una alerta. Estas acciones
recomendadas suelen incluir enlaces directos a documentacion de StorageGRID para facilitar la busqueda
y el acceso a procedimientos mas detallados para la solucién de problemas.

Low installed node memory

The amount of installed memory on a node is low. Status
Active (silence this alert ()

Recommended actions

Site / Node
Increase the amount of RAM available to the virtual machine or Linux host. Check Data Center 2/ DC2-51-99-56
the threshold value for the major alert to determine the default minimum requirement -
for a StorageGRID node. Severity

€3 Critical

Total RAM size

See the instructions for your platform:

« VMware installation

8.358 GB
* Red Hat Enterprise Linux or CentOS installation
Condition
= Ubuntu or Debian installation View conditions | Edit rule &

Time triggered

2019-07-1517:07:41 MDT (2019-07-15 23:07:41 UTC)

Close

El sistema de alarma heredado esta obsoleto. La interfaz de usuario y las API del sistema de
alarma heredado se eliminaran en una version futura. El sistema de alerta ofrece ventajas
importantes y es mas facil de usar.

Gestionar alertas

Todos los usuarios de StorageGRID pueden ver alertas. Si tiene el permiso acceso raiz o Administrar alertas,
también puede administrar alertas, como se indica a continuacion:
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« Si necesita suprimir temporalmente las notificaciones de una alerta en uno o mas niveles de gravedad,
puede silenciar facilmente una regla de alerta especifica durante una duraciéon determinada. Puede
silenciar una regla de alerta de toda la cuadricula, un solo sitio o un unico nodo.

* Puede editar las reglas de alerta predeterminadas si es necesario. Puede deshabilitar una regla de alerta
por completo o cambiar sus condiciones de activacion y duracion.

* Puede crear reglas de alerta personalizadas para tener en cuenta las condiciones especificas que son
relevantes para su situacion y para proporcionar sus propias acciones recomendadas. Para definir las
condiciones de una alerta personalizada, debe crear expresiones mediante las métricas Prometheus
disponibles en la seccién Metrics de la API de gestion de grid.

Por ejemplo, esta expresion provoca que se active una alerta si la cantidad de RAM instalada para un
nodo es inferior a 24,000,000,000 bytes (24 GB).

node memory MemTotal < 24000000000

Informacion relacionada

Supervision y solucion de problemas

Usar supervision de SNMP

Si desea supervisar StorageGRID mediante el Protocolo simple de administracion de red
(SNMP), puede utilizar el Administrador de grid para configurar el agente SNMP.

Cada nodo StorageGRID ejecuta un agente SNMP, o un daemon, que proporciona una base de datos de
informacion de gestion (MIB). EI MIB de StorageGRID contiene definiciones de tablas y notificaciones para
alertas y alarmas. Cada nodo StorageGRID también admite un subconjunto de objetos MIB-II.

Inicialmente, SNMP esta deshabilitado en todos los nodos. Al configurar el agente SNMP, todos los nodos
StorageGRID reciben la misma configuracion.

El agente SNMP de StorageGRID admite las tres versiones del protocolo SNMP. El agente proporciona
acceso MIB de solo lectura para consultas, y puede enviar dos tipos de notificaciones condicionadas por
eventos a un sistema de gestion:

* Trampas son notificaciones enviadas por el agente SNMP que no requieren el reconocimiento del sistema
de administracion. Los traps sirven para notificar al sistema de gestion que algo ha sucedido dentro de
StorageGRID, por ejemplo, que se activa una alerta. Las tres versiones de SNMP admiten capturas.

* Informa es similar a las trampas, pero requieren el reconocimiento del sistema de administracion. Si el
agente SNMP no recibe un acuse de recibo en un periodo de tiempo determinado, vuelve a enviar el
informe hasta que se reciba un acuse de recibo o se haya alcanzado el valor de reintento maximo. Las
informa son compatibles con SNMPv2c y SNMPV3.

Las notificaciones Trap e INFORM se envian en los siguientes casos:
* Una alerta predeterminada o personalizada se activa en cualquier nivel de gravedad. Para suprimir las

notificaciones SNMP de una alerta, debe configurar un silencio para la alerta. Las notificaciones de alerta
se envian mediante el nodo de administrador que esté configurado para que sea el remitente preferido.

« Ciertas alarmas (sistema heredado) se activan a niveles de gravedad especificados o superiores.
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@ Las notificaciones SNMP no se envian para cada alarma ni para cada gravedad de alarma.

Informacion relacionada

» Supervision y solucién de problemas

Revisar los mensajes de auditoria

Los mensajes de auditoria pueden ayudarle a comprender mejor las operaciones
detalladas del sistema StorageGRID. Es posible usar registros de auditoria para
solucionar problemas y evaluar el rendimiento.

Durante el funcionamiento normal del sistema, todos los servicios de StorageGRID generan mensajes de
auditoria de la siguiente manera:

* Los mensajes de auditoria del sistema estan relacionados con el mismo sistema de auditoria, los estados
del nodo de grid, la actividad de tareas en todo el sistema y las operaciones de backup de servicio.

* Los mensajes de auditoria del almacenamiento de objetos estan relacionados con el almacenamiento y la
gestion de objetos dentro de StorageGRID, incluidos el almacenamiento y la recuperacion de objetos, el
nodo de grid a nodos de grid y las verificaciones.

* Los mensajes de auditoria de lectura y escritura del cliente se registran cuando una aplicacién cliente S3 o
Swift hace una solicitud para crear, modificar o recuperar un objeto.

* Los mensajes de auditoria de gestidn registran las solicitudes de los usuarios a la API de gestion.

Cada nodo de administracion almacena los mensajes de auditoria en archivos de texto. El recurso compartido
de auditoria contiene el archivo activo (audit.log) y registros de auditoria comprimidos de los dias anteriores.
Ademas, cada nodo de su grid almacena una cantidad limitada de mensajes de auditoria en un archivo de
registro local (localaudit.log).

Para facilitar el acceso a los registros de auditoria, es posible configurar el acceso de clientes al recurso
compartido de auditoria para NFS y CIFS (CIFS esta obsoleto). También es posible acceder a los archivos del
registro de auditoria directamente desde la linea de comandos del nodo de administracion.

De manera opcional, se puede enviar informacion de auditoria almacenada en los nodos administrador y local
a un servidor de syslog externo. El uso de un servidor de syslog externo puede facilitar la gestion de la
informacién de auditoria y reducir el trafico de red. Consulte Configurar los mensajes de auditoria y los
destinos de registro si quiere mas informacion.

Para obtener detalles sobre el archivo de registro de auditoria, el formato de los mensajes de auditoria, los
tipos de mensajes de auditoria y las herramientas que se encuentran disponibles para analizar los mensajes
de auditoria, consulte la instrucciones para los mensajes de auditoria. Para obtener informacion sobre como
configurar el acceso al cliente de auditoria, consulte Configure el acceso de los clientes de auditoria.

Informacion relacionada

* Revisar los registros de auditoria

* Administre StorageGRID

Realizar el mantenimiento

Realiza varios procedimientos de mantenimiento para mantener el sistema StorageGRID
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actualizado y garantizar que el rendimiento se realiza de forma eficiente. Grid Manager
proporciona herramientas y opciones para facilitar el proceso de realizacién de tareas de
mantenimiento.

Actualizaciones de software

Puede realizar tres tipos de actualizaciones de software desde la pagina actualizacion de software de Grid
Manager:

* Actualizacion de software StorageGRID
* Revision StorageGRID
* Actualizacion de SANTtricity OS

Actualizaciones de software StorageGRID

Cuando existe una nueva version de la funcion StorageGRID disponible, la pagina actualizacion de software le
guiara durante el proceso de cargar el archivo necesario y actualizar el sistema StorageGRID. Debe actualizar
todos los nodos de grid para todos los sitios del centro de datos desde el nodo de administracion principal.

Durante una actualizacion del software StorageGRID, las aplicaciones cliente pueden seguir procesamiento y
recuperacion de datos de objetos.

Revisiones

Si se detectan y resuelven problemas con el software entre versiones de caracteristicas, es posible que deba
aplicar una revision al sistema StorageGRID.

Las correcciones urgentes de StorageGRID contienen cambios de software que se pueden hacer disponibles
fuera de una funcién o una versién de revision. Los mismos cambios se incluyen en una version futura.

La pagina de correccion de StorageGRID, que se muestra a continuacién, permite cargar un archivo de
revision.

StorageGRID Hotfix
Before starting the hotfix process, you must confirm that there are no active alerts and that all grid nodes are online and available.
When the primary Admin Node is updated, services are stopped and restarted. Connectivity might be interrupted until the services

are back online

Hotfix file

Hotfix file @ Browse

Passphrase

Provisioning Passphrase 7]
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La revision se aplica primero al nodo de administracion principal. A continuacion, debe aprobar la aplicacion
de la revisién a otros nodos de cuadricula hasta que todos los nodos de su sistema StorageGRID ejecuten la
misma version de software. Puede personalizar la secuencia de aprobacion seleccionando aprobar nodos de
cuadricula individuales, grupos de nodos de cuadricula o todos los nodos de cuadricula.

Mientras todos los nodos de cuadricula se actualizan con la nueva version de revision, los

@ cambios reales en una revision soélo pueden afectar a servicios especificos de tipos de nodos
especificos. Por ejemplo, una revision solo podria afectar al servicio LDR en nodos de
almacenamiento.

Actualizaciones del sistema operativo SANtricity

Es posible que necesite actualizar el software de sistema operativo SANTtricity en las controladoras de
almacenamiento de sus dispositivos de almacenamiento si las controladoras no funcionan de forma 6ptima.
Puede cargar el archivo del sistema operativo SANTtricity en el nodo de administracion principal del sistema
StorageGRID vy aplicar la actualizacién desde el Administrador de grid.

La pagina SANtricity, que se muestra a continuacion, permite cargar el archivo de actualizacion del sistema
operativo SANTricity.

SANtricity OS

Use this procedure to upgrade the SANtricity 05 software [controller firmware] an the storage contraliers in your storage appliances,

L. Download the SAMtricity 05 version that is compatible with the storage controllers. If you use different appliance models, repeat these steps for each model.
2. Canfirm the storage controllers are Mominal (NODES > applionce node > Hardware) and ready to upgrade,

1. Start the upgrade and approve the nodes you want to upgrade, Nodes are upgraded ane at a time
During the upgrade, a health check is performed and valid NVSRAM is instatled, When the upgrade is complete, the appliance is rebooted. The upgrade can take
up-ta 30 minutes for each appliance,

4. Select Skip Nodes and Finish if you only want to apply this upgrade to some nodes or if you want to upgrade some nodes laler

SANtricity OS5 Upgrade File

SANtricity 05 Upgrade File @ Browse

Passphrase

Provisioning Passphrase €

Después de cargar el archivo, puede aprobar la actualizacion en nodos de almacenamiento individuales o en
todos los nodos. La capacidad para aprobar nodos de forma selectiva facilita la programacioén de la
actualizacion. Después de aprobar un nodo para la actualizacion, el sistema realiza una comprobacion del
estado e instala la actualizacion si es aplicable al nodo.

Procedimientos de expansion

Puede expandir un sistema StorageGRID anadiendo volimenes de almacenamiento a nodos de
almacenamiento, agregando nuevos nodos grid a un sitio existente o ainadiendo un nuevo sitio de centro de
datos. Si tiene nodos de almacenamiento que usan el dispositivo de almacenamiento SG6060 o SG6060X,
puede afadir una o dos bandejas de expansion al doble o triple de la capacidad de almacenamiento del nodo.

Puede realizar ampliaciones sin interrumpir el funcionamiento del sistema actual. Cuando agrega nodos o un

sitio, primero implementa los nuevos nodos y después ejecuta el procedimiento de expansion desde la pagina
expansion de cuadricula.
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Grid Expansion

@ A new Recovery Package has been generated as a result of the configuration change. Go to the Recavery Package page to download it

Expansion Progress

Lists the status of grid configuration tasks required to change the grid topology. These grid configuration tasks are run automatically by the StorageGRID system.
1. Installing Gnd Modes In Progress
Grid Node Status

Lists the installation and configuration status of each grid node included in the expansion.

Q

Name It Site It Grid Network IPv4 Address ~ Progress If Stage it
DC2-ADM1-184 Site A 172.17.3.184/21 ___ Waiting for NTP to synchronize

DC2-51-185 Site A 172.17.3.185/21 i Waiting for Dynamic IP Senice peers
DC2-52-186 Site A 172.17.3.186/21 | Waiting for NTP to synchronize

DC2-53-187 Site A 17217318721 ! Waiting for NTP to synchronize

DC2-54-188 Site A 172.17.3.188/21 Y Waiting for Dynamic IP Senice peers
DC2-ARC1-189 Site A 172.97:3.18921 |_ Waiting for NTP to synchronize

2. Initial Configuration Pending
3. Distributing the new gnd node’s certificates to the StorageGRID system. Pending
4. Starting senvices on the new grid nodes Pending
5. Cleaning up unused Cassandra keys Pending

Procedimientos de recuperacion de nodos

Los nodos de grid pueden fallar si un error de hardware, virtualizacién, sistema operativo o software hace que
el nodo no se pueda utilizar o no sea fiable.

Los pasos para recuperar un nodo de cuadricula dependen de la plataforma en la que se aloje el nodo de grid
y del tipo de nodo de cuadricula. Cada tipo de nodo de cuadricula tiene un procedimiento de recuperacion
especifico, que se debe seguir exactamente. En general, intenta conservar los datos del nodo de cuadricula
con errores cuando es posible, reparar o reemplazar el nodo con errores, utilizar la pagina recuperacion para
configurar el nodo de sustitucion y restaurar los datos del nodo.

Por ejemplo, este diagrama de flujo muestra el procedimiento de recuperacién si un nodo de administracion ha
fallado.
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Prepare for node recovery.

v

Preserve the audit log.

v

Replace node.

ViMware SEH.'HCES Linux
appliance

See the
"What next?”
section for details.

Comective
actions taken when
restoring node?

Recovery is
complete.

Yes

—force flag
+ or force-recovery

Select Start Recovery to
configure the Admin Node.

v

Restore the audit log.

v

Reset the preferred sender.

v

Restore the Admin Node
database.

v

Restore Prometheus metrics.

Procedimientos de retirada

Tal vez desee eliminar de forma permanente nodos grid o un sitio de centro de datos completo de su sistema
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StorageGRID.
Por ejemplo, podria retirar uno o varios nodos de grid en estos casos:
* Anadioé un nodo de almacenamiento de mayor tamafio al sistema y desea quitar uno o mas nodos de
almacenamiento mas pequefios mientras conserva los objetos al mismo tiempo.
* Necesita menos almacenamiento total.
* Ya no necesita un nodo de puerta de enlace ni un nodo de administrador que no sea primario.
« El grid incluye un nodo desconectado que no se puede recuperar ni volver a conectar.

Puede utilizar la pagina nodos de mision no deseados en Grid Manager para eliminar los siguientes tipos de
nodos de cuadricula:

* Los nodos de almacenamiento, a menos que no haya suficientes nodos, permaneceran en el sitio para
admitir ciertos requisitos
* Nodos de puerta de enlace

* Nodos de administrador no primario

Before decommissioning a grid node, review the health of all nodes. If possible, resolve any issues or alarms before proceeding.
Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guide to
learn how to proceed.
Grid Nodes
Q
Name v Site It Type It HasADC lT Health Decommission Possible
Na, pri Admin Node d
DC1-ADM1 Data Center 1 Admin Node ) E R Naqeemmmssinning 3
not supported.
e ARG FaaE A ArchTig NeaE . 0 Mo, Archive Nodes decommissioning is not
supported,
[J opere Data Center 1 API Gateway Node - (V]
Mo, site Data Center L requires a minimum of 3
DC1-51 Data Center 1 Storage Nod ¥ 2 i ;
a8 mragsleee & o Storage Nodes with ADC services.
Mo, site Data Center 1 requires a minimum of 3
DC1-52 Data Center 1 St Nod ¥ i .
ANt Pragg hece & o Storage Nodes with ADC services.
Mo, site Data Center 1 requires a minimum of 3
DC1-53 Data Center 1 Storage Nod ki ) : s
ata Lenter orage Hode & 0 Storage Nodes with ADC services.
|:| DC1-54 Data Center 1 Storage Node No o
[] oczaomy Data Center 2 Admin Node (]
Mo, site Data Center 2 requires a minimum of 3
DC2-51 DataC 2 Storage Nod ¥ H :
ata benter REage Node & 0 Storage Nodes with ADC services.

Puede utilizar la pagina Sitio de retirada en Grid Manager para quitar un sitio. La retirada de un sitio conectado
quita un sitio operativo y conserva los datos. Una retirada de sitio desconectada quita un sitio que ha fallado
pero no conserva los datos. El asistente del sitio de retirada le guia a través del proceso de seleccién del sitio,
visualizacion de detalles del sitio, revision de la politica de ILM, eliminacion de referencias del sitio de las
reglas de ILM y resolucion de conflictos de nodos.
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Procedimientos de mantenimiento de red

Algunos de los procedimientos de mantenimiento de red que debe realizar son los siguientes:

» Actualizacion de las subredes en la red de cuadricula

* Uso de la herramienta Change IP para cambiar la configuracion de red establecida inicialmente durante la
implementacion de grid

« Agregar, quitar o actualizar servidores de sistema de nombres de dominio (DNS)

» Agregar, eliminar o actualizar servidores de protocolo de tiempo de redes (NTP) para garantizar que los
datos se sincronizan con precision entre los nodos de grid

» Restauracion de conectividad de red a los nodos que pueden haberse aislado del resto del grid

Procedimientos de middleware y a nivel de host

Algunos procedimientos de mantenimiento son especificos de los nodos StorageGRID que se implementan en
Linux o VMware, o bien son especificos de otros componentes de la solucion de StorageGRID. Por ejempilo,
puede que desee migrar un nodo de cuadricula a un host Linux diferente o realizar tareas de mantenimiento
en un nodo de archivado conectado a Tivoli Storage Manager (TSM).

Clonado de nodos de dispositivos

El clonado de nodos de dispositivos le permite sustituir facilmente un nodo de dispositivos existente en el grid
por un dispositivo de disefio mas reciente o mayores funcionalidades que forman parte del mismo sitio logico
de StorageGRID. El proceso transfiere todos los datos al dispositivo nuevo, situandolos en servicio para
sustituir el nodo de dispositivo antiguo y dejar el dispositivo antiguo en estado previo a la instalacién. La
clonacién ofrece un proceso de actualizacion de hardware que es facil de ejecutar y proporciona un método
alternativo para reemplazar dispositivos.

Procedimientos de los nodos de grid

Es posible que deba realizar ciertos procedimientos en un nodo de grid especifico. Por ejemplo, es posible
que deba reiniciar un nodo de grid o detener y reiniciar manualmente un servicio de nodo de grid especifico.
Algunos procedimientos de nodo de cuadricula se pueden realizar desde Grid Manager; otros requieren que
inicie sesion en el nodo de cuadricula y que utilice la linea de comandos del nodo.

Informacion relacionada
* Administre StorageGRID

* Actualizar el software de
* Amplie su grid

* Recuperacion y mantenimiento

Descargue el paquete de recuperacion

El paquete de recuperacion es un archivo .zip descargable que contiene archivos y
software especificos de la implementacién necesarios para instalar, ampliar, actualizar y
mantener un sistema StorageGRID.

El archivo Recovery Package también contiene informacion de integracion y configuracion especifica del
sistema, incluidos los nombres de host del servidor y las direcciones IP, y contrasefias altamente
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confidenciales necesarias durante el mantenimiento, la actualizacion y la expansion del sistema. El paquete
de recuperacion es necesario para recuperarse de un error del nodo de administracién principal.

Al instalar un sistema StorageGRID, es necesario descargar el archivo del paquete de recuperacion y
confirmar que puede acceder correctamente al contenido de este archivo. También se debe descargar el
archivo cada vez que la topologia de cuadricula de los cambios del sistema StorageGRID se debe a los
procedimientos de mantenimiento o actualizacion.

Recovery Package

Enter your provisioning passphrase and click Start Download to save a copy of the Recovery Package file. Download the file each time the grid topology of the StorageGRID
system changes hecause of maintenance or upgrade procedures, so that you can restore the grid if a failure occurs.

When the download completes, copy the Recovery Package file to two safe, secure, and separate locations.

Important: The Recovery Package file must be secured because it contains encryption keys and passwords that can be used to obtain data from the StorageGRID system.

Provisioning Passphrase |

Start Download

Después de descargar el archivo del paquete de recuperacion y confirmar que puede extraer el contenido,
copie el archivo del paquete de recuperacién en dos ubicaciones seguras, seguras e independientes.

@ El archivo del paquete de recuperacion debe estar protegido porque contiene claves de cifrado
y contrasenas que se pueden usar para obtener datos del sistema StorageGRID.

Informacion relacionada
« Actualizar el software de

* Amplie su grid

* Recuperacion y mantenimiento

Use las opciones de soporte de StorageGRID

Grid Manager ofrece opciones para ayudarle a trabajar con el soporte técnico en caso de
que surja un problema con el sistema StorageGRID.

Configure AutoSupport

La funcion AutoSupport permite que el sistema StorageGRID envie mensajes de estado y estado al soporte
técnico. El uso de AutoSupport puede acelerar significativamente la deteccién y resolucion de problemas. El
soporte técnico también puede supervisar las necesidades de almacenamiento del sistema y ayudarle a
determinar si necesita afadir nodos o sitios nuevos. De manera opcional, puede configurar los mensajes de
AutoSupport para que se envien a un destino adicional.

La configuracion de AutoSupport se realiza mediante el Administrador de cuadricula (SUPPORT > Tools >
AutoSupport). La pagina AutoSupport tiene dos fichas: Ajustes y resultados.
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AutoSupport

The AutoSupport feature enables your StorageGRID system to send periodic and event-driven health and status messages to technical support to aflow proactive monitoring
and froubleshooting. StorageGRID AutoSupport also enables the use of Active IQ for prediclive recommendations.

Settings Results
Protocol Details
Protocol @ & HTTPS HTTP 2 SMTP
NetApp Support Certificate Validation @ Use NetApp support certificate Y
AutoSupport Details
Enable Weekly AutoSupport @ rd
Enable Event-Triggered AutoSupport @ [+

Enable AutoSuppori on Demand @ =

Software Updates

Check for software updates @ [

Additional AutoSupport Destination

Enable Additional AutoSupport Destination @

“ ‘ Send User-Triggered AutoSupport

Informacién incluida en los mensajes de AutoSupport

Los mensajes de AutoSupport incluyen informacién como la siguiente:

* Version del software StorageGRID
* Version del sistema operativo
* Informacion de atributos a nivel de sistema y ubicacion
+ Alertas y alarmas recientes (sistema heredado)
» Estado actual de todas las tareas de cuadricula, incluidos los datos historicos
* Uso de la base de datos del nodo de administrador
* Numero de objetos perdidos o faltantes
 Ajustes de configuracién de cuadricula
» Entidades NMS
* Politica de ILM activa
» Archivo de especificacion de grid aprovisionado
» Métricas de diagndstico
Puede habilitar la funcion AutoSupport y las opciones individuales de AutoSupport cuando instale

StorageGRID por primera vez, o bien puede habilitarlas mas adelante. Si AutoSupport no esta habilitado,
aparecera un mensaje en el Panel de Grid Manager. El mensaje incluye un enlace a la pagina de
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configuracion de AutoSupport.

The AutoSupport feature is disabled. You should enable AutoSupport to allow StorageGRID to send
health and status messages to technical support for proactive monitoring and troubleshooting

Si cierra el mensaje, no volvera a aparecer hasta que se borre la caché del explorador, aunque AutoSupport
permanezca deshabilitado.

Utilice el Asesor digital

El asesor digital de Active 1Q esta basado en la nube y aprovecha el analisis predictivo y los conocimientos de
la comunidad de la base instalada de NetApp. Sus evaluaciones de riesgos continuas, las alertas predictivas,
las directrices prescriptivas y las acciones automatizadas le ayudan a evitar problemas antes de que se
produzcan, lo que mejora el estado del sistema y aumenta la disponibilidad del sistema.

Debe habilitar AutoSupport si desea usar las consolas y la funcionalidad del asesor digital en el sitio de
soporte de NetApp.

"Documentacion del asesor digital"

Recopile registros de StorageGRID

Para ayudar a resolver un problema, es posible que deba recoger archivos de registro y reponerlos al soporte
de.

StorageGRID utiliza los archivos de registro para capturar eventos, mensajes de diagnéstico y condiciones de
error. El archivo bycast.log se mantiene para cada nodo de grid y es el archivo principal de solucion de
problemas. StorageGRID también crea archivos de registro para servicios StorageGRID individuales, archivos
de registro relacionados con actividades de implementaciéon y mantenimiento y archivos de registro
relacionados con aplicaciones de terceros.

Los usuarios que dispongan de los permisos adecuados y que conozcan la contrasefia de acceso de
aprovisionamiento para el sistema StorageGRID pueden utilizar la pagina registros en el administrador de grid
para recopilar archivos de registro, datos del sistema y datos de configuracion. Cuando recoja registros,
seleccione un nodo o nodos y especifique un periodo de tiempo. Los datos se recogen y archivan en un
.tar.gz archivo, que puede descargar en un equipo local. Dentro de este archivo hay un archivo de registro
para cada nodo de cuadricula.

38


https://docs.netapp.com/us-en/active-iq/index.html

@A = StorageGRID ~ ~

© = 0c1 Log Start Time 2021-12-03 06 |:[ 31 MST
w* w
) |:| DC1-ADM1
@[] bC1-G1 s e
Log End Time 2021-12-03 10 [:] 31 - MST
@ P bC1-s1 = —
@ [_]DC1-s2
@[] bC1-S3 Log Types Application Logs [ ] Network Trace
@ [_|DC1-54 [] Audit Logs [ ] Prometheus Database
@ A [ DC2
o D DC2-ADM1 Notes
@ [] bC2-G1
& W) DC2-s1
@[] bC2-s2
@ [ ] DC2-s3 y
DC2-54
® D Provisioning dassiRaa
Passphrase

Coliect Logs

Al solucionar problemas, puede trabajar con el soporte técnico para revisar métricas y graficos detallados para
su sistema StorageGRID. También puede ejecutar consultas de diagndstico predisefadas para evaluar de
forma proactiva valores clave en su sistema StorageGRID.

Utilice métricas y ejecute diagnodsticos

Pagina de métricas

La pagina Metrics proporciona acceso a las interfaces de usuario de Prometheus y Grafana. Prometheus es
un software de cédigo abierto para recopilar métricas. Grafana es un software de cédigo abierto para la
visualizacion de métricas.

Las herramientas disponibles en la pagina Métricas estan destinadas al soporte técnico.
Algunas funciones y elementos de menu de estas herramientas no son intencionalmente
funcionales y estan sujetos a cambios.
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Metrics

Access charts and metrics to help troubleshoot issues.

© The tools availahle on this page are intended far use by technical support. Some features and menu items within these tools are intentionally non-
functional.

Prometheus
Prometheus is an open-source toolkit for collecting metrics. The Prometheus interface allows you to query the current values of metrics
and to view charts of the values over time.

Access the Prometheus Ul using the link below. You must be signed in to the Grid Manager.

* hitps:// fmetrics/graph

Grafana

Grafana is open-source software for metrics visualization. The Grafana interface provides pre-constructed dashboards that contain
graphs of important metric values over time,

Access the Grafana dashboards using the links below. You must be signed in to the Grid Manager.

ADE Grid S3- Node

Account Service Overview LM S3 Overview
Alertmanager Identity Service Overview S3 Select

Audit Overview Ingests Site

Cassandra Cluster Overview Node Support

Cassandra Network Overview Node (Internal Use) Traces

Cassandra Mode Overview OSL-AsynclO Traffic Classification Policy
Cloud Storage Pool Overview Platform Services Commits Usage Processing
EC-ADE Platform Services Overview Virtual Memory (vmstat)
EC - Chunk Service Platform Services Processing

EC Overview Replicated Read Path Overview

El enlace de la seccién Prometheus de la pagina Metrics le permite consultar los valores actuales de las
métricas de StorageGRID y ver graficos de los valores a lo largo del tiempo.
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O Enable query history

| 4

Execute - insert metric at cursor - b

Graph  Console

Element Value

no data

Add Graph

@ Las métricas que incluyen private en sus nombres estan destinadas unicamente a uso interno y
estan sujetas a cambios entre versiones de StorageGRID sin previo aviso.

Remove Graph

Los enlaces de la seccion Grafana de la pagina Metrics le permiten acceder a paneles preconstruidos que
contienen graficos de métricas de StorageGRID a lo largo del tiempo.
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Pagina Diagnéstico

La pagina Diagnésticos realiza un conjunto de comprobaciones de diagndstico preconstruidas sobre el estado
actual de la cuadricula. En el ejemplo, todos los diagndsticos tienen un estado normal.
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Diagnostics
This page performs a zet of diagnostic checks on the current state of the grid. A diagnostic check can have one of three statuses
«" Normal: All valuss are within the normal range.
Attention: One or more of the values are outside of the normal range.
€ Caution: One or more of the values are significantly outside of the normal range.

Diagnostic statuses are independent of current alerts and might not indicate operational issues with the grid. For example, a diagnostic check might
show Caution status even if no alert has been triggered.

* Cassandra blocked task queue too large v
* Cassandra commit log latency v
* Cassandra commit log queue depth v
* Cassandra compaction gueue too large v

R i it P il e N T Y Rl e W

Al hacer clic en un diagnéstico especifico puede ver detalles sobre el diagndstico y sus resultados actuales.

En este ejemplo, se muestra el uso actual de la CPU para cada nodo de un sistema StorageGRID. Todos los
valores de nodo estan por debajo de los umbrales de atencion y precaucion, por lo que el estado general del
diagnéstico es normal.

CPU utilization R

Checks the current CPU utilization on each node.

To view charts of CPU utilization and other per-node metrics, access the Node Grafana dashboard.

Status Normal
Prometheus sum by (instance) (sum by (instance, mode) (irate(node_cpu_seconds_total{mode!="idle"}[5m])) / count by
query (instance, mode){node_cpu_seconds_total{mode!="idle"}))

View in Promatheus (8

Thresholds Attention == 75%
@ Caution >=195%

Instance 11 CPU Utilization 11

Status e
DC1-ADMA 2.598%
DC1-ARCH 0.937%
DC1-G1 2.119%
DC1-51 8.708%
DC1-s2 8.142%
DC1-S3 9.669%
DC2-ADMA 2.515%
DC2-ARCH 1.152%
DC2-51 8.204%
DC2-s2 5.000%
DC2-83 10.469%
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Informacion relacionada
* Administre StorageGRID

« Configure los ajustes de red
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Informacién de copyright

Copyright © 2025 NetApp, Inc. Todos los derechos reservados. Imprimido en EE. UU. No se puede reproducir
este documento protegido por copyright ni parte del mismo de ninguna forma ni por ningin medio (grafico,
electrénico o mecanico, incluidas fotocopias, grabaciones o almacenamiento en un sistema de recuperacion
electrénico) sin la autorizacion previa y por escrito del propietario del copyright.

El software derivado del material de NetApp con copyright esta sujeto a la siguiente licencia y exencion de
responsabilidad:

ESTE SOFTWARE LO PROPORCIONA NETAPP «TAL CUAL» Y SIN NINGUNA GARANTIA EXPRESA O
IMPLICITA, INCLUYENDO, SIN LIMITAR, LAS GARANTIAS IMPLICITAS DE COMERCIALIZACION O
IDONEIDAD PARA UN FIN CONCRETO, CUYA RESPONSABILIDAD QUEDA EXIMIDA POR EL PRESENTE
DOCUMENTO. EN NINGUN CASO NETAPP SERA RESPONSABLE DE NINGUN DANO DIRECTO,
INDIRECTO, ESPECIAL, EJEMPLAR O RESULTANTE (INCLUYENDO, ENTRE OTROS, LA OBTENCION
DE BIENES O SERVICIOS SUSTITUTIVOS, PERDIDA DE USO, DE DATOS O DE BENEFICIOS, O
INTERRUPCION DE LAACTIVIDAD EMPRESARIAL) CUALQUIERA SEA EL MODO EN EL QUE SE
PRODUJERON Y LA TEORIA DE RESPONSABILIDAD QUE SE APLIQUE, YA SEA EN CONTRATO,
RESPONSABILIDAD OBJETIVA O AGRAVIO (INCLUIDA LA NEGLIGENCIA U OTRO TIPO), QUE SURJAN
DE ALGUN MODO DEL USO DE ESTE SOFTWARE, INCLUSO S| HUBIEREN SIDO ADVERTIDOS DE LA
POSIBILIDAD DE TALES DANOS.

NetApp se reserva el derecho de modificar cualquiera de los productos aqui descritos en cualquier momento y
sin aviso previo. NetApp no asume ningun tipo de responsabilidad que surja del uso de los productos aqui
descritos, excepto aquello expresamente acordado por escrito por parte de NetApp. El uso o adquisiciéon de
este producto no lleva implicita ninguna licencia con derechos de patente, de marcas comerciales o cualquier
otro derecho de propiedad intelectual de NetApp.

Es posible que el producto que se describe en este manual esté protegido por una o mas patentes de EE.
UU., patentes extranjeras o solicitudes pendientes.

LEYENDA DE DERECHOS LIMITADOS: el uso, la copia o la divulgacion por parte del gobierno estan sujetos
a las restricciones establecidas en el subparrafo (b)(3) de los derechos de datos técnicos y productos no
comerciales de DFARS 252.227-7013 (FEB de 2014) y FAR 52.227-19 (DIC de 2007).

Los datos aqui contenidos pertenecen a un producto comercial o servicio comercial (como se define en FAR
2.101) y son propiedad de NetApp, Inc. Todos los datos técnicos y el software informatico de NetApp que se
proporcionan en este Acuerdo tienen una naturaleza comercial y se han desarrollado exclusivamente con
fondos privados. El Gobierno de EE. UU. tiene una licencia limitada, irrevocable, no exclusiva, no transferible,
no sublicenciable y de alcance mundial para utilizar los Datos en relacion con el contrato del Gobierno de los
Estados Unidos bajo el cual se proporcionaron los Datos. Excepto que aqui se disponga lo contrario, los Datos
no se pueden utilizar, desvelar, reproducir, modificar, interpretar o mostrar sin la previa aprobacién por escrito
de NetApp, Inc. Los derechos de licencia del Gobierno de los Estados Unidos de América y su Departamento
de Defensa se limitan a los derechos identificados en la clausula 252.227-7015(b) de la seccién DFARS (FEB
de 2014).

Informacién de la marca comercial
NETAPP, el logotipo de NETAPP y las marcas que constan en http://www.netapp.com/TM son marcas

comerciales de NetApp, Inc. El resto de nombres de empresa y de producto pueden ser marcas comerciales
de sus respectivos propietarios.
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