Gestionar alertas

StorageGRID

NetApp
October 03, 2025

This PDF was generated from https://docs.netapp.com/es-es/storagegrid-116/monitor/managing-
alerts.html on October 03, 2025. Always check docs.netapp.com for the latest.



Tabla de contenidos

Gestionar alertas

Gestionar alertas: descripcion general
Acerca de las alertas de StorageGRID
Leer mas

Ver reglas de alerta

Crear reglas de alerta personalizadas

Editar reglas de alerta

Deshabilitar reglas de alerta

Quitar reglas de alerta personalizadas

Permite gestionar notificaciones de alerta
Configure las notificaciones SNMP para las alertas
Configure notificaciones por correo electrénico para las alertas
Silenciar notificaciones de alerta

A NN 2 o

11
12
12
12
13
20



Gestionar alertas

Gestionar alertas: descripcion general

Las alertas le permiten supervisar diversos eventos y condiciones dentro de su sistema
StorageGRID. Puede gestionar alertas creando alertas personalizadas, editando o
deshabilitando las alertas predeterminadas, configurando notificaciones por correo
electronico para alertas y silenciando las notificaciones de alertas.

Acerca de las alertas de StorageGRID

El sistema de alertas proporciona una interfaz facil de usar para detectar, evaluar y resolver los problemas que
pueden ocurrir durante el funcionamiento de StorageGRID.

El sistema de alertas se centra en los problemas que pueden llevar a la practica en el sistema. Se activan
alertas para eventos que requieren su atencion inmediata, no para eventos que se pueden ignorar de
forma segura.

La pagina Alertas actuales proporciona una interfaz sencilla para ver los problemas actuales. Puede
ordenar el listado por alertas individuales y grupos de alertas. Por ejemplo, podria ordenar todas las
alertas por nodo/sitio para ver qué alertas afectan a un nodo concreto. O bien, se pueden ordenar las
alertas de un grupo por tiempo activadas para encontrar la instancia mas reciente de una alerta especifica.

La pagina Resolved Alerts proporciona informacién similar a la de la pagina Current Alerts, pero permite
buscar y ver un historial de las alertas que se han resuelto, incluida la hora en la que se activo la alerta y la
fecha en que se resolvio.

Se agrupan varias alertas del mismo tipo en un correo electrénico para reducir el nimero de
notificaciones. Ademas, en la pagina Alertas se muestran varias alertas del mismo tipo como un grupo.
Puede expandir y contraer grupos de alertas para mostrar u ocultar las alertas individuales. Por ejemplo, si
varios nodos notifican la alerta no se puede comunicar con el nodo aproximadamente a la vez, sélo se
envia un correo electronico y la alerta se muestra como un grupo en la pagina Alertas.

Las alertas utilizan nombres y descripciones intuitivos que le ayudan a entender rapidamente el problema.
Las notificaciones de alerta incluyen detalles sobre el nodo y el sitio afectado, la gravedad de alerta, la
hora en la que se activé la regla de alerta y el valor actual de las métricas relacionadas con la alerta.

Las notificaciones por correo electronico de alertas y los listados de alertas de las paginas actuales de
Alertas y Alertas resueltas ofrecen acciones recomendadas para resolver una alerta. Estas acciones
recomendadas suelen incluir enlaces directos al centro de documentacion de StorageGRID para facilitar la
busqueda y el acceso a procedimientos mas detallados para la solucion de problemas.

Si necesita suprimir temporalmente las notificaciones de una alerta en uno o mas niveles de gravedad,
puede silenciar facilmente una regla de alerta especifica durante una duracién especificada y para todo el
grid, un solo sitio o un solo nodo. También puede silenciar todas las reglas de alerta, por ejemplo, durante
un procedimiento de mantenimiento planificado, como una actualizacién de software.

Puede editar las reglas de alerta predeterminadas si es necesario. Puede deshabilitar una regla de alerta
por completo o cambiar sus condiciones de activacion y duracion.

Puede crear reglas de alerta personalizadas para tener en cuenta las condiciones especificas que son
relevantes para su situacion y para proporcionar sus propias acciones recomendadas. Para definir las
condiciones de una alerta personalizada, debe crear expresiones mediante las métricas Prometheus
disponibles en la seccién Metrics de la API de gestion de grid.



Leer mas
Para obtener mas informacion, consulte estos videos:

* "Video: Descripcidn general de las alertas”
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* "Video: Uso de métricas para crear alertas personalizadas”"
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Ver reglas de alerta

Las reglas de alerta definen las condiciones que desencadenan alertas especificas.
StorageGRID incluye un conjunto de reglas de alerta predeterminadas, que se pueden
utilizar tal cual o modificar, o bien se pueden crear reglas de alerta personalizadas.

Puede ver la lista de todas las reglas de alerta predeterminadas y personalizadas para saber qué condiciones
desencadenaran cada alerta y ver si hay alguna alerta desactivada.

Lo que necesitara

* Ha iniciado sesion en Grid Manager mediante un navegador web compatible.
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 Tiene el permiso Administrar alertas o acceso raiz.

* Opcionalmente, ha visto el video: "Video: Descripcion general de las alertas”

Pasos

1. Seleccione ALERTS > Reglas.

Aparecera la pagina Reglas de alerta.

Alert Rules

W Leam maore

Alert rules define which cenditions trigger specific alerts.

‘You can edit the conditions for default alert rules to better suit your environment, or create custom aleri rules that use your own conditions for triggering alerts

+ Create custom rule |

Name

Appliance battery expired
The battery in the appliance’s storage controller has expired.

Appliance battery failed
The battery in the appliance’s storage controller has failed.

Appliance battery has insufficient learned capacity
The battery in the appliance’s storage controller has insufficient
learned capacity.

Appliance battery near expiration

The battery in the appliance’s storage controller is nearing
expiration

Appliance battery removed

The battery in the appliance’s storage controller is missing

Appliance battery too hot
The battery in the appliance’s storage controller is overheated.

Appliance cache backup device failed
A persistent cache backup device has failed

Appliance cache backup device insufficient capacity
There is insufficient cache backup device capacity.

Appliance cache backup device write-protected
A cache backup device is write-protected.

Appliance cache memory size mismatch
The two controllers in the appliance have different cache sizes.

Conditions
storagegrid_appliance_component_failure{type="REC_EXPIRED_BATTERY'}
Major > 0

storagegrid_appliance_component failureftype="REC_FAILED_BATTERY"}
Major > 0

storagegrid_appliance_component_failure{lype="REC_BATTERY_WARN'}
Major > 0

storagegnd_appliance_component_failure{type="REC_BATTERY_NEAR_EXPIRATION"}
Major > 0

storagegrid_appliance_component_failure{type="REC_REMOVED_BATTERY"}
Major > 0

storagegrid_appliance_component failure{lype="REC_BATTERY_OVERTEMP"}

Major =0

storagegrid_appliance_component_failureftype="REC_CACHE_BACKUP_DEVICE_FAILED"}

Major 0

storagegrid_appliance_component failureftype="REC_CACHE_BACKUP _DEVICE_INSUFFICIENT_CAPACITY"}
Major =0
storagegrid_appliance_component_failure{type="REC_CACHE_BACKUP_DEVICE_WRITE PROTECTED}
Major > 0

storagegrid_appliance_component_failure{type="REC_CACHE_MEM_SIZE_MISMATCH"}
Major > 0

2. Revise la informacion en la tabla de reglas de alertas:

Type

Default

Default

Default

Defauit

Default

Default

Default

Defauit

Default

Default

Status

Enabled

Enabled

Enabled

Enabled

Enabled

Enabled

Enabled

Enabled

Enabled

Enabled

Displaying 62 alert rules.
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Encabezado de Descripciéon
columna

Nombre El nombre unico y la descripcion de la regla de alerta. Las reglas de alerta
personalizadas se enumeran primero, seguidas de reglas de alerta
predeterminadas. El nombre de la regla de alerta es el asunto de las
notificaciones por correo electronico.

Condiciones Expresiones Prometheus que determinan cuando se activa esta alerta. Puede
activarse una alerta en uno o mas de los siguientes niveles de gravedad, pero
no es necesario utilizar una condicién para cada gravedad.

Critico 6: Existe una condicion anormal que ha detenido las
operaciones normales de un nodo StorageGRID o servicio. Debe abordar
el problema subyacente de inmediato. Se pueden producir interrupciones
del servicio y pérdida de datos si no se resuelve el problema.

Mayor G: Existe una condicion anormal que afecta a las operaciones
actuales o se acerca al umbral de una alerta critica. Debe investigar las
alertas principales y solucionar cualquier problema subyacente para
garantizar que esta condicion no detenga el funcionamiento normal de un
nodo o servicio de StorageGRID.

Menor : El sistema funciona normalmente, pero existe una condicién
anormal que podria afectar la capacidad de funcionamiento del sistema si
contintia. Debera supervisar y resolver las alertas menores que no se
despicen por si mismas para asegurarse de que no provoquen un
problema mas grave.

Tipo Tipo de regla de alerta:

» Valor predeterminado: Regla de alerta proporcionada con el sistema.
Puede deshabilitar una regla de alerta predeterminada o editar las
condiciones y la duracién de una regla de alerta predeterminada. No se
puede eliminar una regla de alerta predeterminada.

* Predeterminado®: Regla de alerta predeterminada que incluye una
condicion o duracion editada. Segun sea necesario, puede revertir
facilmente una condicién modificada al valor predeterminado original.

* Personalizado: Regla de alerta que ha creado. Puede deshabilitar, editar
y eliminar reglas de alerta personalizadas.

Estado Si esta regla de alerta esta activada o desactivada. Las condiciones para las
reglas de alerta desactivadas no se evaluan, por lo que no se activan alertas.

Crear reglas de alerta personalizadas

Puede crear reglas de alerta personalizadas para definir sus propias condiciones para
activar alertas.



Lo que necesitara
* Ha iniciado sesion en Grid Manager mediante un navegador web compatible

* Tiene el permiso Administrar alertas o acceso raiz
» Usted esta familiarizado con el Métricas de Prometheus que se usan habitualmente
» Usted entiende la "Sintaxis de las consultas Prometheus"

» Opcionalmente, ha visto el video: "Video: Uso de métricas para crear alertas personalizadas"

Acerca de esta tarea

StorageGRID no valida alertas personalizadas. Si decide crear reglas de alerta personalizadas, siga estas
directrices generales:

* Observe las condiciones de las reglas de alerta predeterminadas y utilicela como ejemplos para sus reglas
de alerta personalizadas.

+ Si define mas de una condicién para una regla de alerta, utilice la misma expresion para todas las
condiciones. A continuacion, cambie el valor del umbral para cada condicion.

» Compruebe con cuidado cada condicion en busca de errores tipograficos y logicos.
« Utilice solo las métricas enumeradas en la API de gestion de grid.

« Cuando pruebe una expresion utilizando la API de gestién de grid, tenga en cuenta que una respuesta
«correcta» podria ser simplemente un cuerpo de respuesta vacio (no se ha activado ninguna alerta). Para
ver si la alerta esta activada realmente, puede configurar temporalmente un umbral en el valor que espera
que sea TRUE actualmente.

Por ejemplo, para probar la expresion node memory MemTotal bytes < 24000000000, primera
ejecucion node memory MemTotal bytes >= 0 Yy asegurese de obtener los resultados esperados
(todos los nodos devuelven un valor). A continuacion, vuelva a cambiar el operador y el umbral a los
valores previstos y vuelva a ejecutarlo. Ningun resultado indica que no hay alertas actuales para esta
expresion.

* No asuma que una alerta personalizada funciona a menos que haya validado que la alerta se activa
cuando se espera.

Pasos
1. Seleccione ALERTS > Reglas.
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Aparecera la pagina Reglas de alerta.
2. Seleccione Crear regla personalizada.

Aparece el cuadro de didlogo Crear regla personalizada.
Create Custom Rule
Enabled |+
Unigue Name

Description

Recommendad Aclions
(optional)

Conditions ©

Minar
Major

Cnfical

Enter the amount of fime a condition must continuously remain in effect before an alert is triggered.

Duration ] minutes r

3. Active o anule la seleccion de la casilla de verificacion Activado para determinar si esta regla de alerta
esta activada actualmente.

Si una regla de alerta esta deshabilitada, sus expresiones no se evalian y no se activan alertas.

4. Introduzca la siguiente informacion:



Campo Descripcion

Nombre exclusivo Nombre Unico para esta regla. El nombre de la regla de alerta se
muestra en la pagina Alertas y también es el asunto de las
notificaciones por correo electronico. Los nombres de las reglas de
alerta pueden tener entre 1y 64 caracteres.

Descripcion Una descripcion del problema que se esta produciendo. La
descripcién es el mensaje de alerta que se muestra en la pagina
Alertas y en las notificaciones por correo electronico. Las
descripciones de las reglas de alerta pueden tener entre 1y 128
caracteres.

Acciones recomendadas De manera opcional, las acciones recomendadas que se deben
realizar cuando se activa esta alerta. Introduzca las acciones
recomendadas como texto sin formato (sin cédigos de formato). Las
acciones recomendadas para las reglas de alerta pueden tener entre
0y 1,024 caracteres.

5. En la seccion Condiciones, introduzca una expresion Prometheus para uno o mas niveles de gravedad de
alerta.

Una expresion basica suele ser de la forma:
[metric] [operator] [value]

Las expresiones pueden ser de cualquier longitud, pero aparecen en una sola linea en la interfaz de
usuario. Se requiere al menos una expresion.

Esta expresion provoca que se active una alerta si la cantidad de RAM instalada para un nodo es inferior a
24,000,000,000 bytes (24 GB).

node memory MemTotal bytes < 24000000000

Para ver las métricas disponibles y probar expresiones Prometheus, seleccione el icono de ayuda @Y
siga el enlace a la seccion Metrics de la APl de Grid Management.

6. En el campo duracién, introduzca la cantidad de tiempo que una condiciéon debe permanecer en vigor
continuamente antes de que se active la alerta y seleccione una unidad de tiempo.

Para activar una alerta inmediatamente cuando una condicién se convierte en verdadera, introduzca 0.
Aumente este valor para evitar que las condiciones temporales activen las alertas.

El valor predeterminado es 5 minutos.
7. Seleccione Guardar.

El cuadro de dialogo se cierra y la nueva regla de alerta personalizada aparece en la tabla Reglas de
alerta.



Editar reglas de alerta

Puede editar una regla de alerta para cambiar las condiciones de activacion, para una
regla de alerta personalizada, también puede actualizar el nombre de la regla, la
descripcidn y las acciones recomendadas.

Lo que necesitara

* Ha iniciado sesion en Grid Manager mediante un navegador web compatible.

 Tiene el permiso Administrar alertas o acceso raiz.

Acerca de esta tarea

Al editar una regla de alerta predeterminada, puede cambiar las condiciones de las alertas menores,
principales y criticas, asi como la duracion. Al editar una regla de alerta personalizada, también puede editar
el nombre de la regla, la descripcion y las acciones recomendadas.

Tenga cuidado al decidir editar una regla de alerta. Si cambia los valores de activacion, es
posible que no detecte un problema subyacente hasta que no se complete una operacién
crucial.

Pasos
1. Seleccione ALERTS > Reglas.

Aparecera la pagina Reglas de alerta.

2. Seleccione el boton de opcidn de la regla de alerta que desee editar.
3. Seleccione Editar regla.
Se muestra el cuadro de dialogo Editar regla. En este ejemplo se muestra una regla de alerta

predeterminada: Los campos Nombre unico, Descripcidn y acciones recomendadas estan desactivados y
no se pueden editar.


https://docs.netapp.com/es-es/storagegrid-116/admin/web-browser-requirements.html

Edit Rule - Low installed node memory

Enabled ¥
Unigue Name Low installed node memory
Description The amount of installed memory on a node is low.
4
Recommendad Actions (optional) Increase the amount of RAM available to the virtual machine or Linux host. Check the threshold value

for the major alert to determine the default minimum reguirement for a StorageGRID node.
See the instructions for your platiorm:

« Whiware instaliation
= Red Hat Enterprise Linux or CentOS instaliation
» Ubuntu or Debian instaliation

Conditions @
Minor
Iajor node_memory_MemTotsl bytes < 24080800020
Critical node_memory_MemTotal_bytes <= 128068200204

Enter the amount of time a condition must continuously remain in effect before an alert is friggered.

Duration 2 minutes v

4. Active o anule la seleccion de la casilla de verificacion Activado para determinar si esta regla de alerta
esta activada actualmente.

Si una regla de alerta esta deshabilitada, sus expresiones no se evallan y no se activan alertas.

@ Si deshabilita la regla de alerta para una alerta actual, debera esperar unos minutos para
que la alerta ya no aparezca como alerta activa.

En general, no se recomienda deshabilitar una regla de alerta predeterminada. Si una regla
@ de alerta esta deshabilitada, es posible que no se detecte un problema subyacente hasta
que no se complete una operacion crucial.

5. En el caso de reglas de alerta personalizadas, actualice la siguiente informacion segun sea necesario.

@ Esta informacién no se puede editar para las reglas de alerta predeterminadas.
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Campo Descripcion

Nombre exclusivo Nombre Unico para esta regla. El nombre de la regla de alerta se
muestra en la pagina Alertas y también es el asunto de las
notificaciones por correo electronico. Los nombres de las reglas de
alerta pueden tener entre 1y 64 caracteres.

Descripcion Una descripcion del problema que se esta produciendo. La
descripcién es el mensaje de alerta que se muestra en la pagina
Alertas y en las notificaciones por correo electronico. Las
descripciones de las reglas de alerta pueden tener entre 1y 128
caracteres.

Acciones recomendadas De manera opcional, las acciones recomendadas que se deben
realizar cuando se activa esta alerta. Introduzca las acciones
recomendadas como texto sin formato (sin cédigos de formato). Las
acciones recomendadas para las reglas de alerta pueden tener entre
0y 1,024 caracteres.

En la seccion Condiciones, introduzca o actualice la expresion Prometheus de uno o mas niveles de
gravedad de alerta.

@ Si desea restaurar una condicion para una regla de alerta predeterminada editada a su
valor original, seleccione los tres puntos a la derecha de la condicién modificada.

Conditions @

Minor
Major node_memory_MemTotal_bytes < 24088086880

Critical node_memory_MemTotal_bytes <= 14000000028 @

Si actualiza las condiciones para una alerta actual, es posible que los cambios no se
implementen hasta que se resuelva la condicién anterior. La proxima vez que se cumpla
una de las condiciones de la regla, la alerta reflejara los valores actualizados.

Una expresion basica suele ser de la forma:
[metric] [operator] [value]

Las expresiones pueden ser de cualquier longitud, pero aparecen en una sola linea en la interfaz de
usuario. Se requiere al menos una expresion.

Esta expresion provoca que se active una alerta si la cantidad de RAM instalada para un nodo es inferior a
24,000,000,000 bytes (24 GB).

node memory MemTotal bytes < 24000000000

. En el campo duracién, introduzca la cantidad de tiempo que una condiciéon debe permanecer en vigor

continuamente antes de que se active la alerta y seleccione la unidad de tiempo.



Para activar una alerta inmediatamente cuando una condicién se convierte en verdadera, introduzca 0.
Aumente este valor para evitar que las condiciones temporales activen las alertas.

El valor predeterminado es 5 minutos.

8. Seleccione Guardar.

Si ha editado una regla de alerta predeterminada, aparecera valor predeterminado* en la columna Tipo.

Si ha desactivado una regla de alerta predeterminada o personalizada, Desactivada aparece en la
columna Estado.

Deshabilitar reglas de alerta

Puede cambiar el estado activado/desactivado para una regla de alerta predeterminada
o personalizada.

Lo que necesitara
* Ha iniciado sesion en Grid Manager mediante un navegador web compatible.

 Tiene el permiso Administrar alertas o acceso raiz.

Acerca de esta tarea
Cuando una regla de alerta esta deshabilitada, sus expresiones no se evalian y no se activan alertas.

En general, no se recomienda deshabilitar una regla de alerta predeterminada. Si una regla de
@ alerta esta deshabilitada, es posible que no se detecte un problema subyacente hasta que no
se complete una operacién crucial.

Pasos
1. Seleccione ALERTS > Reglas.

Aparecera la pagina Reglas de alerta.

2. Seleccione el boton de opcidn de la regla de alerta que desee desactivar o activar.

3. Seleccione Editar regla.
Se muestra el cuadro de dialogo Editar regla.

4. Active o anule la seleccion de la casilla de verificacion Activado para determinar si esta regla de alerta
esta activada actualmente.

Si una regla de alerta esta deshabilitada, sus expresiones no se evalian y no se activan alertas.

@ Si deshabilita la regla de alerta para una alerta actual, debe esperar unos minutos para que
la alerta ya no se muestre como una alerta activa.

5. Seleccione Guardar.

Desactivado aparece en la columna Estado.

11
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Quitar reglas de alerta personalizadas

Puede eliminar una regla de alerta personalizada si ya no desea utilizarla.

Lo que necesitara
* Ha iniciado sesion en Grid Manager mediante un navegador web compatible.

* Tiene el permiso Administrar alertas o acceso raiz.

Pasos
1. Seleccione ALERTS > Reglas.

Aparecera la pagina Reglas de alerta.

2. Seleccione el boton de opcidn de la regla de alerta personalizada que desee eliminar.
No se puede eliminar una regla de alerta predeterminada.

3. Seleccione Eliminar regla personalizada.
Se muestra un cuadro de dialogo de confirmacion.

4. Seleccione Aceptar para eliminar la regla de alerta.

Las instancias activas de la alerta se resolveran en un plazo de 10 minutos.

Permite gestionar notificaciones de alerta

Configure las notificaciones SNMP para las alertas

Si desea que StorageGRID envie notificaciones SNMP cuando se produzca una alerta,
debe habilitar el agente SNMP de StorageGRID y configurar uno o mas destinos de
capturas.

Puede utilizar la opcién CONFIGURACION > Supervision > agente SNMP en el Administrador de grid o los
puntos finales SNMP de la API de administracion de grid para activar y configurar el agente SNMP de
StorageGRID. El agente SNMP admite las tres versiones del protocolo SNMP.

Para aprender a configurar el agente SNMP, consulte Usar supervision de SNMP.

Después de configurar el agente SNMP de StorageGRID, se pueden enviar dos tipos de notificaciones
condicionadas por eventos:

 Los solapamientos son notificaciones enviadas por el agente SNMP que no requieren confirmacién por
parte del sistema de administracion. Los traps sirven para notificar al sistema de gestion que algo ha
sucedido dentro de StorageGRID, por ejemplo, que se activa una alerta. Las tres versiones de SNMP
admiten capturas.

 Las informes son similares a las capturas, pero requieren el reconocimiento del sistema de gestion. Si el
agente SNMP no recibe un acuse de recibo en un periodo de tiempo determinado, vuelve a enviar el
informe hasta que se reciba un acuse de recibo o se haya alcanzado el valor de reintento maximo. Las
informa son compatibles con SNMPv2c y SNMPV3.

12
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Las notificaciones Trap e inform se envian cuando se activa una alerta predeterminada o personalizada en
cualquier nivel de gravedad. Para suprimir las notificaciones SNMP de una alerta, debe configurar un silencio
para la alerta. Consulte Silenciar notificaciones de alerta.

Las notificaciones de alerta se envian mediante el nodo de administrador que esté configurado para que sea
el remitente preferido. De manera predeterminada, se selecciona el nodo de administracion principal. Consulte
Instrucciones para administrar StorageGRID.

Las notificaciones Trap e inform también se envian cuando determinadas alarmas (sistema

@ heredado) se activan en niveles de gravedad especificados o superiores; sin embargo, las
notificaciones SNMP no se envian para cada alarma o para cada gravedad de alarma. Consulte
Alarmas que generan notificaciones SNMP (sistema heredado).

Configure notificaciones por correo electrénico para las alertas

Si desea que se envien notificaciones por correo electronico cuando se produzcan
alertas, debe proporcionar informacién acerca del servidor SMTP. También debe
introducir direcciones de correo electréonico para los destinatarios de las notificaciones de
alerta.

Lo que necesitara
* Ha iniciado sesion en Grid Manager mediante un navegador web compatible.

* Tiene el permiso Administrar alertas o acceso raiz.

Acerca de esta tarea

Dado que las alarmas y las alertas son sistemas independientes, la configuracion de correo electrénico que se
utiliza para las notificaciones de alerta no se utiliza para las notificaciones de alarma ni los mensajes de
AutoSupport. Sin embargo, puede utilizar el mismo servidor de correo electrénico para todas las
notificaciones.

Si la implementacion de StorageGRID incluye varios nodos de administrador, puede seleccionar qué nodo de
administrador debe ser el remitente preferido de notificaciones de alerta. También se utiliza el mismo
«"remitente preferido» para las notificaciones de alarma y los mensajes de AutoSupport. De manera
predeterminada, se selecciona el nodo de administracién principal. Para obtener mas detalles, consulte
Instrucciones para administrar StorageGRID.

Pasos

1. Seleccione ALERTS > Configuracion de correo electrénico.

Aparece la pagina Configuracion de correo electrénico.

Email Setup

You can configure the email server for alert notifications, define filters to limit the number of notifications, and enter email addresses for alert recipients.

Use these settings to define the email server used for alert notifications. These seftings are not used for alarm nofifications and AutoSupport See
Managing alerts and alarms in the instructions for monitoring and troubleshooting StorageGRID.

Enable Email Notifications @
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2. Active la casilla de verificacidn Activar notificaciones por correo electrénico para indicar que desea
enviar correos electronicos de notificacion cuando las alertas alcancen umbrales configurados.

Aparecen las secciones servidor de correo electronico (SMTP), Seguridad de la capa de transporte (TLS),
direcciones de correo electronico y Filtros.

3. En la seccion servidor de correo electrénico (SMTP), introduzca la informacion que necesita StorageGRID
para acceder al servidor SMTP.

Si el servidor SMTP requiere autenticacion, debe introducir tanto un nombre de usuario como una
contrasenia.

Campo Introduzca

Servidor de correo El nombre de dominio completo (FQDN) o la direccion IP del servidor
SMTP.

Puerto El puerto utilizado para acceder al servidor SMTP. Debe estar entre 1
y 65535.

Nombre de usuario (opcional) Si el servidor SMTP requiere autenticacion, introduzca el nombre de

usuario con el que desea autenticarse.

Contrasefa (opcional) Si el servidor SMTP requiere autenticacion, introduzca la contrasefa
con la que desea autenticarse.

Email (SMTP) Server

Mail Server @ 10.224.1.250
Port @ 25
Username (optional) € smtpuser

Password (optional) @ | esseses

4. En la seccion direcciones de correo electronico, introduzca las direcciones de correo electrénico del
remitente y de cada destinatario.

a. En Direccion de correo electrénico del remitente, especifique una direccidén de correo electrénico
valida que se utilizara como direccion de para las notificaciones de alerta.

Por ejemplo: storagegrid-alerts@example.com

b. En la seccidn Recipients, introduzca una direccion de correo electronico para cada lista de correo
electronico o persona que deberia recibir un correo electronico cuando se produzca una alerta.

Seleccione el icono mas 4 para agregar destinatarios.
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Email Addresses

Sender Email Address & storagegnd-alerts@example.com
Recipient 1 @ recipient @example.com x
Recipient2 @ recipient2 @example.com + X

5. Si se necesita Seguridad de la capa de transporte (TLS) para las comunicaciones con el servidor SMTP,
seleccione requerir TLS en la seccion Seguridad de la capa de transporte (TLS).

a. En el campo Certificado CA, proporcione el certificado de CA que se utilizara para verificar la
identificacion del servidor SMTP.

Puede copiar y pegar el contenido en este campo, o seleccione examinar y seleccione el archivo.
Debe proporcionar un solo archivo que contenga los certificados de cada entidad de certificacion (CA)
intermedia. El archivo debe contener cada uno de los archivos de certificado de CA codificados con
PEM, concatenados en el orden de la cadena de certificados.

b. Active la casilla de verificacion Enviar certificado de cliente si el servidor de correo electrénico SMTP

requiere que los remitentes de correo electronico proporcionen certificados de cliente para la
autenticacion.

c. En el campo Certificado de cliente, proporcione el certificado de cliente codificado con PEM para
enviar al servidor SMTP.

Puede copiar y pegar el contenido en este campo, o seleccione examinar y seleccione el archivo.

d. En el campo clave privada, introduzca la clave privada del certificado de cliente en codificaciéon PEM
sin cifrar.

Puede copiar y pegar el contenido en este campo, o seleccione examinar y seleccione el archivo.

@ Si necesita editar la configuracién de correo electronico, seleccione el icono del lapiz
para actualizar este campo.
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Transport Layer Security (TLS)

Require TLS @&

CA Cerificate @

Send Client Cedificate @

Client Cedificate @

Private Key @

-----BEGIN CERTIFICATE-----
1234567898abcdefghijklmnopgrstuvwxyz
ABCDEFGHIJKLMHOPQRSTUNIWKYZ1234567898
-----END CERTIFICATE-----

Erowse

-—---BEGIN CERTIFICATE----—-
1234567898abcdefghijklmnopgrstuvixyz
ABCDEFGHIJKLMNOPQRSTUVIWXYZ1234567898
-----END CERTIFICATE-----

Browse

-----BEGIN PRIVATE KEY-----
12345567898sbcdetghijklmnopgrstuviyz
ABCDEFGHIJKLMNOPQRSTUVIKYZ1234567290
-----BEGIN PRIVATE KEY-----

Browse

6. En la seccidn Filtros, seleccione qué niveles de gravedad de alerta deberian producir notificaciones por
correo electrénico, a menos que se haya silenciado la regla de una alerta especifica.

Gravedad

Menor, mayor, critico

Principal, critico

16

Descripcion
Se envia una notificacion por correo electronico cuando se cumple la
condiciéon menor, mayor o critica de una regla de alerta.

Se envia una notificacién por correo electronico cuando se cumple la
condicion principal o critica de una regla de alerta. Las notificaciones

no se envian para alertas menores.



Gravedad Descripcion

Solo critico Solo se envia una notificacién por correo electrénico cuando se
cumple la condicion critica de una regla de alerta. No se envian
notificaciones para alertas menores o importantes.

Filters

Severity @ ® Minor, major, critical Major, critical Critical only

7. Cuando esté listo para probar la configuraciéon de correo electronico, siga estos pasos:

a. Seleccione Enviar correo electrénico de prueba.

Aparece un mensaje de confirmacion que indica que se ha enviado un correo electronico de prueba.

b. Active las casillas de todos los destinatarios de correo electrénico y confirme que se ha recibido un
mensaje de correo electrénico de prueba.

@ Si el correo electronico no se recibe en unos minutos o si se activa la alerta error de
notificaciéon por correo electréonico, compruebe la configuracion e inténtelo de nuevo.

c. Inicie sesion en cualquier otro nodo de administracion y envie un correo electronico de prueba para
verificar la conectividad desde todos los sitios.

Cuando prueba las notificaciones de alerta, debe iniciar sesion en cada nodo de

@ administrador para verificar la conectividad. Esto contrasta con la prueba de
notificaciones de alarma y mensajes de AutoSupport, donde todos los nodos del
administrador envian el correo electronico de prueba.

8. Seleccione Guardar.

El envio de un mensaje de correo electrénico de prueba no guarda la configuracién. Debe seleccionar
Guardar.

Se guardara la configuracion del correo electronico.

Informacién incluida en las notificaciones por correo electréonico de alertas

Una vez configurado el servidor de correo electronico SMTP, las notificaciones por correo electronico se

envian a los destinatarios designados cuando se activa una alerta, a menos que la regla de alerta se suprima

con un silencio. Consulte Silenciar notificaciones de alerta.

Las notificaciones por correo electrénico incluyen la siguiente informacion:
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NetApp StorageGRID

Low object data storage (6 alerts) @

The space available for storing object data is low. @

Recommended actions @

Perform an expansion procedure. You can add storage volumes (LUNs) to existing Storage Modes, or you can add new Storage Modes. See the instructions
for expanding a StorageGRID system.

DC1-51-226
Node DC1-51-226 @
Site DC1 225-230
Severity Minor
Time triggered FriJun 28 14:43:27 UTC 2019
Jobh storagegrid
Service ldr
DC1-52-227
Node DC1-52-227
Site DC1 225-230
Severity Minor
Time triggered FriJun 28 14:43:27 UTC 2019
Joh storagegrid
Service ldr
()
Sent from: DC1-ADM1-225 \-—/
Llamada Descripciéon
1 El nombre de la alerta, seguido del numero de instancias activas de esta alerta.
2 La descripcion de la alerta.
3 Todas las acciones recomendadas para la alerta.
4 Detalles sobre cada instancia activa de la alerta, incluido el nodo y el sitio afectados, la

gravedad de la alerta, la hora UTC en la que se activo la regla de alerta y el nombre del
trabajo y el servicio afectados.

5 El nombre de host del nodo de administrador que envio la notificacion.

Como se agrupan las alertas

Para evitar que se envie un nimero excesivo de notificaciones por correo electrénico cuando se activan
alertas, StorageGRID intenta agrupar varias alertas en la misma notificacion.

Consulte la tabla siguiente para ver ejemplos de como StorageGRID agrupa varias alertas en notificaciones
por correo electrénico.
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Comportamiento

Cada notificacion de alerta solo se aplica a las alertas
con el mismo nombre. Si al mismo tiempo se activan
dos alertas con nombres diferentes, se envian dos
notificaciones por correo electronico.

Para una alerta especifica de un nodo especifico, si
los umbrales se alcanzan para mas de una gravedad,
solo se envia una notificacion para la alerta mas
grave.

La primera vez que se activa una alerta,
StorageGRID espera 2 minutos antes de enviar una
notificacion. Si se activan otras alertas con el mismo
nombre durante ese tiempo, StorageGRID agrupa
todas las alertas en la notificacion inicial.

Si se activa otra alerta con el mismo nombre,
StorageGRID espera 10 minutos antes de enviar una
nueva notificacion. La nueva notificacion informa de
todas las alertas activas (alertas actuales que no se
han silenciado), aunque se hayan notificado
previamente.

Si existen varias alertas actuales con el mismo
nombre y se resuelve una de esas alertas, no se
envia una nueva notificacion si la alerta se vuelve a
producir en el nodo para el que se soluciond la alerta.

StorageGRID contintia enviando notificaciones por
correo electrénico una vez cada 7 dias hasta que se
resuelven todas las instancias de la alerta o se
silencia la regla de alerta.

Ejemplo

» La alerta A se activa en dos nodos al mismo
tiempo. Sélo se envia una notificacion.

» La alerta A se activa en el nodo 1y la alerta B se
activa en el nodo 2 al mismo tiempo. Se envian
dos notificaciones: Una para cada alerta.

» Se activa la alerta Ay se alcanzan los umbrales
menores, principales y criticos. Se envia una
notificacion para la alerta crucial.

. La alerta A se activa en el nodo 1 a las 08:00. No
se envia ninguna notificacion.

2. La alerta A se activa en el nodo 2 a las 08:01. No

se envia ninguna notificacion.

3. Alas 08:02, se envia una notificaciéon para

informar de ambas instancias de la alerta.

. La alerta A se activa en el nodo 1 a las 08:00. Se
envia una notificacion a las 08:02.

2. La alerta A se activa en el nodo 2 a las 08:05.

Una segunda notificacion se envia a las 08:15 (10
minutos mas tarde). Se informa de ambos nodos.

. La alerta A se activa para el nodo 1. Se envia una
notificacion.

2. La alerta A se activa para el nodo 2. Se envia una

segunda notificacion.

3. La alerta A se ha resuelto para el nodo 2, pero

sigue estando activa para el nodo 1.

4. La alerta A se vuelve a activar para el nodo 2. No

se envia ninguna notificacién nueva porque la
alerta sigue activa para el nodo 1.

. La alerta A se activa para el nodo 1 el 8 de
marzo. Se envia una notificacion.

2. La alerta A no se resuelve o se silencia. Las

notificaciones adicionales se envian el 15 de
marzo, el 22 de marzo, el 29 de marzo, etc.

Solucione problemas de notificaciones de correo electrénico de alertas

Si se activa la alerta error de notificacion por correo electronico o no puede recibir la notificacion por
correo electrénico de alerta de prueba, siga estos pasos para resolver el problema.
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Lo que necesitara

* Ha iniciado sesion en Grid Manager mediante un navegador web compatible.

* Tiene el permiso Administrar alertas o acceso raiz.

Pasos

1. Compruebe la configuracion.
a. Seleccione ALERTS > Configuracion de correo electrénico.
b. Compruebe que la configuracion del servidor de correo electrénico (SMTP) es correcta.
c. Compruebe que ha especificado direcciones de correo electrénico validas para los destinatarios.

2. Compruebe el filtro de spam y asegurese de que el correo electronico no se ha enviado a una carpeta
basura.

3. Solicite al administrador de correo electrénico que confirme que los correos electronicos de la direccion del
remitente no estan bloqueados.

4. Recoja un archivo de registro del nodo de administracion y péngase en contacto con el soporte técnico.

El soporte técnico puede utilizar la informacion de los registros para determinar el problema. Por ejemplo,
el archivo prometheus.log podria mostrar un error al conectarse al servidor especificado.

Consulte Recopilar archivos de registro y datos del sistema.

Silenciar notificaciones de alerta

Opcionalmente, puede configurar silencios para suprimir temporalmente las
notificaciones de alerta.

Lo que necesitara

* Ha iniciado sesion en Grid Manager mediante un navegador web compatible.

* Tiene el permiso Administrar alertas o acceso raiz.

Acerca de esta tarea

Puede silenciar las reglas de alerta en todo el grid, un sitio Unico o un nodo individual, asi como en una o mas
gravedades. Cada silencio suprime todas las notificaciones para una sola regla de alerta o para todas las
reglas de alerta.

Si ha habilitado el agente SNMP, las silencios también suprimen las capturas SNMP e informan.

@ Tenga cuidado al decidir silenciar una regla de alerta. Si silencia una alerta, es posible que no
detecte un problema subyacente hasta que impida que se complete una operacién critica.

@ Puesto que las alarmas y alertas son sistemas independientes, no puede utilizar esta funcion
para suprimir las notificaciones de alarma.

Pasos
1. Seleccione ALERTS > silencios.

Aparece la pagina silencios.
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Silences

You can configure silences to temporarily suppress alert notifications. Each silence suppresses the notifications for an alert rule at one or more severities. You can
suppress an alert rule on the entire grid, a single site, or a single node.

# Edit || % Remove
Alert Rule Description Severity Time Remaining Nodes

No results found.

2. Seleccione Crear.

Aparece el cuadro de dialogo Crear silencio.
Create Silence
Alert Rule ¥
Description (optional)
Duration Minutes r

Severity Minor only Minor, major Minor, major, critical

Modes StorageGRID Deployment
Data Center 1
DC1-ADMA
DC1-GA1
DC1-31
DC1-52
DC1-53

3. Seleccione o introduzca la siguiente informacion:

Campo Descripcion

Regla de alerta Nombre de la regla de alerta que se desea silenciar. Puede seleccionar
cualquier regla de alerta predeterminada o personalizada, incluso si la regla de
alerta esta desactivada.

Nota: Seleccione todas las reglas si desea silenciar todas las reglas de alerta
utilizando los criterios especificados en este cuadro de dialogo.
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4. Seleccione Guardar.

Campo

Descripcion

Duracion

Gravedad

Nodos

Descripciéon

Opcionalmente, una descripcion del silencio. Por ejemplo, describa el
propdsito de este silencio.

Cuanto tiempo desea que este silencio permanezca en vigor, en minutos,
horas o dias. Un silencio puede estar en vigor de 5 minutos a 1,825 dias (5
afnos).

Nota: no debe silenciar una regla de alerta por un periodo prolongado de
tiempo. Si se silencia una regla de alerta, es posible que no detecte un
problema subyacente hasta que impida que se complete una operacion critica.
Sin embargo, es posible que tenga que utilizar un silencio extendido si una
alerta se activa mediante una configuracion intencional especifica, como
puede ser el caso de las alertas * Services Appliance LINK down* y las alertas
Storage Appliance LINK down.

Qué gravedad o gravedad de alerta se deben silenciar. Si la alerta se activa en
una de las gravedades seleccionadas, no se enviaran notificaciones.

A qué nodo o nodos desea que se aplique este silencio. Puede suprimir una
regla de alerta o todas las reglas de toda la cuadricula, un Unico sitio o un solo
nodo. Si selecciona toda la cuadricula, el silencio se aplica a todos los sitios y
a todos los nodos. Si selecciona un sitio, el silencio soélo se aplica a los nodos
de ese sitio.

Nota: no puede seleccionar mas de un nodo o mas de un sitio para cada
silencio. Debe crear silencios adicionales si desea suprimir la misma regla de
alerta en mas de un nodo o mas de un sitio a la vez.

5. Si desea modificar o finalizar un silencio antes de que caduque, puede editarlo o eliminarlo.
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Opcioén

Edite un silencio

Descripcion
a. Seleccione ALERTS > silencios.

b. En la tabla, seleccione el botdn de opcion para el silencio que desea
editar.

c. Seleccione Editar.

d. Cambie la descripcion, la cantidad de tiempo restante, las gravedades
seleccionadas o el nodo afectado.

e. Seleccione Guardar.



Opcidn

Elimine un silencio

Informacion relacionada

+ Configure el agente SNMP

Descripciéon
a. Seleccione ALERTS > silencios.

b. En la tabla, seleccione el botdn de radio para el silencio que desea
eliminar.

c. Seleccione Quitar.

d. Seleccione Aceptar para confirmar que desea eliminar este silencio.
Nota: Las notificaciones se enviaran ahora cuando se active esta alerta (a
menos que se suprima por otro silencio). Si esta alerta se encuentra
activada actualmente, es posible que transcurran unos minutos hasta que

se envien notificaciones de correo electronico o SNMP, y que la pagina
Alertas deba actualizar.
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