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Informacién que debe supervisar con
regularidad

StorageGRID es un sistema de almacenamiento distribuido con tolerancia a fallos que
esta disefiado para continuar funcionando incluso cuando se producen errores, o cuando
nodos o sitios no estan disponibles. Debe supervisar de forma proactiva el estado del
sistema, las cargas de trabajo y las estadisticas de uso para que pueda tomar medidas
para abordar posibles problemas antes de que afecten a la eficiencia o la disponibilidad
del grid.

Un sistema ocupado genera grandes cantidades de informacién. Esta seccion proporciona orientacion sobre
la informacion mas importante que se debe supervisar de forma continua.

Qué supervisar Frecuencia

La datos de estado del sistema Se muestra en el Panel de Grid Todos los dias
Manager. Tenga en cuenta que cualquier cosa ha cambiado con
respecto al dia anterior.

Velocidad a la que Capacidad de metadatos y objetos de Storage Node Semanal
se esta consumiendo

Operaciones de gestion del ciclo de vida de la informacion Semanal

Rendimiento y conexiones de red Semanal

Recursos en el nivel de nodo Semanal

Actividad de inquilino Semanal

Capacidad del sistema de almacenamiento de archivos externo Semanal

Operaciones de equilibrio de carga Tras la configuracion inicial y tras
cualquier cambio en la
configuracion

Disponibilidad de revisiones de software y actualizaciones de software  Mensual

Supervise el estado del sistema

Debe supervisar el estado general del sistema StorageGRID a diario.

Acerca de esta tarea

El sistema StorageGRID es tolerante a fallos y puede seguir funcionando incluso cuando no hay partes de la
cuadricula. Es probable que el primer signo de un problema potencial en el sistema de StorageGRID sea una
alerta o una alarma (sistema heredado) y no necesariamente un problema en el funcionamiento del sistema.



Prestar atencion al estado del sistema puede ayudarle a detectar problemas menores antes de que afecten a

operaciones o a la eficiencia del grid.

El panel Estado del Panel de Grid Manager proporciona un resumen de los problemas que pueden afectar al
sistema. Debe investigar los problemas que se muestran en la consola.

@ Para recibir notificaciones de alertas en cuanto se activen, se pueden configurar notificaciones
por correo electronico para alertas o capturas SNMP.

Pasos

1. Inicie sesion en Grid Manager para ver el panel.

2. Revise la informacién del panel Estado.

Health @

Current alerts (4]

Recently resolved alerts £23) License

Cuando existen problemas, aparecen vinculos que le permiten ver detalles adicionales:

Enlace

Detalles de la cuadricula

Alertas actuales

Alertas resueltas recientemente

Licencia

Informacion relacionada
* Administre StorageGRID

Lo que indica

Aparece si hay nodos desconectados (estado de conexion
desconocido o administrativamente inactivo). Haga clic en el enlace o
haga clic en el icono azul o gris para determinar qué nodo o nodos
estan afectados.

Aparece si hay alguna alerta activa en ese momento. Haga clic en el
enlace o haga clic en critico, mayor o menor para ver los detalles en
la pagina ALERTAS > actual.

Aparece si se han resuelto todas las alertas activadas en la ultima
semana. Haga clic en el enlace para ver los detalles en la pagina
ALERTS > Resolved.

Aparece si se produce un problema con la licencia de software de
este sistema StorageGRID. Haga clic en el enlace para ver los
detalles en la pagina MANTENIMIENTO > sistema > Licencia.


https://docs.netapp.com/es-es/storagegrid-116/admin/index.html

» Configure notificaciones por correo electrénico para las alertas

» Usar supervision de SNMP

Supervise los estados de conexién de los nodos

Si uno 0 mas nodos estan desconectados de la cuadricula, es posible que se vean
afectadas las operaciones criticas de StorageGRID. Debe supervisar los estados de
conexion de los nodos y solucionar los problemas inmediatamente.

Lo que necesitara

* Debe iniciar sesion en Grid Manager mediante un navegador web compatible.

Acerca de esta tarea
Los nodos pueden tener uno de los tres estados de conexion:

No conectado - Desconocido @: El nodo no esta conectado a la cuadricula por una razén
desconocida. Por ejemplo, se ha perdido la conexion de red entre los nodos o se ha apagado el suministro
eléctrico. La alerta no se puede comunicar con el nodo también puede activarse. Es posible que otras
alertas estén activas también. Esta situacion requiere atencion inmediata.

@ Es posible que un nodo aparezca como desconocido durante las operaciones de apagado
gestionadas. Puede ignorar el estado Desconocido en estos casos.

No conectado - administrativamente abajo @: El nodo no esta conectado a la cuadricula por un
motivo esperado. Por ejemplo, el nodo o los servicios del nodo se han apagado correctamente, el nodo se
esta reiniciando o se esta actualizando el software. Una o mas alertas también pueden estar activas.

Conectado 0; El nodo esta conectado a la cuadricula.

Pasos

1. Si aparece un icono azul o gris en el panel Estado del Panel de control, haga clic en el icono o haga clic
en Detalles de la cuadricula. (Los iconos azul o gris y el vinculo Detalles de la cuadricula solo aparecen
si al menos un nodo esta desconectado de la cuadricula.)

Aparece la pagina Descripcion general del primer nodo azul del arbol de nodos. Si no hay nodos azules,
aparece la pagina Descripcion general del primer nodo gris del arbol.

En el ejemplo, el nodo de almacenamiento llamado DC1-S3 tiene un icono azul. Estado de conexién en
el panel Informacion del nodo es Desconocido y la alerta no se puede comunicar con el nodo esta
activa. La alerta indica que uno o varios servicios no responden o que no se puede acceder al nodo.
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a .
Neme > DC2-ARC1 (Archive Node) & ¥
StorageGRID Webscale Overview Hardware Network Storage Tasks
Deployment
Node information @
A BEL
Name: DC2-ARCL
Type: Archive Mode
€3 pC1-ADML
[1s3 202ef603-db47-4c90-8b19-afbad6e82393
[ Connection state: @ Unknown ]
@ ociarci : = 1
Software version 11.6.0 (build 20210524.1557.00a5eb8)
A De1-G1 IP addresses 172.16.1.236 - eth0 (Grid Network)
10.224.1.236 - eth1 (Admin Network)
bDC1-S1 Show additional IP addresses v
DC1-52
Alerts
DC1-53 Severity Time
Alert name = @ — triggered — Current values
A~ DC2
Unable to communicate with node [
. Unresponsive arc, dynip,
DC2-ADM1 One or mare services are unresponsive, or the node © wajor 9deysago @ services: ssm
cannot be reached.
&) DC2-ARCL

2. Si un nodo tiene un icono azul, siga estos pasos:

a. Seleccione cada alerta de la tabla y siga las acciones recomendadas.
Por ejemplo, es posible que deba reiniciar un servicio que haya detenido o reiniciar el host del nodo.

b. Si no puede volver a conectar el nodo, péngase en contacto con el soporte técnico.
3. Si un nodo tiene un icono de color gris, siga estos pasos:
Los nodos grises se esperan durante procedimientos de mantenimiento y podrian estar asociados a una o
mas alertas. Basandose en el problema subyacente, estos nodos «administrativamente inactivos» a
menudo vuelven a estar online sin intervencion.
a. Revise la seccion Alertas y determine si alguna alerta afecta a este nodo.

b. Si una o mas alertas estan activas, seleccione cada alerta de la tabla y siga las acciones
recomendadas.

c. Si no puede volver a conectar el nodo, péngase en contacto con el soporte técnico.

Informacion relacionada

Referencia de alertas

Recuperacion y mantenimiento

Ver las alertas actuales

Cuando se activa una alerta, se muestra un icono de alerta en la Consola. También se
muestra un icono de alerta para el nodo en la pagina Nodes. También es posible enviar
una notificacion por correo electrénico, a menos que se haya silenciado la alerta.
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Lo que necesitara
* Debe iniciar sesién en Grid Manager mediante un navegador web compatible.

» Opcionalmente, ha visto el video: "Video: Descripcion general de las alertas”.

Overviow of Alerts I—‘l?
NetApp StorageGRID _

M NetApp

BT i = v m—

Pasos
1. Si una o mas alertas estan activas, realice una de las siguientes acciones:

> En el panel Estado del Panel, haga clic en el icono de alerta o haga clic en Alertas actuales. (Un
icono de alerta y el enlace Alertas actuales solo aparecen si al menos una alerta esté activa.)

o Seleccione ALERTS > Current.

Aparece la pagina Alertas actuales. Enumera todas las alertas que actualmente afectan a su sistema
StorageGRID.

Current Alerts B Learn more

View the current alerts affecting your StorageGRID system

#| Group alerts Active
Name I severity 1T Time triggered ~  Site [ Node 11 statusil Currentvalues
¥ Unable to communicate with node - 7 9 minutes ago .
. . I t . SR & 2 Major iy 2 Active
One or more services are unresponsive or cannot be reached by the metrics collection job. 19 minutes ago (oldes
Low root disk capacity : A Disk space available: 2.00 GB
Minor 25 minutes ago Data Center 1/DC1-51-99-51 Active .
The space available on the root disk is low. 4 = Total disk space: 21.00 GB
Expiration of server certificate for Storage APl Endpoints
3 ERrr 3 g P . € Major 31 minutes ago Data Center 1/DC1-ADM1-99-49 | Active Days remaining: 14
The server certificate used for the storage AP| endpoints is about to expire.
Expiration of server certificate for Management Interface
P - d 3 & : Minor 31 minutes ago Data Center 1/DC1-ADM1-99-49  Active Days remaining: 30
The server certificate used for the management interface is about to expire
¥ Low installed node memo: a day ago ‘newest)
- " ‘ & 5 Crtical © o290 8 Active
The amount of installed memary on a node is low a day ago (oldest}

De forma predeterminada, las alertas se muestran del siguiente modo:

o Primero se muestran las alertas activadas mas recientemente.
o Se muestran varias alertas del mismo tipo como un grupo.
> No se muestran las alertas que se han silenciado.

o Para una alerta especifica de un nodo especifico, si los umbrales se alcanzan para mas de una
gravedad, solo se muestra la alerta mas grave. Es decir, si se alcanzan los umbrales de alerta para las
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gravedades leve, grave y critica, solo se muestra la alerta critica.

La pagina Alertas actuales se actualiza cada dos minutos.

2. Revise la informacion de la tabla.

Encabezado de
columna

Nombre

Gravedad

Tiempo activado

Sitio/nodo

Estado

Valores actuales

Descripcion

El nombre de la alerta y su descripcion.

La gravedad de la alerta. Si se agrupan varias alertas, la fila del titulo muestra

cuantas instancias de esa alerta se producen en cada gravedad.

Critico ﬂ: Existe una condicion anormal que ha detenido las
operaciones normales de un nodo StorageGRID o servicio. Debe abordar
el problema subyacente de inmediato. Se pueden producir interrupciones
del servicio y pérdida de datos si no se resuelve el problema.

Mayor G: Existe una condicion anormal que afecta a las operaciones
actuales o se acerca al umbral de una alerta critica. Debe investigar las
alertas principales y solucionar cualquier problema subyacente para
garantizar que esta condicion no detenga el funcionamiento normal de un
nodo o servicio de StorageGRID.

Menor : El sistema funciona normalmente, pero existe una condicién
anormal que podria afectar la capacidad de funcionamiento del sistema si
continua. Debera supervisar y resolver las alertas menores que no se
despicen por si mismas para asegurarse de que no provoquen un
problema mas grave.

¢, Cuanto tiempo hace que se activo la alerta? Si se agrupan varias alertas, la
fila de titulo muestra las horas de la instancia mas reciente de la alerta
(Newest) y la instancia mas antigua de la alerta (oldest).

El nombre del sitio y del nodo donde se produce la alerta. Si se agrupan varias
alertas, los nombres de sitio y nodo no se muestran en la fila del titulo.

Si la alerta esta activa o ha sido silenciada. Si se agrupan varias alertas y se
selecciona todas las alertas en la lista desplegable, la fila de titulo muestra
cuantas instancias de esa alerta estan activas y cuantas instancias se han
silenciado.

El valor actual de la métrica que provoco la activacion de la alerta. En el caso
de algunas alertas, se muestran valores adicionales que le ayudaran a
comprender e investigar la alerta. Por ejemplo, los valores mostrados para una
alerta almacenamiento de datos de objeto bajo incluyen el porcentaje de
espacio en disco utilizado, la cantidad total de espacio en disco y la cantidad
de espacio en disco utilizado.

Nota: Si se agrupan varias alertas, los valores actuales no se muestran en la
fila de titulo.



3. Para expandir y contraer grupos de alertas:

o Para mostrar las alertas individuales de un grupo, haga clic en el signo de intercalacion hacia abajo
en el encabezado o haga clic en el nombre del grupo.

o Para ocultar las alertas individuales de un grupo, haga clic en el signo de intercalacion arriba ~ en el
encabezado o haga clic en el nombre del grupo.

«| Group alerts Active v
Name 11 Severity 11 Time triggered ¥  Site | Node 11 Status 1T Current values
A~ L bj a day ago (newest)
ow object datal storage ) ) ) 5 Minor ¥ ag { / 5 Active
Th k space available for storing_object data is low. adayage (oldest)

Disk space remaining: 525.17 GB
Minor  a day ago DC2 231-236 / DC2-52-233  Active Disk space used: 243.06 KB
Disk space used (%): 0.000%
Disk space remaining: 525.17 GB
Minor  a day ago DC1225-230/DC1-51-226  Active Disk space used: 325.65 KB
Disk space used (%): 0.000%
Disk space remaining: 525.17 GB
Minor  a day ago DC2 231-236 / DC2-53-234  Active Disk space used: 381.55 KB
Disk space used (%): 0.000%
Disk space remaining: 52517 GB
Minor  a day ago DC1225-230/ DC1-52-227  Active Disk space used: 282.19 KB
Disk space used (%) 0.000%
Disk space remaining: 525.17 GB
Minor  a day ago DC2 231-236 / DC2-51-232  Active Disk space used: 189.24 KB
Disk space used (%): 0.000%

Low object data storage
The disk space available for storing object data is low.

Low object data storage
The disk space available for stering object data is low.

Low object data storage
The disk space available for storing object data is low.

Low object data storage
The disk space available for stering object data is low.

Low object data storage
The disk space available for stering object data is low.

4. Para mostrar alertas individuales en lugar de grupos de alertas, anule la seleccion de la casilla de
verificacion Alertas de grupo en la parte superior de la tabla.

Group alerts Active v

5. Para ordenar las alertas o los grupos de alertas, haga clic en las flechas arriba/abajo | en cada
encabezado de columna.

o Cuando se selecciona Alertas de grupo, se ordenan tanto los grupos de alertas como las alertas
individuales de cada grupo. Por ejemplo, es posible que desee ordenar las alertas de un grupo por
tiempo activado para encontrar la instancia mas reciente de una alerta especifica.

o Cuando Alertas de grupo no esta seleccionada, se ordena toda la lista de alertas. Por ejemplo, es
posible que desee ordenar todas las alertas por nodo/Sitio para ver todas las alertas que afectan a un
nodo especifico.

6. Para filtrar las alertas por estado, use el menu desplegable que hay en la parte superior de la tabla.

Active r

All alerts
Active

o Seleccione todas las alertas para ver todas las alertas actuales (alertas activas y silenciadas).

o Seleccione activo para ver solo las alertas actuales que estan activas.

> Seleccione silenciado para ver solo las alertas actuales que se han silenciado. Consulte Silenciar
notificaciones de alerta.

7. Para ver los detalles de una alerta especifica, seleccione la alerta en la tabla.
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Se muestra un cuadro de didlogo de la alerta. Consulte Ver una alerta especifica.

Ver alertas resueltas

Es posible buscar y ver un historial de alertas que se han resuelto.

Lo que necesitara

* Debe iniciar sesion en Grid Manager mediante un navegador web compatible.

Pasos
1. Para ver las alertas resueltas, realice una de las siguientes acciones:

o En el panel Estado del Panel, haga clic en Alertas resueltas recientemente.

El enlace Alertas resueltas recientemente aparece solo si una o mas alertas se han activado en la
ultima semana y ahora se han resuelto.

o Seleccione ALERTS > Resolved. Aparece la pagina Alertas resueltas. De forma predeterminada, se
muestran las alertas resueltas que se activaron durante la ultima semana, y las alertas activadas mas
recientemente se muestran primero. Las alertas de esta pagina se mostraban previamente en la
pagina Alertas actuales o en una notificacion por correo electronico.

Resolved Alerts

Search and view alerts that have been resolved.

When triggered * Severity * Alertrule = Node
Last week v Filter by severity Filter by rule Filter by node
Name I Severity ©@ LT Time triggered™ Time resolved 11 Site /Node 11 Triggered values
Low installed node memory Data Center 1/
Critical 2 days ago a day ago Total RAM size: 8.37 GB
The amount of installed memory on a node is low o fhea el 128 DC1-52
Low installed node memory Data Center 1/
Critical 2 days ago a day ago Total RAM size: 8.37 GB
The amount of installed memory on a node is low. @ s Y=g 154 DC1-83
Low installed node memory Data Center 1/
Critical 2 days ago a day ago Total RAM size: 8:37 GB
The amount of installed memory on a node is low. @ o IR vag DC1-54

Low installed nod
ow installed node memory © Critical 2 daya ago a day ago Data Center 1/ | .0 RaM size: 8.37 GB

The ameount of installed memery on a node is low. DC1-ADM1

Low installed node memory Data Center 1/

The amount of installed memory on a node is low @ Giteal 2 days zgo aday ago DC1-ADM2 IS GG
Low installed node memory £ Data Center 1/ A
The amount of installed memory on a node is low @ citcal 2 days ago a day ago DC1-51 Total RAM size. 837 GB
2. Revise la informacion de la tabla.
Encabezado de columna Descripcion
Nombre El nombre de la alerta y su descripcion.
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Encabezado de columna Descripcion

Gravedad La gravedad de la alerta.

Critico 9: Existe una condicion anormal que
ha detenido las operaciones normales de un
nodo StorageGRID o servicio. Debe abordar el
problema subyacente de inmediato. Se pueden
producir interrupciones del servicio y pérdida de
datos si no se resuelve el problema.

Mayor G: Existe una condicion anormal que
afecta a las operaciones actuales o se acerca al
umbral de una alerta critica. Debe investigar las
alertas principales y solucionar cualquier
problema subyacente para garantizar que esta
condicién no detenga el funcionamiento normal
de un nodo o servicio de StorageGRID.

Menor : El sistema funciona normalmente,
pero existe una condicién anormal que podria
afectar la capacidad de funcionamiento del
sistema si continda. Debera supervisar y
resolver las alertas menores que no se
despicen por si mismas para asegurarse de que
no provoquen un problema mas grave.

Tiempo activado ¢,Cuanto tiempo hace que se activé la alerta?

Tiempo resuelto Hace cuanto tiempo se resolvio la alerta.

Sitio/nodo El nombre del sitio y del nodo donde se produjo la
alerta.

Valores activados El valor de la métrica que provoco el activacién de

la alerta. En el caso de algunas alertas, se
muestran valores adicionales que le ayudaran a
comprender e investigar la alerta. Por ejemplo, los
valores mostrados para una alerta
almacenamiento de datos de objeto bajo
incluyen el porcentaje de espacio en disco utilizado,
la cantidad total de espacio en disco y la cantidad
de espacio en disco utilizado.

3. Para ordenar la lista completa de alertas resueltas, haga clic en las flechas arriba/abajo | en cada
encabezado de columna.

Por ejemplo, es posible que desee ordenar las alertas resueltas por Sitio/nodo para ver las alertas que
afectan a un nodo especifico.

4. Opcionalmente, puede filtrar la lista de alertas resueltas utilizando los menus desplegables de la parte



superior de la tabla.
a. Seleccione un periodo de tiempo en el menu desplegable cuando se activé para mostrar alertas
resueltas en funcion de cuanto tiempo se activaron.

Puede buscar alertas que se hayan activado en los siguientes periodos de tiempo:

« Ultima hora

= Ultimo dia

« Ultima semana (vista predeterminada)
= El mes pasado

= Cualquier periodo de tiempo

= Personalizado (permite especificar la fecha de inicio y la fecha de finalizacién del periodo de
tiempo)

b. Seleccione una o mas gravedades en el menu desplegable severidad para filtrar las alertas resueltas
de una gravedad especifica.

c. Seleccione una o mas reglas de alerta predeterminadas o personalizadas en el menu desplegable
Regla de alerta para filtrar las alertas resueltas relacionadas con una regla de alerta especifica.

d. Seleccione uno o mas nodos en el menu desplegable Node para filtrar las alertas resueltas
relacionadas con un nodo especifico.

e. Haga clic en Buscar.

5. Para ver los detalles de una alerta resuelta especifica, seleccione la alerta en la tabla.

Se muestra un cuadro de dialogo de la alerta. Consulte Ver una alerta especifica.

Ver una alerta especifica

Puede ver informacién detallada sobre una alerta que afecta actualmente al sistema
StorageGRID o una alerta que se ha resuelto. Los detalles incluyen acciones correctivas
recomendadas, la hora en que se activo la alerta y el valor actual de las métricas
relacionadas con esta alerta.

Opcionalmente, puede hacerlo silenciar una alerta actual o. actualice la regla de alerta.

Lo que necesitara
* Ha iniciado sesion en Grid Manager mediante un navegador web compatible.

Pasos

1. Realice una de las siguientes acciones, segun si desea ver una alerta actual o resuelta:

10
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Encabezado de columna Descripcion

Alerta actual * En el panel Estado del Panel, haga clic en el enlace Alertas
actuales. Este enlace aparece solo si al menos una alerta esta
activa en ese momento. Este enlace se oculta si no hay alertas
actuales o si se han silenciado todas las alertas actuales.

» Seleccione ALERTS > Current.

* En la pagina NODES, seleccione la ficha Overview para un nodo
que tenga un icono de alerta. A continuacion, en la seccion
Alertas, haga clic en el nombre de alerta.

Alerta resuelta * En el panel Estado del Panel, haga clic en el enlace Alertas
resueltas recientemente. (Este enlace aparece solo si se han
activado una o varias alertas de la ultima semana y ahora se han
resuelto. Este enlace esta oculto si no se ha activado ninguna
alerta ni se ha resuelto en la ultima semana.)

» Seleccione ALERTS > Resolved.

2. Segun sea necesario, expanda un grupo de alertas y seleccione la alerta que desee ver.

@ Seleccione la alerta, no el encabezado de un grupo de alertas.
+ Low installed node memo a day ago (newest)
) v ) € 3 Critical Ve [, o 8 Active
The amount of installed memory on a node is low. adayago  (oldest)
Low i lled nods
ou |ns§ %je rlm — . € Critical  a day ago Data Center 2 / DC2-51-99-56 Active Total RAM size: 8.38 GB
The amdw.dt of installed memory on a node is low.

Se muestra un cuadro de dialogo con los detalles de la alerta seleccionada.

Low installed node memory

The amount of installed memory on a node is low. Status
Active (silence this alert (§ )

Recommended actions

Site / Node
Increase the amount of RAM available to the virtual machine or Linux host. Check Data Center 2 / DC2-51-99-56
the thresheld value for the major alert to determine the default minimum requirement .
for a StorageGRID node. Severity
€3 Critical
See the instructions for your platform:
) ) Total RAM size
« VYMware installation 838 GB
» Red Hat Enterprise Linux or CentOS installation
Condition
* Ubuntu or Debian installation View conditions | Edit rule (%

Time triggered
2019-07-1517:07:41 MDT (2079-07-15 23:07:41 UTC)

Close

3. Revise los detalles de la alerta.
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Informacion

title

primer parrafo

Acciones recomendadas

Tiempo activado

Tiempo resuelto

Estado

Sitio/nodo

Gravedad

valores de datos

Descripcion

El nombre de la alerta.

La descripcion de la alerta.

Las acciones recomendadas para esta alerta.

Fecha y hora en la que se activé la alerta en la hora local y en UTC.

Solo para alertas resueltas, la fecha y la hora en que se resolvio la
alerta en la hora local y en UTC.

El estado de la alerta: Activo, silenciado o resuelto.
El nombre del sitio y el nodo afectados por la alerta.

La gravedad de la alerta.

Critico Q: Existe una condicion anormal que ha detenido las
operaciones normales de un nodo StorageGRID o servicio. Debe
abordar el problema subyacente de inmediato. Se pueden
producir interrupciones del servicio y pérdida de datos si no se
resuelve el problema.

Mayor G: Existe una condicion anormal que afecta a las
operaciones actuales o se acerca al umbral de una alerta critica.
Debe investigar las alertas principales y solucionar cualquier
problema subyacente para garantizar que esta condicion no
detenga el funcionamiento normal de un nodo o servicio de
StorageGRID.

Menor : El sistema funciona normalmente, pero existe una
condicion anormal que podria afectar la capacidad de
funcionamiento del sistema si continda. Debera supervisar y
resolver las alertas menores que no se despicen por si mismas
para asegurarse de que no provoquen un problema mas grave.

El valor actual de la métrica de esta alerta. En el caso de algunas
alertas, se muestran valores adicionales que le ayudaran a
comprender e investigar la alerta. Por ejemplo, los valores mostrados
para una alerta almacenamiento de metadatos bajo incluyen el
porcentaje de espacio en disco utilizado, la cantidad total de espacio
en disco y la cantidad de espacio en disco utilizado.

4. De forma opcional, haga clic en silenciar esta alerta para silenciar la regla de alerta que provoco la

activacion de esta alerta.

Para silenciar una regla de alerta, debe tener el permiso Administrar alertas o acceso raiz.
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Tenga cuidado al decidir silenciar una regla de alerta. Si se silencia una regla de alerta, es
posible que no detecte un problema subyacente hasta que impida que se complete una
operacion critica.

5. Para ver las condiciones actuales de la regla de alerta:
a. En los detalles de la alerta, haga clic en Ver condiciones.

Aparece una ventana emergente que muestra la expresion Prometheus de cada gravedad definida.

y Low installed node memory

I View conditions | Edit rule (&
ME]DF node_memory_MemTotial bytes <4 24083802900

Critical node_memory_MemTotal bytes < 12ePe@eeees

a. Para cerrar la ventana emergente, haga clic en cualquier lugar fuera de la ventana emergente.

6. De forma opcional, haga clic en Editar regla para editar la regla de alerta que provoco la activacion de
esta alerta:

Para editar una regla de alerta, debe tener el permiso Administrar alertas o acceso raiz.

Tenga cuidado al decidir editar una regla de alerta. Si cambia los valores de activacion, es
posible que no detecte un problema subyacente hasta que no se complete una operacién
crucial.

7. Para cerrar los detalles de la alerta, haga clic en Cerrar.

Ver alarmas heredadas

Las alarmas (sistema heredado) se activan cuando los atributos del sistema alcanzan los
valores de umbral de alarma. Puede ver las alarmas activas actualmente desde la pagina
Alarmas actuales.

@ Aunque el sistema de alarma heredado sigue siendo compatible, el sistema de alerta ofrece
importantes ventajas y es mas facil de usar.

Lo que necesitara

* Debe iniciar sesion en Grid Manager mediante un navegador web compatible.

Pasos
1. Seleccione SUPPORT > Alarms (Legacy) > Current Alarms.
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2.

3.

14

The alarm system is the legacy system. The alert system offers significant benefits and is easier to use. See Managing alerts and
alarms in the instructions for monitering and troubleshooting StorageGRID

Current Alarms
Last Refreshed: 2020-05-27 09:41:38 MDT

|| show Acknowledged Alarms {1-10of1)
’5 i'i l 2 = , o s - e - :l___ : l-... . = = -

a,

Show | 50 ¥ | Records Per Pags | Refresh |

El icono de alarma indica la gravedad de cada alarma de la siguiente manera:

Color Gravedad de Significado
alarma
- Amarillo Aviso El nodo esta conectado a la cuadricula, pero existe

una condicion poco habitual que no afecta a las
operaciones normales.

Naranja claro Menor El nodo esta conectado a la cuadricula, pero existe
una condicion anormal que podria afectar al
funcionamiento en el futuro. Debe investigar para
evitar el escalado.

n Naranja oscuro Importante El nodo esta conectado a la cuadricula, pero existe
una condicion anormal que afecta actualmente al
funcionamiento. Esto requiere atencion inmediata
para evitar un escalado.

a Rojo Critico El nodo esté conectado a la cuadricula, pero existe
una condicion anormal que ha detenido las
operaciones normales. Debe abordar el problema
de inmediato.

Para obtener informacion acerca del atributo que provoco la activacion de la alarma, haga clic con el botén
secundario del ratén en el nombre del atributo de la tabla.

Para ver detalles adicionales acerca de una alarma, haga clic en el nombre del servicio en la tabla.

Aparece la ficha Alarmas para el servicio seleccionado (SUPPORT > Tools > Topologia de cuadricula >
nodo de cuadricula > Servicio > Alarmas).



Overview | Alarms ‘\,J Reports ‘ Configuration

Kain Hisfory

& > . L
Alarms: ARC (DC1-ARC1) - Replication
v Updated: 2019—05—241::1:46:48 MOT ) P

Severity Attribute Description Alarm Time Trigger Value  Current Value Acknowledge Time Acknowledge

D Reision ey Unevgae WOT o Uomgne Onedase
Apply Changes *

4. Si desea borrar el numero de alarmas actuales, puede realizar lo siguiente de forma opcional:

o Reconozca la alarma. Una alarma confirmada ya no se incluye en el recuento de alarmas heredadas,
a menos que se active en el siguiente nivel de gravedad o se resuelva y se vuelva a producir.

> Desactive una alarma predeterminada o Global Custom particular para todo el sistema para evitar que
se active de nuevo.

Informacion relacionada

Referencia de alarmas (sistema heredado)
Confirmar alarmas actuales (sistema heredado)

Desactivar alarmas (sistema heredado)

Supervise la capacidad de almacenamiento

Supervise el espacio total utilizable disponible para garantizar que el sistema
StorageGRID no se quede sin espacio de almacenamiento para objetos o para
metadatos de objetos.

StorageGRID almacena datos de objetos y metadatos de objetos por separado y reserva una cantidad
especifica de espacio para una base de datos Cassandra distribuida que contiene metadatos de objetos.
Supervise la cantidad total de espacio consumido por los objetos y los metadatos del objeto, asi como las
tendencias de la cantidad de espacio consumido por cada uno. Esto le permitira planificar con antelacion la
adicion de nodos y evitar cualquier interrupcion del servicio.

Puede hacerlo ver informacion sobre la capacidad de almacenamiento Para todo el grid, para cada sitio y para
cada nodo de almacenamiento de su sistema StorageGRID.

Supervise la capacidad de almacenamiento de todo el grid

Debe supervisar la capacidad de almacenamiento general de su grid para garantizar que el espacio libre
adecuado permanece para los datos de objetos y los metadatos de objetos. Comprender los cambios en la
capacidad de almacenamiento a lo largo del tiempo puede ayudarle a afiadir nodos de almacenamiento o
volumenes de almacenamiento antes de consumir la capacidad de almacenamiento utilizable del grid.

Lo que necesitara
Ha iniciado sesién en Grid Manager mediante un navegador web compatible.

Acerca de esta tarea
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La consola de Grid Manager permite evaluar rapidamente cuanto almacenamiento hay disponible para todo el
grid y para cada centro de datos. La pagina nodos proporciona valores mas detallados para los datos de

objetos y los metadatos de objetos.

Pasos
1. Evaluar cuanto almacenamiento hay disponible para todo el grid y para cada centro de datos.

a. Seleccione Panel.

b. En el panel almacenamiento disponible, anote el resumen general de la capacidad de almacenamiento
libre y utilizada.

@ El resumen no incluye medios de archivado.
Available Storage @
Overall =
DataCenter1 &3
102.9 TB DataCenterz &
Free

a. Coloque el cursor sobre las secciones de capacidad libre o utilizada del grafico para ver exactamente
cuanto espacio esta libre o utilizado.
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% M Used 80.07 GB

b. En el caso de grids multisitio, revise el grafico de cada centro de datos.
¢. Haga clic en el icono del grafico ,li en el grafico general o de un centro de datos individual para ver un
grafico donde se muestra el uso de la capacidad a lo largo del tiempo.

Grafico que muestra el porcentaje de capacidad de almacenamiento utilizada (%) frente a Hora
aparece.

2. Determine cuanto almacenamiento se ha usado y cuanto almacenamiento queda disponible para los datos
de objetos y los metadatos de objetos.
a. Seleccione NODES.

b. Seleccione grid > almacenamiento.

StorageGRID Deployment (Grid) & X

Network Storage Objects ILM Load balancer

1 hour 1day 1 week 1 month Custom

Storage used - object data @ Storage used - object metadata @

100% 100%
75% 7%
0% a0%
25% 25%
0% 0%
11:50 12:00 1210 12:20 12:30 12:40 11:50 12:00 1210 12:20 12:30 12:40
w Lsed (%) = Used (%)

c. Pase el cursor por los graficos almacenamiento usado - datos de objeto y almacenamiento usado
- metadatos de objetos para ver cuanto almacenamiento de objetos y almacenamiento de metadatos
de objetos esta disponible para toda la cuadricula y cuanto se ha utilizado a lo largo del tiempo.

@ Los valores totales de un sitio o de la cuadricula no incluyen los nodos sin especificar
métricas durante al menos cinco minutos, como los nodos sin conexion.

3. Planifique realizar una ampliacion para afiadir nodos de almacenamiento o volumenes de almacenamiento
antes de consumir la capacidad de almacenamiento utilizable del grid.
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Al planificar los plazos de una expansion, tenga en cuenta cuanto tiempo se necesitara para adquirir e
instalar almacenamiento adicional.

Si su politica de ILM utiliza la codificaciéon de borrado, quizas prefiera ampliar cuando los
@ nodos de almacenamiento existentes estén aproximadamente un 70 % llenos para reducir
el numero de nodos que debe afadirse.

Si quiere mas informacion sobre la planificacion de una expansion del almacenamiento, consulte
Instrucciones para ampliar StorageGRID.

Supervise la capacidad de almacenamiento para cada nodo de almacenamiento

Supervise el espacio utilizable total de cada nodo de almacenamiento para garantizar que el nodo tenga
suficiente espacio para los datos de objetos nuevos.

Lo que necesitara
* Ha iniciado sesion en Grid Manager mediante un navegador web compatible.

Acerca de esta tarea

El espacio util es la cantidad de espacio de almacenamiento disponible para almacenar objetos. El espacio util
total de un nodo de almacenamiento se calcula sumando el espacio disponible en todos los almacenes de
objetos del nodo.

Object Store 0 Object Store 1 Object Store 2
Usable
Space 0
Usable
Usable Space 2
Space 1
Consumed
Storage
Consumed
Consumed Storage

Storage

Total Usable Space = Usable Space 0 + Usable Space 1 + Usable Space 2

Pasos
1. Seleccione NODES > Storage Node > Storage.

Aparecen los graficos y las tablas del nodo.
2. Pase el cursor sobre el grafico Storage used - object data.

Se muestran los siguientes valores:
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o

Usado (%): El porcentaje del espacio util total que se ha utilizado para datos de objeto.

o

Utilizado: La cantidad de espacio util total que se ha utilizado para los datos de objeto.

o

Datos replicados: Estimacion de la cantidad de datos de objetos replicados en este nodo, sitio 0
cuadricula.

o

Datos codificados por borrado: Estimacion de la cantidad de datos de objetos codificados por
borrado en este nodo, sitio o cuadricula.

o

Total: La cantidad total de espacio utilizable en este nodo, sitio o cuadricula. El valor utilizado es
storagegrid storage utilization data bytes métrico.

Storage Used - Object Data @

100.00%
75.00%
2021-03-13 14:45:30
S0.00%
= Used (%) 0.00%
AEATE Used: 17112 kB
25.00%
Replicated data: 17112 kB
- A4 = Erasure-coded data; 0B
% 9430 1440 14 = Totak 310.81 GB
== |lged (%)

3. Revise los valores disponibles en las tablas Volumes y Object store, debajo de los graficos.

@ Para ver graficos de estos valores, haga clic en los iconos del grafico i En las columnas
disponibles.



Disk devices
Hame € = World Wide Name 8@ = Woload @ = Read rate @ writerste @ =
croot{8:1 =dal) MR 0.04% Obytes/= IKBfs
cwloc(8:2 sdal) Ml 0.6T% Obytes/s 50 K8/s
scc{8:16,5db) MR 0.03% Obytess 4 KB/=
sehd (8:32,5dc) M8 0.00% 0 bytes/s 82 bytes/=s
sdheid:48 sdd) M 000k 0 bytes/s 82 bytes/s
Volumes
Mount peint @ = mevice @ = swas @ 2 sie @ = Avallabie @ = Write cache status @ =
croot Oniline 21.00GB 147568 1l Unknown
fvarflocal cwlac Oriline 85.86 GB 840568 1l Unknown
Jvarflocal/rangedb /0 sdc Online 107,32 GB 1w7i7ce il Enabled
Ivaeflocalfrangedb/1 sdd Online 107.32GB 107186E 1l Enabled
Ivar/localfrangedb/2 sde Online 107.32GB wr.iece al Enabled
Object stores
D& = Sie @ = Avatzble @ = Replicated data § = ECdata @ = Dhbject data () @ = Health @ =
LealtE 10732 GB o644 GE 1l 124 60 KB 1, o bytes 1l 0.00% Mo Errors
ool 107.32 GB 1wr1ece 1l D bytes gl 0 bytes . 0.00% Mo Errors
opo2 107.32 GB w7.18Ge |l 0 bytes il O bytes 1l 0.00% Mo Errdirs

4. Supervise los valores a lo largo del tiempo para estimar la tasa a la que se esta consumiendo el espacio
de almacenamiento util.

5. Para mantener las operaciones del sistema normales, afiada nodos de almacenamiento, anada
volumenes de almacenamiento o datos de objetos de archivado antes de consumir el espacio util.

Al planificar los plazos de una expansion, tenga en cuenta cuanto tiempo se necesitara para adquirir e
instalar almacenamiento adicional.

Si su politica de ILM utiliza la codificaciéon de borrado, quizas prefiera ampliar cuando los
(D nodos de almacenamiento existentes estén aproximadamente un 70 % llenos para reducir
el nimero de nodos que debe afiadirse.

Si quiere mas informacion sobre la planificacion de una expansién del almacenamiento, consulte
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Instrucciones para ampliar StorageGRID.

La Almacenamiento de datos de objetos bajo La alerta se activa cuando queda espacio insuficiente
para almacenar datos de objeto en un nodo de almacenamiento.

Supervise la capacidad de metadatos de los objetos para cada nodo de
almacenamiento

Supervisar el uso de metadatos de cada nodo de almacenamiento para garantizar que sigue estando
disponible un espacio adecuado para las operaciones esenciales de la base de datos. Es necesario afadir
nodos de almacenamiento nuevos en cada sitio antes de que los metadatos del objeto superen el 100 % del
espacio de metadatos permitido.

Lo que necesitara
* Ha iniciado sesion en Grid Manager mediante un navegador web compatible.

Acerca de esta tarea

StorageGRID mantiene tres copias de metadatos de objetos en cada sitio para proporcionar redundancia y
proteger los metadatos de objetos de la pérdida. Las tres copias se distribuyen uniformemente por todos los
nodos de almacenamiento de cada sitio, utilizando el espacio reservado para los metadatos en el volumen de
almacenamiento 0 de cada nodo de almacenamiento.

En algunos casos, la capacidad de metadatos de objetos del grid puede consumirse con mayor rapidez que la
capacidad de almacenamiento de objetos. Por ejemplo, si normalmente ingiere grandes cantidades de objetos
pequefios, es posible que deba anadir nodos de almacenamiento para aumentar la capacidad de metadatos
aunque siga habiendo suficiente capacidad de almacenamiento de objetos.

Algunos de los factores que pueden aumentar el uso de metadatos son el tamarfio y la cantidad de metadatos
y etiquetas de usuario, el numero total de partes en una carga de varias partes y la frecuencia de los cambios
en las ubicaciones de almacenamiento de ILM.
Pasos

1. Seleccione NODES > Storage Node > Storage.

2. Pase el cursor sobre el grafico almacenamiento usado - metadatos de objetos para ver los valores de un
momento especifico.

Storage Used - Object Metadata @

100.00%
T5.00%
2020-08-04 14:58:00

50.00%
= Used {%): 0.00%
I Uised: 539.45kB
I Allowed: 13278
= Aciual reserved: 300TB

0%

14.50 15:00 15:10 15:20 15:30 15:40
me | ged (%
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Valor Descripcion Métrica Prometheus

Utilizado (%) El porcentaje de espacio de metadatos permitido storagegrid storage utili
que se utilizo en este nodo de almacenamiento. zation metadata bytes/

storagegrid storage utili

zation metadata allowed b

ytes
Utilizado Los bytes del espacio de metadatos permitido que  storagegrid storage utili
se usaron en este nodo de almacenamiento. zation metadata bytes
Permitido El espacio permitido para los metadatos de objetos storagegrid storage utili
en este nodo de almacenamiento. Para saber cdmo zation metadata allowed b
determina este valor para cada nodo de ytes
almacenamiento, consulte Instrucciones para
administrar StorageGRID.
Reservado real El espacio real reservado para los metadatos en Metric se anadira en una version

este nodo de almacenamiento. Incluye el espacio futura.
permitido y el espacio necesario para las

operaciones esenciales de metadatos. Para saber

coémo se calcula este valor para cada nodo de
almacenamiento, consulte Instrucciones para

administrar StorageGRID.

@ Los valores totales de un sitio o de la cuadricula no incluyen los nodos sin especificar
métricas durante al menos cinco minutos, como los nodos sin conexion.

3. Si el valor usado (%) es 70% o superior, expanda su sistema StorageGRID anadiendo nodos de
almacenamiento a cada sitio.

La alerta almacenamiento de metadatos bajo se activa cuando el valor usado (%)
@ alcanza ciertos umbrales. Los resultados no deseables se pueden producir si los metadatos
de objetos utilizan mas del 100% del espacio permitido.

Cuando se afaden los nodos nuevos, el sistema reequilibra automaticamente los metadatos de objetos en
todos los nodos de almacenamiento del sitio. Consulte Instrucciones para ampliar un sistema
StorageGRID.

Supervise la gestion del ciclo de vida de la informacién

El sistema de gestion del ciclo de vida de la informacion (ILM) proporciona gestion de
datos para todos los objetos almacenados en el grid. Debe supervisar las operaciones de
ILM para comprender si el grid puede gestionar la carga actual o si se necesitan mas
recursos.

Lo que necesitara
Debe iniciar sesiéon en Grid Manager mediante un navegador web compatible.
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Acerca de esta tarea

El sistema StorageGRID gestiona los objetos aplicando la politica activa de ILM. La politica de ILM y las reglas
asociadas determinan cuantas copias se realizan, el tipo de copias que se crean, donde se colocan las copias
y el periodo de tiempo que se conserva cada copia.

El procesamiento de objetos y otras actividades relacionadas con objetos puede superar la velocidad a la que
StorageGRID puede evaluar ILM, lo que provoca que el sistema ponga en cola objetos cuyas instrucciones de
ubicacion de ILM no se puedan completar practicamente en tiempo real. Puede controlar si StorageGRID esta
siguiendo las acciones del cliente creando una entrada en el atributo esperando - cliente.

Para crear un grafico de este atributo:

1. Inicie sesion en Grid Manager.

2. En el panel de control, busque la entrada esperando - Cliente en el panel Administracién del ciclo de vida
de la informacién (ILM).

3. Haga clic en el icono del grafico .
El grafico de ejemplo muestra una situacion en la que el numero de objetos que esperan la evaluacion de ILM

aumento temporalmente de manera insostenible y luego disminuyé finalmente. Esta tendencia indica que el
ILM no se cumplié temporalmente casi en tiempo real.

Awaiting - Client vs Time
2018403-26 12:15:00 JST to 201803-26 13:00:00 ST

90,000+

T

80,0004

70.0004
60.000+

50.0007
40,000+
30,000+

Awaiting - Client Ay

20.000

10.0004

0

I | I I | | | l I
12158 12:20 12-258 12:30 12:35 12:40 1245 12:50 12:85 13:00
Time (minutes)

Picos temporales en el grafico esperando: Se espera que el cliente. Pero si el valor que se muestra en el
grafico sigue aumentando y nunca se reduce, el grid requiere mas recursos para funcionar de forma eficiente:
Mas nodos de almacenamiento o, si la politica de ILM coloca objetos en ubicaciones remotas, mas ancho de
banda de red.

Puede investigar mas a fondo las colas de ILM mediante la pagina NODES.

Pasos
1. Seleccione NODES.

2. Seleccione grid name > ILM.

3. Pase el cursor sobre el grafico de la cola de ILM para ver el valor de los siguientes atributos en un
momento especifico:
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> Objetos en cola (desde operaciones de cliente): El numero total de objetos que esperan la
evaluacion de ILM debido a operaciones de cliente (por ejemplo, procesamiento).

> Objetos en cola (de todas las operaciones): El nimero total de objetos que esperan la evaluacion
de ILM.

> Velocidad de exploracion (objetos/seg.): Velocidad a la que se escanean los objetos de la
cuadricula y se colocan en cola para ILM.

> Tasa de evaluacion (objetos/s): La velocidad actual a la que se evallan los objetos en comparacion
con la politica ILM de la cuadricula.

4. En la seccion ILM Queue, observe los siguientes atributos.

@ La seccion ILM Queue se incluye solo para el grid. Esta informacién no se muestra en la
pestana ILM para un sitio o nodo de almacenamiento.

o Periodo de exploracion - estimado: El tiempo estimado para completar una exploracién completa de
ILM de todos los objetos.

@ Un analisis completo no garantiza que se haya aplicado ILM a todos los objetos.

> Intento de reparacion: El numero total de operaciones de reparacion de objetos para los datos
replicados que se han intentado realizar. Este nimero aumenta cada vez que un nodo de
almacenamiento intenta reparar un objeto de riesgo alto. Si el Grid esta ocupado, se da prioridad a las
reparaciones de ILM de alto riesgo.

@ La misma reparacion de objeto puede volver a incrementarse si la replicacion ha fallado
después de la reparacion.

Estos atributos pueden ser Utiles cuando se supervisa el progreso de la recuperacion de volumen del nodo
de almacenamiento. Si el nimero de reparaciones intentadas ha dejado de aumentar y se ha completado
un analisis completo, es probable que la reparacion haya finalizado.

Supervisar las conexiones de red y el rendimiento

Los nodos de red deben poder comunicarse entre si para permitir que la red funcione. La
integridad de la red entre los nodos y los sitios, y el ancho de banda de la red entre los
sitios, son fundamentales para lograr operaciones eficientes.

Lo que necesitara
* Debe iniciar sesién en Grid Manager mediante un navegador web compatible.

» Debe tener permisos de acceso especificos.

La conectividad de red y el ancho de banda son especialmente importantes si la politica de gestion del ciclo
de vida de la informacién (ILM) copia los objetos replicados entre sitios o almacena objetos codificados con
borrado mediante un esquema que proporciona proteccion contra pérdida de sitio. Si la red entre sitios no esta
disponible, la latencia de la red es demasiado alta o el ancho de banda de la red es insuficiente, es posible
que algunas reglas de ILM no puedan colocar objetos donde se espera. Esto puede dar lugar a fallos de
procesamiento (cuando se selecciona la opcion de ingesta estricta para las reglas de ILM), o simplemente a
un rendimiento de procesamiento deficiente y retrasos de ILM.

Puede utilizar Grid Manager para supervisar la conectividad y el rendimiento de la red, de forma que pueda
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resolver cualquier problema con la mayor brevedad posible.

Ademas, considere la posibilidad de crear politicas de clasificacion del trafico de red para proporcionar
supervision y limitacion del trafico relacionado con inquilinos, bloques, subredes o extremos de equilibrador de
carga especificos. Consulte Instrucciones para administrar StorageGRID.

Pasos
1. Seleccione NODES.

Aparece la pagina Nodes. Cada nodo de la cuadricula se muestra en formato de tabla.

M NetApp | StorageGRID Grid Manager earch by page titl Q @v ARootv

DASHBOARD

ALERTS v

Nodes

TENANTS N
View the list and status of sites and grid nodes.

LM

Q Total node count: 14
CONFIGURATION
”~
Name = Type = Objectdataused €@ =  Object metadataused @ = CPUusage @ =
MAINTENANCE
SUPPORT StorageGRID Deployment Grid 0% 0%
Data Center 1 Site 0% 0%
DC1-ADM1 Primary Admin Node 5%
DC1-ARCL Archive Node 49
DC1-G1 Gateway Node 2%
DC1-51 Storage Node 0% 0% 12%
DC1-52 Storage Node 0% 0% 10%

I i e s T R e PSPPSR

2. Seleccione el nombre de la cuadricula, un sitio especifico del centro de datos o un nodo de la cuadricula vy,
a continuacion, seleccione la ficha Red.

El grafico de trafico de red proporciona un resumen del trafico general de red para la cuadricula en su
conjunto, el sitio del centro de datos o para el nodo.
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1 hour 1day 1 week 1 month Custom
Network traffic @
650 kb/'s
600 kb/s
550 kb/s
500 kb/s =) = = ==
450 kb/s
10:10 10:15 10:20 10:25 10:30 10:35 10:40 10:45 10:50 10:55 1:00 11.05
== Received Sent

a. Si ha seleccionado un nodo de cuadricula, desplacese hacia abajo para revisar la seccion interfaces
de red de la pagina.

Network interfaces

Name @ = Hardware address @ = Speed @ Duplex @ = Auto-negotiation @ 2 Link status @ =

etho 00:50:56:A7:66:75 10 Gigabit Full Off Up

b. Para nodos de cuadricula, desplacese hacia abajo para revisar la seccion Comunicacion de red de la
pagina.

Las tablas de recepcion y transmision muestran cuantos bytes y paquetes se han recibido y enviado a
través de cada red, asi como otras métricas de recepcion y transmision.

Network communication
Receive
Interface @ 2 Data @ =2 Packets @ = Errors @ % Dropped @ = Frameoverruns @ < Frames @ =
etho 2.89GB 1l 19,421,503 1l 0l 24,032 1L 0 1l 0 1l
Transmit
Interface @ = Data @ = Packets @ = Errors @ = Dropped @ 2 Collisions @ = Carrier @ =
etho 3.64GB 1k 18,494,381 1l 0 1L 0 1l 0 1k o il

3. Utilice las métricas asociadas a las directivas de clasificacion del trafico para supervisar el trafico de red.
a. Seleccione CONFIGURACION > Red > Clasificacion de trafico.

Aparece la pagina Directivas de clasificacion del trafico y las directivas existentes se muestran en la
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tabla.

Traffic Classification Policies

Traffic classificafion policies can be used to identify network traffic for metrics reporting and opfional traffic limifing.

|4 Create || # Edit| [ % Remove| | .y Metrics |

Name Description 1D
ERP Traffic Control Manage ERP traffic into the grid cd9afbc7-pB5e-4208-D6fE-TedaTde2c574
*  Fabric Pools Monitor Fabric Pools 223blchb-6965-4646-b32d-7665bddc894D

Displaying 2 traffic.classification policies.

b. Para ver graficos que muestran las métricas de red asociadas a una directiva, seleccione el botén de
opcion situado a la izquierda de la directiva y, a continuacion, haga clic en métricas.

c. Revise los graficos para comprender el trafico de red asociado a la directiva.
Si una directiva de clasificacion de trafico esta disefiada para limitar el trafico de red, analice la

frecuencia con la que el trafico es limitado y decida si la directiva continua satisfaciendo sus
necesidades. De vez en cuando, ajuste cada directiva de clasificacion del trafico segun sea necesario.

Para crear, editar o eliminar directivas de clasificacién de tréafico, consulte Instrucciones para administrar
StorageGRID.

Informacion relacionada

Abra la pestafia Network

Supervise los estados de conexion de los nodos

Supervise los recursos a nivel de nodo

Se deben supervisar los nodos de grid individuales para comprobar sus niveles de
utilizacién de recursos.

Lo que necesitara
* Debe iniciar sesién en Grid Manager mediante un navegador web compatible.

Acerca de esta tarea

Si los nodos estan sobrecargados de forma continua, es posible que se necesiten mas nodos para realizar
operaciones eficientes.

Pasos
1. Para ver informacioén sobre el uso de hardware de un nodo de grid:

a. En la pagina NODES, seleccione el nodo.

b. Seleccione la ficha hardware para visualizar graficos de utilizacion de CPU y uso de memoria.
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DC3-S3 (Storage Node) & X

Overview Hardware Network Storage Objects ILM Tasks
1 hour 1 day 1 week 1 month Custom
CPU utilization @ Memory usage @

35% 100%

30%
75%

25%

20% 50%

l

e T

e 0%
1400 1410 1420 1430 1440 1450 1400 1410 1420 1430 1440 1450

= Utilization (%) = Used (%)

c. Para mostrar un intervalo de tiempo diferente, seleccione uno de los controles situados encima del
grafico o grafico. Puede visualizar la informacion disponible para intervalos de 1 hora, 1 dia, 1 semana
o 1 mes. También puede establecer un intervalo personalizado, que le permite especificar intervalos de
fecha y hora.

d. Si el nodo esta alojado en un dispositivo de almacenamiento o un dispositivo de servicios, desplacese
hacia abajo para ver las tablas de los componentes. El estado de todos los componentes debe ser
"nominal". Investigue los componentes que tengan cualquier otro estado.

Informacion relacionada

Ver informacion sobre los nodos de almacenamiento de dispositivos

Consulte informacion sobre los nodos de administracion del dispositivo y los nodos de puerta de enlace

Supervise la actividad de los inquilinos

Toda la actividad del cliente esta asociada a una cuenta de inquilino. Puede usar el
administrador de grid para supervisar el uso del almacenamiento de un cliente o el trafico
de red, o bien puede usar el registro de auditorias o los paneles de Grafana para
recopilar informacion mas detallada sobre como estan usando StorageGRID los clientes.

Lo que necesitara

* Ha iniciado sesion en Grid Manager mediante un navegador web compatible.

 Tiene el permiso acceso raiz o Administrador.

Acerca de esta tarea

Los valores de espacio utilizado son estimados. Estas estimaciones se ven afectadas por el
tiempo de los ingests, la conectividad de red y el estado del nodo.

Pasos

1. Seleccione ARRENDATARIOS para revisar la cantidad de almacenamiento que utilizan todos los
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inquilinos.

El espacio logico utilizado, la utilizacion de cuota, la cuota y el recuento de objetos se muestran para cada
arrendatario. Si no se establece una cuota para un arrendatario, los campos de utilizacion de cuota y
cuota contienen un guién (—).

Tenants

View information for each tenant account. Depending on the timing of ingests, network connectivity, and node status, the usage data shown might be out of date.

To view more recent values, select the tenant name.

Export to CSY Search tenants by name or IC O\ Displaying5 results

Name @ = logicalspaceused @ =  Quotautilization @ = Quota € = Objectcount @ =  Signin/Copy URL @
Tenant 01 2.00GB 10%  20.00GB 100 <1 0
Tenant 02 85.00 GB 859 100.00 GB 500 4 [0
Tenant 03 500.00 TR 50%  1.00PB 10,000 = 0
Tenant 04 475.00TB 95% 500.00 TB 50,000 —)] rD
Tenant 05 5.00 6B 500 4 0

Puede iniciar sesion en una cuenta de inquilino seleccionando el vinculo de inicio de sesion —):| Enla
columna Iniciar sesiéon/Copiar URL de la tabla.

Puede copiar la direccion URL de la pagina de inicio de sesidén de un inquilino seleccionando el vinculo
Copiar URL |_|:| En la columna Iniciar sesion/Copiar URL de la tabla.

. Opcionalmente, seleccione Exportar a CSV para ver y exportar un archivo .csv que contenga los valores
de uso para todos los arrendatarios.

Se le solicitara que abra o guarde el . csv archivo.

El contenido de un archivo .csv tiene el siguiente ejemplo:

|Tenant ID Display Name Space Used (Bytes) Quota utilization (%) Quota (Bytes) ObjectCount Protocol
:bl2ﬁ598223?8459233&54 Tenant 01 2000000000 10 20000000000 100 53
?‘E!EES823411254?&53685 Tenant 02 85000000000 85 110000000 500 53
?635211455859?5585321 Tenant 03 60500000000 30 150000 10000 53
|;'442513&598?5698&5632 Tenant 04 4750000000 95 140000000 50000 S3
EE&SZISS?S*‘-IEESES 65123 Tenant 05 5000000000 Infinity 300 53

Puede abrir el archivo .csv en una aplicacion de hoja de célculo o utilizarlo en automatizacion.

. Para ver los detalles de un arrendatario especifico, incluidos los graficos de uso, seleccione el nombre de
cuenta de arrendatario en la pagina arrendatarios.
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30

Tenant 02

Tenant ID: 4103 1879 2208 5551 2180 1—|:| Quota utilization: 85%
Protocol: S3 Logical space used: 85.00 GB
Object count: 500 Quota: 100.00 GB
Bl ][

Space breakdown Allowed features

Bucket space consumption @
85.00 GB of 100.00 GB used

15.00 GB remaining |15%}.

0 25% 50% 75% 100%
bucket-0l @ bucket0z @ bucket03
Bucket details
Q

Name @ 3 Region @ = Spaceused @ % Objectcount @ 3

bucket-01 40.00 GB 250

bucket-02 30.00 GB 200

bucket-03 15.00 GB 50

> Descripcion general del inquilino

El area de descripcion general del inquilino contiene valores para el recuento de objetos, la utilizacion
de cuotas, el espacio légico utilizado y la configuracion de cuota.

o Desglose del espacio — consumo de espacio

La pestana Space Breakdown incluye valores para el consumo total de espacio en bloques (S3) o
contenedores (Swift), asi como el espacio usado y el recuento de objetos para cada bloque o
contenedor.

Si se ha establecido una cuota para este arrendatario, la cantidad de cuota utilizada y restante se
muestra en texto (por ejemplo, 85.00 GB of 100 GB used). Si no se ha establecido ninguna
cuota, el arrendatario tiene una cuota ilimitada y el texto incluye sélo una cantidad de espacio utilizado
(por ejemplo, 85.00 GB used). El grafico de barras muestra el porcentaje de cuota de cada
segmento o contenedor. Si el inquilino ha superado la cuota de almacenamiento en mas de un 1%y
en al menos 1 GB, el grafico muestra la cuota total y el exceso.

Puede colocar el cursor sobre el grafico de barras para ver el almacenamiento que utiliza cada
cucharon o contenedor. Puede colocar el cursor sobre el segmento de espacio libre para ver la
cantidad de cuota de almacenamiento restante.




Bucket space consumption @
£5.00 GB of 100.00 GB used

15.00 GB remaining (15%).

M bucket-01: 40.00 GB

0 25% 50% 75% 100%

bucket0l @ bucket02 @ bucket-03

La utilizacion de cuotas se basa en estimaciones internas y puede superarse en
algunos casos. Por ejemplo, StorageGRID comprueba la cuota cuando un inquilino
comienza a cargar objetos y rechaza nuevas busquedas si el inquilino ha superado la

@ cuota. Sin embargo, StorageGRID no tiene en cuenta el tamafio de la carga actual al
determinar si se ha superado la cuota. Si se eliminan objetos, es posible que se impida
temporalmente que un arrendatario cargue nuevos objetos hasta que se vuelva a
calcular la utilizacién de cuota. El calculo de la utilizacion de cuotas puede tardar 10
minutos 0 mas.

La utilizacién de cuota de un inquilino indica la cantidad total de datos de objeto que el

@ inquilino ha cargado a StorageGRID (tamafio l6gico). El uso de cuotas no representa el
espacio utilizado para almacenar copias de dichos objetos y sus metadatos (tamafio
fisico).

Puede activar la alerta * uso de cuota de inquilino alto* para determinar si los inquilinos

@ estan consumiendo sus cuotas. Si esta habilitada, esta alerta se activa cuando un inquilino
ha utilizado el 90% de su cuota. Para obtener mas informacion, consulte la referencia de
alertas.

- Desglose del espacio — Detalles del cucharén o del contenedor

La tabla Detalles del cucharon (S3) o Detalles del contenedor (Swift) enumera los cubos o
contenedores para el arrendatario. El espacio usado es la cantidad total de datos de objetos en el
bloque o contenedor. Este valor no representa el espacio de almacenamiento necesario para las
copias de ILM y los metadatos de objetos.

4. Opcionalmente, seleccione Exportar a CSV para ver y exportar un archivo .csv que contenga los valores
de uso para cada contenedor o bloque.

El contenido del archivo .csv de un inquilino S3 tiene el siguiente ejemplo:

Tenant 1D Bucket Mame Space Used (Bytes)  Number of Objects

64796966429038923647 bucket-01 88717711 14
64796966429038923647 bucket-02 21747507 11
64796966429038923647 bucket-03 15294070 3

Puede abrir el archivo .csv en una aplicacion de hoja de calculo o utilizarlo en automatizacion.

5. Si se han establecido directivas de clasificacion de trafico para un inquilino, revise el trafico de red para
ese arrendatario.

a. Seleccione CONFIGURACION > Red > Clasificacion de trafico.

Aparece la pagina Directivas de clasificacion del trafico y las directivas existentes se muestran en la
tabla.
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Traffic Classification Policies

Traffic classification policies can be used to identify nedwork tfraffic for metrics reporting and opfional traffic limiting.

Name Description 18]
ERP Traffic Conirol Manage ERP fraffic into the grid cd8afbcT-n8be-4208-D6f3-Teda79%e2c574
*  Fabric Pools Monitor Fabric Pools 223Di}cbD—ﬁﬁﬁ&—&-ﬁdﬁ—b&gd—?ﬁﬁﬁbﬂmg%

Displaying 2 trafiic classification policies.

a. Revise la lista de politicas para identificar las que se aplican a un arrendatario especifico.

b. Para ver las métricas asociadas a una directiva, seleccione el boton de opcién situado a la izquierda
de la directiva y, a continuacion, haga clic en métricas.

c¢. Analice los graficos para determinar con qué frecuencia la politica limita el trafico y si necesita ajustar
la politica.

Para crear, editar o eliminar directivas de clasificacion del trafico, consulte las instrucciones para
administrar StorageGRID.

6. De manera opcional, use el registro de auditoria para una supervisién mas granular de las actividades de
un inquilino.

Por ejemplo, puede supervisar los siguientes tipos de informacion:

o Operaciones especificas del cliente, como PUT, GET o DELETE
o Tamanos de objeto
o Laregla de ILM se aplica a los objetos
> La IP de origen de las solicitudes del cliente
Los registros de auditoria se escriben en archivos de texto que se pueden analizar con la herramienta

de analisis de registros que elija. Esto le permite comprender mejor las actividades de los clientes o
implementar modelos sofisticados de pago por uso y facturacion.

Consulte las instrucciones para comprender los mensajes de auditoria para obtener mas informacion.
7. De manera opcional, utilice las métricas de Prometheus para generar informes sobre la actividad de
inquilinos:

o En Grid Manager, seleccione SUPPORT > Tools > Metrics. Puede usar consolas existentes, como S3
Overview, para revisar las actividades del cliente.

Las herramientas disponibles en la pagina Metrics estan destinadas principalmente al
soporte técnico. Algunas funciones y elementos de menu de estas herramientas no son
intencionalmente funcionales.

> En la parte superior de Grid Manager, seleccione el icono de ayuda y seleccione Documentacion de
API. Puede utilizar las métricas de la seccion Métricas de la API de gestion de grid para crear reglas
de alerta y paneles personalizados para la actividad de inquilinos.

Informacioén relacionada

Referencia de alertas
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Revisar los registros de auditoria
Administre StorageGRID

Revisar las métricas de soporte

Supervise la capacidad de archivado

El sistema StorageGRID no permite supervisar directamente la capacidad de un sistema
de almacenamiento de archivado externo. Sin embargo, puede supervisar si el nodo de
archivado aun puede enviar datos de objeto al destino de archivado, lo que podria indicar
gue se necesita una ampliacién del medio de archivado.

Lo que necesitara

* Debe iniciar sesion en Grid Manager mediante un navegador web compatible.

* Debe tener permisos de acceso especificos.

Acerca de esta tarea
Puede supervisar el componente Store para comprobar si el nodo de archivado puede seguir enviando datos
de objeto al sistema de almacenamiento de archivado de destino. La alarma de fallos de almacenamiento
(ARVF) también puede indicar que el sistema de almacenamiento de archivado objetivo ha alcanzado la
capacidad y que ya no puede aceptar datos de objetos.
Pasos

1. Seleccione SUPPORT > Tools > Topologia de cuadricula.

2. Seleccione Archive Node > ARC> Descripcion general> Principal.

3. Compruebe los atributos Estado del almacén y Estado del almacén para confirmar que el componente
Tienda esta en linea sin errores.

| Overview \1 Alarms Reports Configuration

Main

Overview: ARC (DC1-ARC1-98-165) - ARC

Updated: 20150515 15:59:21 FOT
ARC State: Online 29
ARC Status: Nao Errors =
Tivoli Storage Manager State: Online 3?
Tivoli Storage Manager Status: No Errors = )
Store State: Online 3?
Store Status: Mo Errors =%
Retrieve State: Online 3?
Retrieve Status: Mo Errors =Y
Inbound Replication Status: Mo Errors 3?
Outbound Replication Status: Mo Errors =9

Un componente de almacén sin conexidn o uno con errores puede indicar que el sistema de
almacenamiento de archivado dirigido ya no puede aceptar datos de objetos porque ha alcanzado su
capacidad.
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Supervisar las operaciones de equilibrio de carga

Si esta utilizando un equilibrador de carga para gestionar las conexiones de cliente a
StorageGRID, debe supervisar las operaciones de equilibrio de carga después de
configurar el sistema inicialmente y después de realizar cualquier cambio de
configuracion o llevar a cabo una ampliacion.

Lo que necesitara
* Debe iniciar sesién en Grid Manager mediante un navegador web compatible.

* Debe tener permisos de acceso especificos.

Acerca de esta tarea

Puede utilizar el servicio Load Balancer en nodos de administracion o de puerta de enlace, un equilibrador de
carga de terceros externo o el servicio CLB en nodos de Gateway para distribuir solicitudes de cliente en
varios nodos de almacenamiento.

@ El servicio CLB esta obsoleto.

Después de configurar el equilibrio de carga, debe confirmar que las operaciones de ingesta y recuperacion
de objetos se encuentren distribuidas uniformemente en los nodos de almacenamiento. Las solicitudes
distribuidas de forma equitativa garantizan que StorageGRID sigue respondiendo a las solicitudes de los
clientes bajo carga y pueden ayudar a mantener el rendimiento del cliente.

Si configurd un grupo de alta disponibilidad de nodos de puerta de enlace o nodos de administracién en modo
de backup activo, solo un nodo del grupo distribuye de forma activa las solicitudes de cliente.

Consulte la seccion sobre la configuracion de conexiones de cliente en las instrucciones para administrar
StorageGRID.

Pasos

1. Silos clientes S3 o Swift se conectan mediante el servicio Load Balancer, compruebe que los nodos de
administracion o de puerta de enlace distribuyan de forma activa el trafico segun lo previsto:

a. Seleccione NODES.

b. Seleccione un nodo de puerta de enlace o un nodo de administrador.

c. En la ficha Descripcidon general, compruebe si una interfaz de nodo esta en un grupo ha y si la
interfaz de nodo tiene la funcion Master.

Los nodos con la funcién de nodo maestro y los nodos que no estan en un grupo de alta disponibilidad
deben distribuir activamente las solicitudes a los clientes.

d. Para cada nodo que deba distribuir activamente solicitudes de cliente, seleccione la pestafia Load
Balancer.

e. Revise el grafico de Load Balancer Request Traffic de la ultima semana para asegurarse de que el
nodo ha estado distribuyendo solicitudes de forma activa.

Los nodos de un grupo de alta disponibilidad de backup activo pueden asumir el rol de backup de vez
en cuando. Durante ese tiempo, los nodos no distribuyen las solicitudes del cliente.

f. Revise el grafico de la velocidad de solicitud entrante del equilibrador de carga de la ultima semana
para revisar el rendimiento del objeto del nodo.
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g. Repita estos pasos para cada nodo de administracion o nodo de puerta de enlace del sistema
StorageGRID.

h. De manera opcional, utilice las politicas de clasificacion de trafico para ver un desglose mas detallado
del trafico que presta el servicio Load Balancer.

2. Silos clientes S3 o Swift se conectan mediante el servicio CLB (obsoleto), realice las siguientes
comprobaciones:

a. Seleccione NODES.
b. Seleccione un nodo de puerta de enlace.
c. En la ficha Descripcién general, compruebe si una interfaz de nodo esta en un grupo hay sila

interfaz de nodo tiene la funcidon de Master.

Los nodos con la funcién de nodo maestro y los nodos que no estan en un grupo de alta disponibilidad
deben distribuir activamente las solicitudes a los clientes.

d. Para cada nodo de puerta de enlace que deberia distribuir activamente solicitudes de cliente,
seleccione SUPPORT > Tools > Topologia de cuadricula.

e. Seleccione Gateway Node > CLB > HTTP > Descripcion general > Principal.

f. Revise el numero de sesiones entrantes - establecidas para comprobar que el nodo de puerta de
enlace ha estado gestionando las solicitudes de forma activa.

3. Compruebe que estas solicitudes se distribuyen uniformemente en los nodos de almacenamiento.
a. Seleccione Storage Node > LDR > HTTP.
b. Revisar el numero de sesiones entrantes actualmente establecidas.

c. Repita esto para cada nodo de almacenamiento de la cuadricula.

El numero de sesiones debe ser aproximadamente igual en todos los nodos de almacenamiento.

Informacion relacionada
Administre StorageGRID

Vea la pestafia Load Balancer

Aplique correcciones urgentes o actualice el software si es
necesario

Si hay una revision o una nueva version del software StorageGRID disponible, debe
evaluar si la actualizacion es apropiada para su sistema e instalarla si es necesario.

Acerca de esta tarea

Las correcciones urgentes de StorageGRID contienen cambios de software que se pueden hacer disponibles
fuera de una funcién o una versién de revision. Los mismos cambios se incluyen en una version futura.

Pasos
1. Vaya a la pagina de descargas de NetApp para StorageGRID.

"Descargas de NetApp: StorageGRID"

2. Seleccione la flecha hacia abajo para el campo Tipo/Seleccionar version para ver una lista de las
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actualizaciones disponibles para descargar:
> Versiones de software de StorageGRID: 11.x.y
o * StorageGRID hotfix*: 11.x. y.z
3. Revise los cambios que se incluyen en la actualizacion:

a. Seleccione la version en el menu desplegable y haga clic en Ir.

b. Inicie sesion con el nombre de usuario y la contrasefia de su cuenta de NetApp.

c. Lea el contrato de licencia para usuario final, seleccione la casilla de verificacidon y, a continuacion,

seleccione Aceptar y continuar.

Aparece la pagina de descargas de la version seleccionada.

4. Obtenga informacién acerca de los cambios incluidos en la version de software o la revision.

o Para obtener una nueva version de software, consulte el tema «;Qué hay de nuevo?» en las
instrucciones para actualizar StorageGRID.

o Para una revision, descargue el archivo README para obtener un resumen de los cambios incluidos
en la revision.

5. Sidecide que se requiere una actualizacion de software, busque las instrucciones antes de continuar.

o Para una version de software nueva, siga cuidadosamente las instrucciones para actualizar
StorageGRID.

o Para una revision, busque el procedimiento de revisién en las instrucciones de recuperacion y
mantenimiento

Informacién relacionada
Actualizar el software de

Recuperacion y mantenimiento
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Informacién de copyright

Copyright © 2025 NetApp, Inc. Todos los derechos reservados. Imprimido en EE. UU. No se puede reproducir
este documento protegido por copyright ni parte del mismo de ninguna forma ni por ningin medio (grafico,
electrénico o mecanico, incluidas fotocopias, grabaciones o almacenamiento en un sistema de recuperacion
electrénico) sin la autorizacion previa y por escrito del propietario del copyright.

El software derivado del material de NetApp con copyright esta sujeto a la siguiente licencia y exencion de
responsabilidad:

ESTE SOFTWARE LO PROPORCIONA NETAPP «TAL CUAL» Y SIN NINGUNA GARANTIA EXPRESA O
IMPLICITA, INCLUYENDO, SIN LIMITAR, LAS GARANTIAS IMPLICITAS DE COMERCIALIZACION O
IDONEIDAD PARA UN FIN CONCRETO, CUYA RESPONSABILIDAD QUEDA EXIMIDA POR EL PRESENTE
DOCUMENTO. EN NINGUN CASO NETAPP SERA RESPONSABLE DE NINGUN DANO DIRECTO,
INDIRECTO, ESPECIAL, EJEMPLAR O RESULTANTE (INCLUYENDO, ENTRE OTROS, LA OBTENCION
DE BIENES O SERVICIOS SUSTITUTIVOS, PERDIDA DE USO, DE DATOS O DE BENEFICIOS, O
INTERRUPCION DE LAACTIVIDAD EMPRESARIAL) CUALQUIERA SEA EL MODO EN EL QUE SE
PRODUJERON Y LA TEORIA DE RESPONSABILIDAD QUE SE APLIQUE, YA SEA EN CONTRATO,
RESPONSABILIDAD OBJETIVA O AGRAVIO (INCLUIDA LA NEGLIGENCIA U OTRO TIPO), QUE SURJAN
DE ALGUN MODO DEL USO DE ESTE SOFTWARE, INCLUSO S| HUBIEREN SIDO ADVERTIDOS DE LA
POSIBILIDAD DE TALES DANOS.

NetApp se reserva el derecho de modificar cualquiera de los productos aqui descritos en cualquier momento y
sin aviso previo. NetApp no asume ningun tipo de responsabilidad que surja del uso de los productos aqui
descritos, excepto aquello expresamente acordado por escrito por parte de NetApp. El uso o adquisiciéon de
este producto no lleva implicita ninguna licencia con derechos de patente, de marcas comerciales o cualquier
otro derecho de propiedad intelectual de NetApp.

Es posible que el producto que se describe en este manual esté protegido por una o mas patentes de EE.
UU., patentes extranjeras o solicitudes pendientes.

LEYENDA DE DERECHOS LIMITADOS: el uso, la copia o la divulgacion por parte del gobierno estan sujetos
a las restricciones establecidas en el subparrafo (b)(3) de los derechos de datos técnicos y productos no
comerciales de DFARS 252.227-7013 (FEB de 2014) y FAR 52.227-19 (DIC de 2007).

Los datos aqui contenidos pertenecen a un producto comercial o servicio comercial (como se define en FAR
2.101) y son propiedad de NetApp, Inc. Todos los datos técnicos y el software informatico de NetApp que se
proporcionan en este Acuerdo tienen una naturaleza comercial y se han desarrollado exclusivamente con
fondos privados. El Gobierno de EE. UU. tiene una licencia limitada, irrevocable, no exclusiva, no transferible,
no sublicenciable y de alcance mundial para utilizar los Datos en relacion con el contrato del Gobierno de los
Estados Unidos bajo el cual se proporcionaron los Datos. Excepto que aqui se disponga lo contrario, los Datos
no se pueden utilizar, desvelar, reproducir, modificar, interpretar o mostrar sin la previa aprobacién por escrito
de NetApp, Inc. Los derechos de licencia del Gobierno de los Estados Unidos de América y su Departamento
de Defensa se limitan a los derechos identificados en la clausula 252.227-7015(b) de la seccién DFARS (FEB
de 2014).

Informacién de la marca comercial
NETAPP, el logotipo de NETAPP y las marcas que constan en http://www.netapp.com/TM son marcas

comerciales de NetApp, Inc. El resto de nombres de empresa y de producto pueden ser marcas comerciales
de sus respectivos propietarios.
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