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Paso 2 de 3: Definir colocaciones

El paso 2 (definir ubicaciones) del asistente para crear regla de ILM permite definir las
instrucciones de ubicacion que determinan la cantidad de objetos que se almacenan, el
tipo de copias (replicadas o codificadas para borrado), la ubicacion del almacenamiento y
el numero de copias.

Acerca de esta tarea

Una regla de ILM puede incluir una o varias instrucciones de ubicacién. Cada instruccién de colocacién se
aplica a un Unico periodo de tiempo. Cuando utilice mas de una instruccion, los periodos de tiempo deben ser
contiguos y al menos una instruccién debe comenzar en el dia 0. Las instrucciones pueden continuar para
siempre o hasta que ya no necesite ninguna copia de objeto.

Cada instruccién de colocacién puede tener varias lineas si desea crear diferentes tipos de copias o utilizar
diferentes ubicaciones durante ese periodo de tiempo.

Esta regla de ILM de ejemplo crea dos copias replicadas para el primer afio. Cada copia se guarda en una
agrupacion de almacenamiento de un sitio diferente. Después de un afo, se realiza y se guarda una copia con
codigo de borrado al 2+1 en una sola instalacion.

Create ILM Rule step 2 of 3: Define Placements

Configure placement instructions to specify how you want objects matched by this rule to be stored.

Example rule
Two copies for one year, then EC forever

Reference Time Ingest Time v

Placements @ It Sort by start day
Fromday | 0 store | for v 365 days m
Type | replicated ¥ L GEatGH | Add Paol Cofies | 2 + %
Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more
information
From day 365 store | forever v m
Type | erasure coded v Location | DC1(2plus 1) v Copies | 1 -+ | % |

O Refresh

Retention Diagram &

Trigger Day 0 Wear 1
A O
pcz2 q
_ Dcl E%ﬁ
(2plus 1) T

Duration 1 years Forever



Pasos

1. En tiempo de referencia, seleccione el tipo de tiempo que se utilizara al calcular la hora de inicio de una

instruccion de colocacion.

Opcidn

Tiempo de ingesta

Hora del ultimo acceso

Hora no actual

Hora de creacion definida por el
usuario

Descripcion

Hora a la que se ingirio el objeto.

Hora a la que se recupero por ultima vez el objeto (leido o
visualizado).

Nota: para utilizar esta opcion, las actualizaciones de la hora de
ultimo acceso deben estar habilitadas para el contenedor S3 bucket o
Swift. Consulte Utilice la hora del ultimo acceso en las reglas de ILM.

El tiempo que una versidon de objeto se volvié no actual porque se
ingirié una nueva version y la reemplazé como la version actual.

Nota: el tiempo no corriente se aplica sélo a los objetos S3 en
bloques habilitados para versionado.

Puede utilizar esta opcion para reducir el impacto del
almacenamiento de objetos con versiones mediante el filtrado de
versiones de objetos no actuales. Consulte Ejemplo 4: Reglas de ILM
y politicas para objetos con versiones de S3.

Hora especificada en los metadatos definidos por el usuario.

@ Si desea crear una regla compatible, debe seleccionar tiempo de procesamiento.

2. En la seccion colocaciones, seleccione un tiempo de inicio y una duracion para el primer periodo de

tiempo.

Por ejemplo, es posible que desee especificar donde almacenar los objetos durante el primer afio ("dias 0
durante 365 dias"). Al menos una instruccion debe comenzar en el dia 0.

3. Sidesea crear copias replicadas:

a. En la lista desplegable Tipo, seleccione replicado.

b. En el campo ubicacion, seleccione Agregar pool para cada pool de almacenamiento que desee

agregar.

Si especifica sélo un pool de almacenamiento, tenga en cuenta que StorageGRID sdlo puede
almacenar una copia replicada de un objeto en un nodo de almacenamiento dado. Si su grid incluye
tres nodos de almacenamiento y selecciona 4 como el niumero de copias, solo se realizaran tres
copias: Una copia para cada nodo de almacenamiento.

@ Se activa la alerta colocacién de ILM inalcanzable para indicar que la regla ILM no se
pudo aplicar completamente.

Si especifica mas de una agrupacion de almacenamiento, tenga en cuenta estas reglas:


https://docs.netapp.com/es-es/storagegrid-116/ilm/example-4-ilm-rules-and-policy-for-s3-versioned-objects.html
https://docs.netapp.com/es-es/storagegrid-116/ilm/example-4-ilm-rules-and-policy-for-s3-versioned-objects.html

= La cantidad de copias no puede ser mayor que la cantidad de pools de almacenamiento.

= Si el numero de copias es igual al nimero de pools de almacenamiento, se almacena una copia
del objeto en cada pool de almacenamiento.

= Si el numero de copias es inferior al nUmero de pools de almacenamiento, se almacena una copia
en el sitio de procesamiento y, a continuacion, el sistema distribuye las copias restantes para
mantener el uso del disco entre los pools equilibrados, a la vez que se garantiza que ningun sitio
obtenga mas de una copia de un objeto.

= Silos pools de almacenamiento se superponen (contienen los mismos nodos de almacenamiento),
es posible que todas las copias del objeto se guarden en un solo sitio. Por este motivo, no
especifique el pool de almacenamiento predeterminado todos los nodos de almacenamiento y otro
pool de almacenamiento.

Placements @ Mooty ey
Fromday | 0 store | forever v m
Type replicated v Location |‘DCi HAII Storage Nodes Add Pool Copies | 2 |+ =

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more
information

c. Seleccione el nimero de copias que desea realizar.

Aparecera una advertencia si cambia el numero de copias a 1. Una regla de ILM que crea solo una
copia replicada en cualquier periodo de tiempo pone los datos en riesgo de pérdida permanente.
Consulte Por qué no se debe utilizar la replicacion de copia unica.

Placements @ 11 Sort by start day
Fromday | 0 store | foraver v m
Type | replicated v Location | Data Center 1 Add Pool Copies | ! Temporary location  — Optional - v E

An ILM rule that creates only one replicated copy for any time period puts data at risk of permanent loss. View additional details.

Para evitar estos riesgos, siga uno o varios de estos procedimientos:

= Aumentar el numero de copias durante el periodo de tiempo.

= Seleccione el icono de signo mas == para crear copias adicionales durante el periodo de tiempo. A
continuacién, seleccione un pool de almacenamiento diferente o un pool de almacenamiento cloud.

= Seleccione Caédigo de borrado para Tipo, en lugar de replicado. Puede ignorar con toda
tranquilidad esta advertencia si esta regla ya crea varias copias para todos los periodos de tiempo.

d. Si ha especificado so6lo una agrupacion de almacenamiento, ignore el campo ubicacion temporal.

@ Las ubicaciones temporales estan obsoletas y se eliminaran en un lanzamiento futuro.
Consulte Usar un pool de almacenamiento como ubicacion temporal (obsoleto).

4. Si desea crear una copia con codigo de borrado:
a. En la lista desplegable Tipo, seleccione Cédigo de borrado.

El numero de copias cambia a 1. Aparece una advertencia si la regla no tiene un filtro avanzado para
ignorar objetos de 200 KB o menos.


https://docs.netapp.com/es-es/storagegrid-116/ilm/why-you-should-not-use-single-copy-replication.html
https://docs.netapp.com/es-es/storagegrid-116/ilm/using-storage-pool-as-temporary-location-deprecated.html

Erasure coding is best suited for objects greater than 1 MB. Do not use erasure coding for objects that are 200 KB or smaller, Select Back to return to Step 1. Then,
use Advanced filtering to set the Object Size (MB) filter to any value greater than 0.2.

El cédigo de borrado se adapta mejor a los objetos de mas de 1 MB. No utilice la
codificaciéon de borrado para objetos de menos de 200 KB con el fin de evitar la
sobrecarga de gestiéon de fragmentos codificados con borrado de muy pequefio tamanio.

b. Si aparece la advertencia de tamafio de objeto, seleccione Atras para volver al paso 1. A
continuacion, seleccione filtrado avanzado y establezca el filtro Tamafo del objeto (MB) en cualquier
valor superior a 0.2.

c. Seleccione la ubicacion de almacenamiento.

La ubicacion de almacenamiento de una copia codificada con borrado incluye el nombre del pool de
almacenamiento seguido del nombre del perfil de la codificacion de borrado.

From da 365 store | forever v :
: Erasure Coding profile name

Type | erasure coded v Location | Adl 3 sites {6 pius 3} v Copies | 1 E »

Storage pool name

5. Silo desea, puede agregar periodos de tiempo diferentes o crear copias adicionales en diferentes
ubicaciones:

o Seleccione el icono mas para crear copias adicionales en una ubicacion diferente durante el mismo
periodo de tiempo.

o Seleccione Agregar para agregar un periodo de tiempo diferente a las instrucciones de colocacion.

@ Los objetos se eliminan automaticamente al final del periodo de tiempo final, a menos
que el periodo de tiempo final finalice con para siempre.

6. Si desea almacenar objetos en un pool de almacenamiento en cloud:
a. En la lista desplegable Tipo, seleccione replicado.

b. En el campo ubicacion, seleccione Agregar grupo. A continuacion, seleccione un pool de
almacenamiento en el cloud.

Fromday | 365 = store fore\.'erj m

) | Example Cloud Storage Pool (& | "
Type | replicated j Location Copies 1 =

Cuando utilice Cloud Storage Pools, tenga en cuenta estas reglas:

= No puede seleccionar mas de un pool de almacenamiento en cloud mediante una Unica instruccion
de colocacion. De forma similar, no puede seleccionar un pool de almacenamiento en cloud ni un
pool de almacenamiento en la misma instruccién de ubicacion.



Type | replicated T Location “testpooIE e} ”testpooIB [ie] |Add Paool Copies

If you want to use a Cloud Sterage Pocl, you must remove any cther storage pools or Cloud Storage Pools from this placement instruction.

= Solo puede almacenar una copia de un objeto en cualquier Cloud Storage Pool en concreto.
Aparece un mensaje de error si configura copias en 2 o mas.

Type | replicated ¥ Location || testpool ™ * | Add Pool Copies | 2|

The number of copies cannct be more than one when a Cloud Storage Pool is selected.

Ak

= No puede almacenar mas de una copia de objetos en ningun pool de almacenamiento en cloud al
mismo tiempo. Aparecera un mensaje de error si varias ubicaciones que utilizan un Cloud Storage
Pool tienen fechas superpuestas o si varias lineas en la misma ubicacion utilizan un Cloud Storage

Pool.

Placements © 11 Sort by start day
Fromday o store  for A 10 days m Remove
Type | replicated L 4 Location || csp1 O | Add Pool copies | 1 |i| x
Type | feplicated v Location || CSp2 .{_D_| Add Pool Copies | 1 + | %

A rule cannot store more than one object copy in any Cloud Storage Pool at the same time. You must remove one of the Cloud Storage Pools (csp1, cspZ) or use multiple
placement instructions with dates that do not overlap. Overlapping days: 0-10.

To see the overlapping days on the Retention Diagram, click Refresh

Retention Diagram © 23 Refresh
Trigger Day 0 Day 10
S &y |
Sk )
Duration 10 days Forever

= Puede almacenar un objeto en un pool de almacenamiento en cloud al mismo tiempo que el objeto
se almacena como copias replicadas o codificadas de borrado en StorageGRID. Sin embargo,
como se muestra en este ejemplo, debe incluir mas de una linea en la instruccion de colocacién
para el periodo de tiempo, de modo que pueda especificar el numero y los tipos de copias para
cada ubicacion.

Placements @

Fromday | 0 store | for v 385 days
Type | replicated v Location ||DC1 * || DC2 * | Add Pool Copies | 2
Type | Teplicated r Lacatian |testpnnl2 oy |_-—‘~-.1|:I Pool Copies | |

7. Seleccione Actualizar para actualizar el Diagrama de retencion y confirmar las instrucciones de



colocacion.

Cada linea del diagrama muestra dénde y cuando se colocaran las copias de objeto. El tipo de copia esta
representado por uno de los siguientes iconos:

j Copia replicada
[-:FEIE Copia con cédigo de borrado
Y Copia de Cloud Storage Pool

En este ejemplo, se guardaran dos copias replicadas en dos agrupaciones de almacenamiento (DC1y
DC2) durante un afo. A continuacion, se guardara una copia codificada con borrado durante 10 afos
adicionales utilizando un esquema de codificacion de borrado de 6+3 en tres ubicaciones. Transcurridos
11 anos, los objetos se eliminaran de StorageGRID.

Trigger Day 0 ear 1 Vear 11
net -
pDcz ».:.‘cl
All 3 Stes e
{6 plus 31 S
Duration 1 years 10 vears Forewer

8. Seleccione Siguiente.

Aparece el paso 3 (definir comportamiento de procesamiento).

Informacion relacionada
* Qué es una regla de ILM

+ Gestione objetos con S3 Object Lock

* Paso 3 de 3: Definir el comportamiento de la ingesta

Utilice la hora del ultimo acceso en las reglas de ILM

Puede usar la hora de Last Access como hora de referencia en una regla de ILM. Por
ejemplo, quizas desee dejar objetos que se han visto en los ultimos tres meses en nodos
de almacenamiento local, mientras mueve objetos que no se han visto recientemente a
una ubicacién externa. También puede usar la hora de ultima acceso como filtro
avanzado si desea que una regla de ILM se aplique s6lo a los objetos a los que se
accedioé por ultima vez en una fecha determinada.

Acerca de esta tarea
Antes de utilizar la hora del ultimo acceso en una regla de ILM, revise las siguientes consideraciones:

« Cuando utilice la hora de ultima acceso como hora de referencia, tenga en cuenta que al cambiar la hora
de ultimo acceso de un objeto no se desencadena una evaluacion de ILM inmediata. En su lugar, las
ubicaciones del objeto se evaluan y el objeto se mueve segun sea necesario cuando el ILM de segundo


https://docs.netapp.com/es-es/storagegrid-116/ilm/what-ilm-rule-is.html
https://docs.netapp.com/es-es/storagegrid-116/ilm/managing-objects-with-s3-object-lock.html
https://docs.netapp.com/es-es/storagegrid-116/ilm/step-3-of-3-define-ingest-behavior.html

plano evalua el objeto. Esto podria tardar dos semanas o mas después de acceder al objeto.

Tenga en cuenta esta latencia al crear reglas de ILM basadas en el tiempo del ultimo acceso y evite

ubicaciones que usan breves periodos de tiempo (menos de un mes).

» Cuando se utiliza la hora de ultima acceso como filtro avanzado o como hora de referencia, debe habilitar
actualizaciones del ultimo tiempo de acceso para bloques S3. Se puede usar el Administrador de
inquilinos o la API de gestion de inquilinos.

®

Las actualizaciones del ultimo tiempo de acceso siempre estan habilitadas para
contenedores Swift, pero estan deshabilitadas de forma predeterminada en bloques S3.

Tenga en cuenta que habilitar las actualizaciones del tiempo de ultimo acceso puede reducir

®

tiempo nuevas cada vez que se recuperan los objetos.

el rendimiento, especialmente en sistemas con objetos pequefios. El impacto en el
rendimiento se produce porque StorageGRID debe actualizar los objetos con marcas de

En la tabla siguiente se resume si se actualiza la hora del ultimo acceso para todos los objetos del bloque para

los diferentes tipos de peticiones.

Tipo de solicitud

Solicitud para recuperar un objeto,
su lista de control de acceso o sus
metadatos

Solicitud para actualizar los
metadatos de un objeto

Solicite copiar un objeto de un
bloque a otro

Solicitud para completar una carga
de varias partes

Informacioén relacionada
» Use S3

+ Usar una cuenta de inquilino

Si la hora de ultimo acceso se
actualiza cuando se desactivan
las actualizaciones de la ultima
hora de acceso

No

Si

* No, para la copia de origen

* Si, para la copia de destino

Si, para el objeto ensamblado

Si la hora de ultimo acceso se
actualiza cuando se activan las
actualizaciones de la ultima hora
de acceso

Si

Si

+ Si, para la copia de origen

* Si, para la copia de destino

Si, para el objeto ensamblado


https://docs.netapp.com/es-es/storagegrid-116/s3/index.html
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