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Procedimiento de retirada

Puede realizar un procedimiento de retirada del servicio para quitar de forma permanente
nodos de cuadricula o de todo un sitio del sistema StorageGRID.

Para quitar un nodo de cuadricula o un sitio, realice uno de los siguientes procedimientos de retirada:

* Realice una retirada de nodo para eliminar uno o mas nodos, que pueden estar en uno 0 mas sitios. Los
nodos que quita pueden estar en linea y conectados al sistema StorageGRID, o bien pueden estar
desconectados y desconectados.

* Realice una retirada de sitio conectado para eliminar un sitio en el que todos los nodos estén conectados
a StorageGRID.

* Realice una retirada de sitio * desconectado* para eliminar un sitio en el que todos los nodos estén
desconectados de StorageGRID.

Antes de retirar un sitio desconectado, debe ponerse en contacto con el representante de

@ su cuenta de NetApp. NetApp revisara sus requisitos antes de habilitar todos los pasos en
el asistente del sitio de retirada. No deberia intentar retirar un sitio desconectado si cree que
podria recuperar el sitio o recuperar datos de objeto del sitio.

Si un sitio contiene una mezcla de conectado (0) y nodos desconectados (@ 0. @), debe volver a
conectar todos los nodos sin conexion.

Si necesita realizar un segundo procedimiento de mantenimiento, puede hacerlo Detenga el
procedimiento de retirada mientras se quitan los nodos de almacenamiento. El botén Pausa

@ so6lo se activa cuando se alcanzan las etapas de evaluacion de ILM o de retirada de datos con
codigo de borrado; sin embargo, la evaluacion de ILM (migracion de datos) continuara
ejecutandose en segundo plano. Una vez completado el segundo procedimiento de
mantenimiento, puede reanudar el decomisionado.

Informacioén relacionada

Retirada del nodo de grid

Retirada de sitios

Retirada del nodo de grid

Puede usar el procedimiento de retirada de nodos para quitar uno o varios nodos de
almacenamiento, nodos de puerta de enlace o nodos de administracién no primarios en
uno o mas sitios. No puede retirar el nodo administrador principal ni un nodo de
archivado.

En general, debe retirar los nodos de red solo mientras estan conectados al sistema StorageGRID y todos los
nodos tienen un estado normal (tienen iconos verdes en las paginas NODOS y en la pagina nodos de
mision). Sin embargo, si es necesario, puede retirar un nodo de grid desconectado. Antes de quitar un nodo
desconectado, asegurese de comprender las implicaciones y restricciones de ese proceso.

Usar el procedimiento de retirada del nodo cuando se cumple alguna de las siguientes condiciones:



* Anadioé un nodo de almacenamiento de mayor tamafio al sistema y desea quitar uno o mas nodos de
almacenamiento mas pequefios mientras conserva los objetos al mismo tiempo.

* Necesita menos almacenamiento total.
* Ya no se requiere un nodo de puerta de enlace.
* Ya no se requiere un nodo administrador que no sea primario.

* El grid incluye un nodo desconectado que no se puede recuperar ni volver a conectar.

El diagrama de flujo muestra los pasos de alto nivel para retirar los nodos de la cuadricula.
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Prepare la retirada de nodos de grid

Debe revisar las consideraciones que se deben tener en cuenta al eliminar los nodos de
cuadricula y confirmar que no haya ninguna tarea de reparacion activa para los datos
codificados de borrado.

Consideraciones para la retirada del nodo de grid

Antes de iniciar este procedimiento para retirar uno o mas nodos, debe comprender las
implicaciones que tendria la eliminacion de cada tipo de nodo. Una vez que el
decomisionado correcto de un nodo, sus servicios se deshabilitaran y el nodo se apagara
automaticamente.

No puede retirar un nodo si lo hace dejara a StorageGRID en estado no valido. Se aplican las siguientes
reglas:

* No se puede retirar el nodo de administrador principal.

* No se pueden retirar nodos de archivado.

* No puede retirar un nodo de administrador ni un nodo de puerta de enlace si una de sus interfaces de red
forma parte de un grupo de alta disponibilidad (ha).

* No puede retirar un nodo de almacenamiento si su eliminacion afectaria al quérum de ADC.
* No puede retirar un nodo de almacenamiento si se requiere para la politica de ILM activa.
* No debe retirar mas de 10 nodos de almacenamiento en un unico procedimiento de nodo de retirada.

* No puede decomisionar un nodo conectado si el grid incluye nodos desconectados (nodos cuyo estado es
desconocido o inactivo administrativamente). Primero, debe decomisionar o recuperar los nodos
desconectados.

« Si la cuadricula contiene varios nodos desconectados, el software requiere que los retire todos al mismo
tiempo, lo que aumenta la posibilidad de obtener resultados inesperados.

+ Si no se puede quitar un nodo desconectado (por ejemplo, un nodo de almacenamiento necesario para el
quérum de ADC), no se puede quitar ningun otro nodo desconectado.

+ Si desea sustituir un aparato antiguo por otro mas nuevo, tenga en cuenta clonar el nodo del dispositivo en
lugar de retirar el nodo antiguo y afadir el nuevo nodo en una ampliacion.

@ No quite la maquina virtual de un nodo de grid ni otros recursos hasta que se le indique hacerlo
en procedimientos de retirada.

Consideraciones para la retirada del nodo de administracion o del nodo de puerta de enlace

Revise las siguientes consideraciones antes de retirar un nodo de administracion o un
nodo de puerta de enlace.

« El procedimiento de retirada del servicio requiere acceso exclusivo a algunos recursos del sistema, por lo
que debe confirmar que no se estan ejecutando otros procedimientos de mantenimiento.
* No se puede retirar el nodo de administrador principal.

* No puede retirar un nodo de administrador ni un nodo de puerta de enlace si una de sus interfaces de red
forma parte de un grupo de alta disponibilidad (ha). Primero es necesario quitar las interfaces de red del
grupo de alta disponibilidad. Consulte las instrucciones para administrar StorageGRID.
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« Segun sea necesario, puede cambiar con seguridad la politica de ILM mientras decomisiona un nodo de
puerta de enlace o un nodo de administracion.

« Si retira de servicio un nodo de administracién y esta habilitado el inicio de sesion unico (SSO) para su
sistema StorageGRID, debe recordar que debe eliminar la confianza de la parte que confia del nodo
desde los Servicios de Federacion de Active Directory (AD FS).

Informacion relacionada
Administre StorageGRID

Consideraciones para la retirada del nodo de almacenamiento

Si va a retirar un nodo de almacenamiento, debe comprender como StorageGRID
gestiona los datos de objeto y los metadatos de ese nodo.

Se aplican las siguientes consideraciones y restricciones al decomisionar nodos de almacenamiento:

« El sistema debe, en todo momento, incluir suficientes nodos de almacenamiento para satisfacer los
requisitos operativos, incluidos el quérum de ADC y la normativa de ILM activa. Para satisfacer esta
restriccion, es posible que deba anadir un nodo de almacenamiento nuevo en una operacién de
ampliacién antes de retirar un nodo de almacenamiento existente.

» Si el nodo de almacenamiento se desconecta durante su retirada, el sistema debe reconstruir los datos
mediante datos de los nodos de almacenamiento conectados, lo que puede producir la pérdida de datos.

« Cuando se quita un nodo de almacenamiento, se deben transferir grandes volumenes de datos de objeto
a través de la red. Si bien estas transferencias no deben afectar a las operaciones normales del sistema,
pueden afectar a la cantidad total de ancho de banda de red que consume el sistema StorageGRID.

* Las tareas asociadas con el decomisionado de nodos de almacenamiento tienen una prioridad inferior a
las tareas asociadas con las operaciones normales del sistema. Esto significa que el decomisionado no
interfiere con las operaciones normales del sistema StorageGRID y no necesita programarse desde un
punto de inactividad del sistema. Debido a que el desmantelamiento se realiza en segundo plano, es dificil
estimar cuanto tiempo tardara el proceso en completarse. En general, la retirada del servicio finaliza con
mayor rapidez cuando el sistema esta en silencio o si solo se elimina un nodo de almacenamiento al
mismo tiempo.

 Es posible que demore dias o semanas en retirar un nodo de almacenamiento. Planifique este
procedimiento en consecuencia. Aunque el proceso de retirada del servicio esta disefiado para no afectar
a las operaciones del sistema, puede limitar otros procedimientos. En general, se deben realizar las
actualizaciones o expansiones planificadas del sistema antes de quitar nodos de grid.

* Los procedimientos de retirada que implican a los nodos de almacenamiento se pueden pausar durante
ciertas fases para permitir que se ejecuten otros procedimientos de mantenimiento en caso de que sean
necesarios y luego se reanuden una vez completadas.

* No se pueden ejecutar operaciones de reparacion de datos en ningun nodo de cuadricula cuando se esta
ejecutando una tarea de retirada.

* No debe realizar ningun cambio en la politica de ILM mientras se decomisione un nodo de
almacenamiento.

» Cuando quita un nodo de almacenamiento, los datos del nodo se migran a otros nodos de grid; sin
embargo, estos datos no se eliminan completamente del nodo de cuadricula dado de servicio. Para
eliminar datos de forma permanente y segura, debe borrar las unidades del nodo de cuadricula dado de
baja una vez completado el procedimiento de retirada.

» Al decomisionar un nodo de almacenamiento, es posible que se eliminen las siguientes alertas y alarmas y
que se puedan recibir las notificaciones SNMP y por correo electrénico relacionadas:
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> No se puede comunicar con la alerta de nodo. Esta alerta se activa al retirar un nodo de
almacenamiento que incluye el servicio ADC. La alerta se resuelve cuando finaliza la operacion de
retirada del servicio.

o Alarma VSTU (Estado de verificacion de objetos). Esta alarma de nivel de aviso indica que el nodo de
almacenamiento entra en modo de mantenimiento durante el proceso de retirada de servicio.

o Alarma DE CASA (estado del almacén de datos). Esta alarma de nivel principal indica que la base de
datos de Cassandra esta disminuyendo debido a que los servicios se han detenido.

Informacioén relacionada

Restaure datos de objetos al volumen de almacenamiento, si es necesario

Comprender el quérum de ADC

Es posible que no pueda retirar ciertos nodos de almacenamiento en un sitio de centro
de datos si después del decomisionado permaneceran demasiados servicios de
controlador de dominio administrativo (ADC). Este servicio, que se encuentra en algunos
nodos de almacenamiento, mantiene informacion de topologia de grid y proporciona
servicios de configuracién al grid. El sistema StorageGRID requiere que se disponga de
quoérum de servicios de ADC en todas las instalaciones y en todo momento.

No puede retirar un nodo de almacenamiento si se quita el nodo se haria que el quérum de ADC ya no se
cumpliera. Para satisfacer el quérum de ADC durante un decomisionado, un minimo de tres nodos de
almacenamiento en cada sitio del centro de datos debe tener el servicio ADC. Si un sitio de un centro de datos
tiene mas de tres nodos de almacenamiento con el servicio ADC, la mayoria simple de esos nodos debe
permanecer disponible después de la retirada ((0.5 * Storage Nodes with ADC)+ 1).

Por ejemplo, supongamos que el sitio de un centro de datos incluye actualmente seis nodos de
almacenamiento con servicios ADC y desea retirar tres nodos de almacenamiento. Debido al requisito de
quorum de ADC, debe completar dos procedimientos de retirada, de la siguiente manera:

* En el primer procedimiento de retirada del servicio, debe asegurarse de que cuatro nodos de
almacenamiento con servicios ADC permanecen disponibles ((0.5 * 6) +1) . Esto significa que solo puede
decomisionar dos nodos de almacenamiento inicialmente.

* En el segundo procedimiento de retirada, puede eliminar el tercer nodo de almacenamiento porque el
quorum ADC ahora sélo requiere que tres servicios ADC permanezcan disponibles ((0.5 * 4) + 1).

Si necesita retirar un nodo de almacenamiento pero no puede debido al requisito de quérum de ADC, debe
agregar un nodo de almacenamiento nuevo en una expansion y especificar que debe tener un servicio ADC. A
continuacion, puede retirar el nodo de almacenamiento existente.

Informacion relacionada
Amplie su grid
Revisar la configuracion de almacenamiento y la politica de ILM

Si tiene pensado decomisionar un nodo de almacenamiento, debe revisar la politica de
ILM del sistema StorageGRID antes de iniciar el proceso de decomisionado.

Durante el decomisionado, todos los datos de objetos se migran desde el nodo de almacenamiento retirado a
otros nodos de almacenamiento.
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La politica de ILM que tiene durante el decomiso sera la que se utilice after el Decomision.
Debe asegurarse de que esta politica cumple con sus requisitos de datos antes de iniciar la
retirada y después de que se haya completado la retirada.

Debe revisar las reglas de la politica de gestion de vida util activa para garantizar que el sistema StorageGRID
siga teniendo la capacidad suficiente del tipo correcto y en las ubicaciones correctas para poder acomodar el
desmantelamiento de un nodo de almacenamiento.

Considere lo siguiente:

+ ¢ Sera posible que los servicios de evaluacion de ILM copien datos de objetos de modo que se cumplan
las reglas de ILM?

* ¢ Qué ocurre si un sitio deja de estar disponible temporalmente mientras se decomisiona? ;Se pueden
realizar copias adicionales en una ubicacion alternativa?

+ ¢ Como afectara el proceso de retirada del servicio a la distribucion final del contenido? Como se describe
en Consolide los nodos de almacenamiento, Debe agregar nuevos nodos de almacenamiento antes de
retirar los antiguos. Si aflade un nodo de almacenamiento de repuesto con mayor tamafio después de
decomisionar un nodo de almacenamiento mas pequefio, los nodos de almacenamiento antiguos pueden
estar cerca de la capacidad y el nuevo nodo de almacenamiento podria tener practicamente ningun
contenido. La mayoria de las operaciones de escritura de datos de objetos nuevos se dirigirian entonces
al nuevo nodo de almacenamiento, lo que reduciria la eficiencia general de las operaciones del sistema.

* ¢ El sistema, en todo momento, incluira suficientes nodos de almacenamiento como para satisfacer la
politica activa de ILM?

@ Una politica de ILM que no se pueda satisfacer provocaria retrasos y alarmas, ademas de
detener el funcionamiento del sistema StorageGRID.

Compruebe que la topologia propuesta que sera el resultado del proceso de decomisionado cumpla la politica
de ILM al evaluar los factores indicados en la tabla.

Area a evaluar Notas

Capacidad disponible ¢ Habra suficiente capacidad de almacenamiento para acomodar todos
los datos de objetos almacenados en el sistema StorageGRID? Incluir
las copias permanentes de datos de objetos almacenados actualmente
en el nodo de almacenamiento para ser dado de baja. ¢ Habra suficiente
capacidad para gestionar el crecimiento previsto de los datos de objetos
almacenados por un intervalo de tiempo razonable una vez completado
el decomisionado?

Ubicacion del almacenamiento Si queda suficiente capacidad en el sistema StorageGRID en su
conjunto, ¢ esta la capacidad en las ubicaciones adecuadas para
satisfacer las reglas empresariales del sistema StorageGRID?

Tipo de almacenamiento ¢ Habra suficiente almacenamiento del tipo apropiado después de haber
finalizado el desmantelamiento? Por ejemplo, las reglas de ILM pueden
dictar que el contenido se puede mover de un tipo de almacenamiento a
otro a medida que el contenido envejece. De ser asi, debe asegurarse
de que la configuracion final del sistema StorageGRID dispone de
suficiente almacenamiento del tipo adecuado.



Informacion relacionada
Gestién de objetos con ILM

Amplie su grid

Retire nodos de almacenamiento desconectados

Debe comprender qué puede suceder si decomisiona un nodo de almacenamiento
mientras esta desconectado (el estado es desconocido o inactivo administrativamente).

Al decomisionar un nodo de almacenamiento desconectado del grid, StorageGRID utiliza datos de otros nodos
de almacenamiento para reconstruir los datos de objetos y los metadatos que se encuentran en el nodo
desconectado. Para ello, inicia automaticamente los trabajos de reparacion de datos al final del proceso de
retirada del servicio.

Antes de retirar un nodo de almacenamiento desconectado, tenga en cuenta lo siguiente:

* Nunca debe decomisionar un nodo desconectado a menos que esté seguro de que no se puede conectar
ni recuperar.

No realice este procedimiento si cree que podria recuperar datos de objeto del nodo. En su
lugar, pongase en contacto con el soporte técnico para determinar si es posible la
recuperacion del nodo.

+ Si un nodo de almacenamiento desconectado contiene la Unica copia de un objeto, se perdera ese objeto
al retirar el nodo. Las tareas de reparacion de datos solo pueden reconstruir y recuperar objetos si al
menos una copia replicada o hay suficientes fragmentos codificados de borrado en los nodos de
almacenamiento conectados actualmente.

Al retirar un nodo de almacenamiento desconectado, el procedimiento de retirada se completa con relativa
rapidez. Sin embargo, los trabajos de reparacion de datos pueden tardar dias o semanas en ejecutarse y
no se supervisan mediante el procedimiento de retirada. Debe supervisar manualmente estos trabajos y
reiniciarlos segun sea necesario. Consulte Compruebe los trabajos de reparacion de datos.

» Si decomisiona mas de un nodo de almacenamiento desconectado a la vez, se podrian perder datos. Es
posible que el sistema no pueda reconstruir los datos si hay muy pocas copias disponibles de datos de
objetos, metadatos o fragmentos codificados para borrado.

@ Si tiene mas de un nodo de almacenamiento desconectado que no se puede recuperar,
pongase en contacto con el soporte técnico para determinar el mejor curso de accion.

Consolide los nodos de almacenamiento

Es posible consolidar los nodos de almacenamiento para reducir el numero de nodos de
almacenamiento de un sitio o una puesta en marcha, y aumentar la capacidad de
almacenamiento.

Cuando se consolidan nodos de almacenamiento, se amplia el sistema StorageGRID para anadir nodos de
almacenamiento nuevos con mayor capacidad y, luego, decomisionar los nodos de almacenamiento antiguos
y de menor capacidad. Durante el procedimiento de retirada del servicio, los objetos se migran de los nodos
de almacenamiento antiguos a los nuevos nodos de almacenamiento.
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Si va a consolidar dispositivos antiguos o pequefios con modelos nuevos o dispositivos de
@ mayor capacidad, muchos deben usar la funcién de clonado de nodos o el procedimiento de
clonado de nodos y el procedimiento de retirada si no va a realizar un reemplazo uno a uno.

Por ejemplo, puede anadir dos nodos de almacenamiento nuevos con mayor capacidad para reemplazar tres
nodos de almacenamiento anteriores. Primero, se debe usar el procedimiento de ampliacion para afiadir los
dos nodos de almacenamiento nuevos y mas grandes, y luego se debe usar el procedimiento de retirada para
quitar los tres nodos de almacenamiento antiguos de menor capacidad.

Al anadir capacidad nueva antes de eliminar los nodos de almacenamiento existentes, tendra la seguridad de
una distribucion de datos mas equilibrada en el sistema StorageGRID. También puede reducir la posibilidad de
que un nodo de almacenamiento existente pueda superar el nivel de Marca de agua de almacenamiento.

Informacion relacionada

Amplie su grid

Retire nodos de almacenamiento muiltiples

Si necesita quitar mas de un nodo de almacenamiento, puede decomisionar
secuencialmente o en paralelo

+ Si decomisiona nodos de almacenamiento secuencialmente, debe esperar a que el primer nodo de
almacenamiento finalice el decomisionado antes de iniciar la retirada del siguiente nodo de
almacenamiento.

» Si decomisiona nodos de almacenamiento en paralelo, los nodos de almacenamiento procesan de forma
simultanea las tareas de retirada para todos los nodos de almacenamiento que se van a retirar del
servicio. Esto puede resultar en una situacion en la que todas las copias permanentes-de un archivo se
marquen como «soélo en términos de lecturay, desactivando temporalmente la eliminacion en cuadriculas
en las que esta funcioén esta activada.

Compruebe los trabajos de reparacion de datos

Antes de retirar un nodo de cuadricula, debe confirmar que no hay ningun trabajo de
reparacion de datos activo. Si alguna reparacion ha fallado, debe reiniciarla y dejar que
se complete antes de realizar el procedimiento de retirada.

Si necesita retirar un nodo de almacenamiento desconectado, también completara estos pasos una vez
completado el procedimiento de retirada para garantizar que el trabajo de reparacion de datos se ha
completado correctamente. Debe asegurarse de que todos los fragmentos codificados de borrado que
estaban en el nodo eliminado se hayan restaurado correctamente.

Estos pasos solo se aplican a sistemas que tienen objetos codificados de borrado.

1. Inicie sesidn en el nodo de administracién principal:

a. Introduzca el siguiente comando: ssh admin@grid node IP
Cuando ha iniciado sesion como root, el simbolo del sistema cambia de $ para #.

b. Introduzca la contrasefia que aparece en Passwords . txt archivo.

C. Introduzca el siguiente comando para cambiar a la raiz: su -
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d. Introduzca la contrasefia que aparece en Passwords . txt archivo.

2. Compruebe si hay reparaciones en curso: repair-data show-ec-repair-status

° Si nunca ha ejecutado un trabajo de reparacion de datos, la salida es No job found. No es
necesario reiniciar ningun trabajo de reparacion.

o Si el trabajo de reparacion de datos se ejecutd anteriormente o se esta ejecutando actualmente, la
salida muestra informacion para la reparacion. Cada reparacion tiene un ID de reparacion unico. Vaya

al paso siguiente.

root@DC1-ADM1l:~ # repair-data show-ec-repair-status

Repair ID Scope Start Time
Retry Repair

End Time State Est/Affected

Bytes Repaired

949283 DC1-S-99-10 (Volumes:

17359 No

949292 DC1-S-99-10 (Volumes:

Yes

949294 DC1-S-99-10 (Volumes:

Yes

949299 DC1-S-99-10 (Volumes:

Yes

2016-11-30T15:

2016-11-30T15:

2016-11-30T15:

2016-11-30T15:

37:

47

57:

06.

06.

06.

Success

Failure

Failure

Failure

17359

17359 0

17359 0

17359 0

3. Si el Estado para todas las reparaciones es Success, no es necesario reiniciar ningtn trabajo de

reparacion.

4. Si el estado para cualquier reparacion es Failure, debe reiniciar dicha reparacion.

a. Obtenga del resultado el ID de reparacién de la reparacion fallida.

b. Ejecute el repair-data start-ec-node-repair comando.

Utilice la --repair-1id Opcion para especificar el ID de reparacion. Por ejemplo, si desea volver a
intentar una reparacion con el ID de reparacion 949292, ejecute este comando: repair-data
start-ec-node-repair --repair-id 949292

c. Seguir realizando el seguimiento del estado de las reparaciones de datos de la CE hasta que el
Estado de todas las reparaciones sea Success.

Reuna los materiales necesarios

Antes de realizar un desmantelamiento de un nodo de cuadricula, debe obtener la

siguiente informacion.



Elemento

Paquete de recuperacion .zip
archivo

Passwords.txt archivo

Clave de acceso de
aprovisionamiento

Descripcion de la topologia del
sistema StorageGRID antes de
decomisionar

Informacioén relacionada

Requisitos del navegador web

Notas

Debe Descargue el paquete de recuperacion mas reciente . zip archivo
(sgws-recovery-package-id-revision.zip). Puede utilizar el
archivo de paquete de recuperacion para restaurar el sistema si se
produce un fallo.

Este archivo contiene las contrasefias que se necesitan para acceder a
los nodos de grid en la linea de comandos y se incluye en el paquete de
recuperacion.

La frase de contrasefia se crea y documenta cuando se instala el
sistema StorageGRID por primera vez. La clave de acceso de
aprovisionamiento no esta en la Passwords. txt archivo.

Si esta disponible, obtenga cualquier documentacion que describa la
topologia actual del sistema.

Acceda a la pagina nodos de mision

Cuando accede a la pagina nodos de mision de descommision de Grid Manager, puede
ver de un vistazo qué nodos se pueden retirar del servicio.

Lo que necesitara

* Debe iniciar sesién en Grid Manager mediante un navegador web compatible.

» Debe tener los permisos de mantenimiento o acceso raiz.

Pasos

1. Seleccione MANTENIMIENTO > tareas > mision.

2. Seleccione nodos de mision.

Aparecera la pagina nodos de mision. Desde esta pagina, puede:

> Determine qué nodos de cuadricula se pueden retirar del servicio actualmente.

> Ver el estado de todos los nodos de grid

o Ordene la lista en orden ascendente o descendente por Nombre, Sitio, Tipo o tiene ADC.

o Introduzca los términos de busqueda para encontrar rapidamente nodos concretos. Por ejemplo, esta
pagina muestra nodos de cuadricula en dos centros de datos. La columna Decommission posible
indica que puede retirar el nodo de puerta de enlace, uno de los cinco nodos de almacenamiento y el
nodo de administracion no primario.
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learn how to proceed.

Decommission Nodes

Before decommissioning a grid node, review the health of all nodes. If possible, resolve any issues or alarms before proceeding.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guide to

Grid Nodes
Q
Name v Site 5y Type It HasADC 1T Health Decommission Possible
Mo, primary Admin Node decommissioning is
DC1-ADM1 Data Center 1 Admin Node (] o< fuppe;ed B
Mo, Archive Nodes decommissioning is not
DC1-ARCL Data Center 1 Archive Node . ] : g
supported,
[ ocie Data Center 1 API Gateway Node - (]
Mo, site Data Center 1 requires a minimum of 3
0C1-51 Data Center 1 Storage Node Yes (] Stdrage i ADCqser\.-ices
Mo, site Data Center 1 requires a minimum of 3
DC1-52 Data Center 1 Storage Node Yes o Stolrage Nodes with ADCqser\.fices
Mo, site Data Center 1 requires a minimum of 3
DC1-53 Data Center 1 Storage Node Yes (/] Stdrage T ADCqservices.
|:| DC1-54 Data Center 1 Storage Node Mo o
[ oco-aom: Data Center 2 Admin Node (]
Mo, site Data Center 2 requires a minimum of 3
DC2-51 Data Center 2 Storage Node Yes (] A

Storage Nodes with ADC services.

3. Revise la columna DECOMmission possible para cada nodo que desee retirar.

Si se puede retirar el servicio de un nodo de cuadricula, esta columna incluye una Marca de verificacion
verde y la columna situada mas a la izquierda incluye una casilla de verificacion. Si un nodo no puede

retirarse, esta columna describe el problema. Si hay mas de una razén por la que un nodo no puede ser
retirado, se muestra el motivo mas critico.

Razén posible
de retirada

No, el tipo de
nodo
decomisionado
no es
compatible.

Descripcién

No puede retirar el nodo

administrador principal ni un nodo

de archivado.

Pasos a resolver

Ninguno.
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Razon posible
de retirada

No, al menos un
nodo de grid
esta
desconectado.

Nota: este
mensaje solo se
muestra para
los nodos de
red conectados.

No, uno o mas
nodos
necesarios
estan
desconectados
actualmente y
deben
recuperarse.

Nota: este
mensaje solo se
muestra para
los nodos de
red
desconectados.

No, miembro de
los grupos de
alta
disponibilidad:
X. Antes de
poder retirar
este nodo, debe
quitarlo de
todos los
grupos de alta
disponibilidad.

No, el sitio x
requiere un
minimo de n
nodos de
almacenamient
0 CON Sservicios
ADC.

Descripcion Pasos a resolver

No puede retirar un nodo de grid  Vaya a la paso que enumera las opciones de
conectado si hay algin nodo de  procedimiento de retirada de servicio.
grid desconectado.

La columna Estado incluye uno
de estos iconos para los nodos de
cuadricula desconectados:

) @ (Gris):

Administrativamente abajo

) @ (Azul): Desconocido

No puede retirar un nodo de red a. Revise los mensajes de DECOMmission

desconectado si también se posibles para todos los nodos desconectados.

desconecta uno o mas nodos

necesarios (por ejemplo, un nodo

de almacenamiento necesario

para el quérum de ADC). > Si el estado de un nodo requerido esta
administrativamente inactivo, vuelva a
conectar el nodo.

b. Determine qué nodos no se pueden retirar del
Servicio porque son necesarios.

> Si el estado de un nodo requerido es
Desconocido, realice un procedimiento de
recuperacion de nodos para recuperar el
nodo requerido.

No puede retirar un nodo de Edite el grupo de alta disponibilidad para quitar la
administrador ni un nodo de interfaz del nodo o eliminar todo el grupo de alta
puerta de enlace si una interfaz disponibilidad. Consulte las instrucciones para
de nodo pertenece a un grupo de administrar StorageGRID.

alta disponibilidad.

Sélo nodos de Realice una expansion. Agregue un nodo de
almacenamiento. no puede almacenamiento nuevo al sitio y especifique que
retirar un nodo de debe tener un servicio ADC. Consulte la
almacenamiento si no quedan informacion sobre el quérum de ADC.

nodos suficientes en el sitio para
admitir los requisitos de quérum
de ADC.



Razoén posible Descripcion
de retirada

No, uno o varios Soélo nodos de

perfiles de almacenamiento. no puede
codigo de retirar un nodo de

borrado almacenamiento a menos que
necesitan al queden suficientes nodos para los
menos n nodos perfiles de cédigo de borrado

de existentes.

almacenamient
o. Si el perfil no
se utiliza en una coédigo de borrado para la

regla de ILM, codificacion de borrado 4+2,
puede deben permanecer al menos 6
desactivarlo. nodos de almacenamiento.

Por ejemplo, si existe un perfil de

Pasos a resolver

Para cada perfil de codigo de borrado afectado,
realice uno de los siguientes pasos, en funcion de
como se utilice el perfil:

» Utilizado en la politica activa de ILM: Realizar
una expansion. Afiada suficientes nodos de
almacenamiento nuevos para permitir que
continue la codificacion de borrado. Consulte
las instrucciones para ampliar StorageGRID.

« Utilizado en una regla de ILM pero no en la
politica de ILM activa: Edite o elimine la regla
y, a continuacion, desactive el perfil de codigo
de borrado.

* No se utiliza en ninguna regla ILM: Desactiva
el perfil de cddigo de borrado.

Nota: aparece un mensaje de error si intenta
desactivar un perfil de cédigo de borrado y los
datos de objeto siguen asociados con el perfil. Es
posible que deba esperar varias semanas antes de
volver a intentar el proceso de desactivacion.

Obtenga informacién sobre cémo desactivar un
perfil de cédigo de borrado en las instrucciones
para gestionar objetos con la gestion del ciclo de
vida de la informacion.

4. Sies posible la retirada del servicio para el nodo, determine qué procedimiento debe realizar:

Si la cuadricula incluye...

Todos los nodos de grid desconectados

Solo nodos de grid conectados

Informacion relacionada
Compruebe los trabajos de reparacion de datos

Comprender el quérum de ADC
Gestidn de objetos con ILM
Amplie su grid

Administre StorageGRID

Vaya a...

Retirada de nodos de red desconectados

Retirada de nodos de grid conectados
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Retirada de nodos de red desconectados

Es posible que deba retirar un nodo que no esté conectado actualmente a la cuadricula
(uno cuyo estado sea desconocido o administrativamente inactivo).

Lo que necesitara
+ Usted entiende los requisitos y. consideraciones sobre el decomisionado de los nodos de cuadricula.

« Ha obtenido todos los requisitos previos.

» Se ha asegurado de que no hay ningun trabajo de reparacién de datos activo. Consulte Compruebe los
trabajos de reparacion de datos.

* Ha confirmado que la recuperacién del nodo de almacenamiento no esta en curso en ningun lugar de la
cuadricula. Si es asi, debe esperar a que se complete cualquier recompilacion de Cassandra como parte
de la recuperacion. A continuacion, podra continuar con el desmantelamiento.

» Se ha asegurado de que no se ejecutaran otros procedimientos de mantenimiento mientras el
procedimiento de retirada del nodo se esté ejecutando, a menos que el procedimiento de retirada del nodo
se detenga.

* La columna DECOMmission possible para el nodo desconectado o los nodos que desea retirar incluye
una Marca de verificacion verde.

* Debe tener la clave de acceso de aprovisionamiento.

Acerca de esta tarea

Puede identificar los nodos desconectados buscando iconos desconocidos (azules) o administrativamente
abajo (gris) en la columna Estado. En el ejemplo, el nodo de almacenamiento denominado DC1-S4 esta
desconectado; todos los demas nodos estan conectados.
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Decommission Nodes

Before decommissioning a grid node, review the health of all nodes. If possible, resolve any issues or alarms before proceeding.

A A grid node is disconnected (has a blue or gray health icon). Try to bring it back online or recover it. Data loss might occur if you decommission a node
that is disconnected.

See the Recovery and Maintenance Guide for details. Contact Support if you cannot recover a node and do not want to decommission it.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guide to
learn how to proceed.

Grid Nodes
Search Q
Name WV Site 1T Type It Has ADCIT Health Decommission Possible
DC1-ADM1 | Data Center 1 Admin Node - Mo, primary Admin Node decommissioning is not supported.
DC1-ADMZ2  Data Center 1 Admin Node - Mo, at least one grid node is disconnected.
DC1-G1 Data Center 1 APl Gateway Node - Mo, at least one grid node is disconnected.
DC1-51 Data Center 1 Storage Node Yes Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC semvices.
DC1-52 Data Center 1 Storage Mode Yes Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC semvices.
DC1-53 Data Center 1 Storage Mode Yes Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC semvices.
[~ DC1-34 Data Center 1 | Storage Mode Mo @
Passphrase
Provisioning
Passphrase

Antes de retirar el servicio de un nodo desconectado, tenga en cuenta lo siguiente:
« Este procedimiento esta pensado principalmente para quitar un solo nodo desconectado. Si la cuadricula

contiene varios nodos desconectados, el software requiere que los retire todos al mismo tiempo, lo que
aumenta la posibilidad de obtener resultados inesperados.

@ Tenga mucho cuidado al retirar mas de un nodo de grid desconectado a la vez,
especialmente si selecciona varios nodos de almacenamiento desconectados.

+ Si no se puede quitar un nodo desconectado (por ejemplo, un nodo de almacenamiento necesario para el
quérum de ADC), no se puede quitar ningun otro nodo desconectado.

Antes de retirar un nodo de almacenamiento desconectado, tenga en cuenta lo siguiente

* Nunca debe decomisionar un nodo de almacenamiento desconectado a menos que esté seguro de que no
se puede conectar ni recuperar.

Si cree que los datos de objeto todavia se pueden recuperar del nodo, no realice este
procedimiento. En su lugar, péngase en contacto con el soporte técnico para determinar si
es posible la recuperacion del nodo.
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» Si decomisiona mas de un nodo de almacenamiento desconectado, se podrian perder datos. Es posible
que el sistema no pueda reconstruir los datos si no hay suficientes copias de objetos, fragmentos
codificados con borrado o metadatos de objetos disponibles.

@ Si tiene mas de un nodo de almacenamiento desconectado que no se puede recuperar,
pongase en contacto con el soporte técnico para determinar el mejor curso de accion.

« Al retirar un nodo de almacenamiento desconectado, StorageGRID inicia trabajos de reparacion de datos
al final del proceso de decomisionado. Estos trabajos intentan reconstruir los datos de objeto y los
metadatos que se almacenaron en el nodo desconectado.

Al retirar un nodo de almacenamiento desconectado, el procedimiento de retirada se completa con relativa
rapidez. Sin embargo, los trabajos de reparacion de datos pueden tardar dias o semanas en ejecutarse y
no se supervisan mediante el procedimiento de retirada. Debe supervisar manualmente estos trabajos y
reiniciarlos segun sea necesario. Consulte Compruebe los trabajos de reparacion de datos.

« Si decomisiona un nodo de almacenamiento desconectado que contiene la Unica copia de un objeto, se
perdera el objeto. Las tareas de reparacion de datos solo pueden reconstruir y recuperar objetos si al
menos una copia replicada o hay suficientes fragmentos codificados de borrado en los nodos de
almacenamiento conectados actualmente.

Antes de retirar un nodo Admin o Gateway Node desconectado, tenga en cuenta lo siguiente:

« Cuando retire un nodo de administrador desconectado, perdera los registros de auditoria de ese nodo; sin
embargo, estos registros también deben existir en el nodo de administracion principal.

* Puede retirar un nodo de puerta de enlace de forma segura mientras esta desconectado.

Pasos
1. Intente volver a conectar los nodos de grid desconectados o para recuperarlos.

Consulte los procedimientos de recuperacion para obtener instrucciones.

2. Si no puede recuperar un nodo de cuadricula desconectado y desea decomisionar mientras esta
desconectado, seleccione la casilla de comprobacion de ese nodo.

@ Si la cuadricula contiene varios nodos desconectados, el software requiere que los retire
todos al mismo tiempo, lo que aumenta la posibilidad de obtener resultados inesperados.

Tenga mucho cuidado al elegir retirar mas de un nodo de grid desconectado a la vez,

@ especialmente si selecciona varios nodos de almacenamiento desconectados. Si tiene mas
de un nodo de almacenamiento desconectado que no se puede recuperar, péngase en
contacto con el soporte técnico para determinar el mejor curso de accion.

3. Introduzca la clave de acceso de aprovisionamiento.
El botén Iniciar misién esta activado.
4. Haga clic en Iniciar mision.

Aparece una advertencia que indica que ha seleccionado un nodo desconectado y que los datos del
objeto se perderan si el nodo tiene la Unica copia de un objeto.
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A Warning

The selected nodes are disconnected (health is Unknown or Administratively Down). If you
continue and the node has the only copy of an object, the object will be lost when the node is
removed.

The following grid nodes have been selected for decommissioning and will be permanently removed
from the StorageGRID Webscale system.

DCA1-54

Do you want to continue?

oo o

5. Revise la lista de nodos y haga clic en Aceptar.

Se inicia el procedimiento de retirada y se muestra el progreso de cada nodo. Durante el procedimiento,
se genera un nuevo paquete de recuperacion que contiene el cambio de configuracion de la cuadricula.

Decommuission Nodes
@ A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to download it

The progress for each node is displayed while the decommission procedure is running. When all tasks are complete, the node selection list is redisplayed.

Name ¥ Type 1 Progress 11 stage 1
DC1-54 Storage Node Prepare Task

6. Tan pronto como el nuevo paquete de recuperacion esté disponible, haga clic en el enlace o seleccione
MANTENIMIENTO sistema paquete de recuperacion para acceder a la pagina paquete de
recuperacion. A continuacion, descargue la . zip archivo.

Consulte las instrucciones para Descarga del paquete de recuperacion.

@ Descargue el Lo antes posible. del paquete de recuperacion para asegurarse de que puede
recuperar la red si hay algun problema durante el procedimiento de retirada de servicio.

@ El archivo del paquete de recuperacion debe estar protegido porque contiene claves de
cifrado y contrasefias que se pueden usar para obtener datos del sistema StorageGRID.

7. Supervise periodicamente la pagina de retirada para garantizar que todos los nodos seleccionados se han
retirado correctamente.

La retirada de los nodos de almacenamiento puede llevar dias o semanas. Una vez completadas todas las
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8.

9.

18

tareas, la lista de seleccion de nodos se volvera a mostrar con un mensaje de éxito. Si se da de baja un
nodo de almacenamiento desconectado, se muestra un mensaje de informacién que indica que se han
iniciado los trabajos de reparacion.

Decommission Nodes

The previous decommission procedure completed succeasfully.

€ Reparr jobs for replicated and erasure-coded data have been started. These jobs restore object data that might have been on any disconnected Storage
Modes. To monitor the progress of these jobs and restart them as needed, see the Decommissioning section of the Recovery and Maintfenance Guide.

Before decommissioning a grid node, review the health of all nodes. If possible, resolve any issues or alarms before proceeding.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guide to
learn how to proceed.

Grid Nodes

Q
Name v Site It Type It Has ADC 1T Health Decommission Possible

DC1-ADML Data Center 1 Admin Node . (] :;Z:;‘:}':;j‘fmi" BoiEacom s

DC1-ARCL Data Center 1 Archive Node - o :stséﬁgze Nodesdecommissioningisnat
[ bae Data Center 1 API Gateway Nade - (]

DC1-51 Data Center 1 Storage Node Yes Q ;Jtc;;i;z ii?;?::igzq;;i:;i::i i

DC1-52 Data Center 1 Storage Node Yes Q zt%riitg\: i‘?jg;?;‘:igzq;i:;i:;i Ao

DC1-53 Data Center 1 Storage Node Yes 0 2&;}:; :Z?;Tit&rigzq;i:;i:jm HrlLIE
I:l DC1-54 Data Center 1 Storage Node No Q
D DC2-ADML Data Center 2 Admin Node = o

DC2-51 Data Center 2 Storage Node Yes 0 ;'ltc;‘;i;z iaot;ECETitt(::Driqst;irr:ii::ﬂnimum o3

Una vez que los nodos se han apagado automaticamente como parte del procedimiento de retirada, quite
las maquinas virtuales restantes u otros recursos asociados al nodo retirada del servicio.

(D No ejecute este paso hasta que los nodos se hayan apagado automaticamente.

Si va a retirar un nodo de almacenamiento, supervise el estado de los trabajos de reparacion de datos
replicados y datos codificados por borrado (EC) que se inician automaticamente durante el proceso de
retirada del servicio.



Datos replicados
« Para determinar si las reparaciones estan completas:

a. Seleccione NODES > Storage Node que se esta reparando > ILM.

b. Revise los atributos en la seccion Evaluaciéon. Una vez completadas las reparaciones, el atributo
esperando - todo indica 0 objetos.

» Para supervisar la reparacion con mas detalle:
a. Seleccione SUPPORT > Tools > Topologia de cuadricula.

b. Seleccione grid > nodo de almacenamiento que se esta reparando > LDR > almacén de
datos.

c. Utilice una combinacion de los siguientes atributos para determinar, como sea posible, si las
reparaciones replicadas se han completado.

@ Es posible que existan incoherencias de Cassandra y que no se realice un
seguimiento de las reparaciones fallidas.

= Reparaciones intentadas (XRPA): Utilice este atributo para realizar un seguimiento del
progreso de las reparaciones replicadas. Este atributo aumenta cada vez que un nodo de
almacenamiento intenta reparar un objeto de alto riesgo. Cuando este atributo no aumenta
durante un periodo mas largo que el periodo de exploracion actual (proporcionado por el
atributo periodo de exploracion — estimado), significa que el analisis de ILM no encontro
objetos de alto riesgo que necesitan ser reparados en ningun nodo.

Los objetos de alto riesgo son objetos que corren el riesgo de perderse por
@ completo. Esto no incluye objetos que no cumplan con su configuracion de
ILM.

* Periodo de exploracion — estimado (XSCM): Utilice este atributo para estimar cuando se
aplicara un cambio de directiva a objetos ingeridos previamente. Si el atributo reparos
intentados no aumenta durante un periodo mas largo que el periodo de adquisicion actual,
es probable que se realicen reparaciones replicadas. Tenga en cuenta que el periodo de
adquisicion puede cambiar. El atributo periodo de exploracion — estimado (XSCM) se
aplica a toda la cuadricula y es el maximo de todos los periodos de exploracién de nodos.
Puede consultar el historial de atributos periodo de exploracion — Estimated de la
cuadricula para determinar un intervalo de tiempo adecuado.

» Opcionalmente, para obtener un porcentaje estimado de finalizacion para la reparacion replicada,
agregue el show-replicated-repair-status opcidon del comando repair-data.

repair-data show-replicated-repair-status

La show-replicated-repair-status Esta opcidn esta disponible para la version
preliminar técnica de StorageGRID 11.6. Esta caracteristica esta en desarrollo y el

@ valor devuelto puede ser incorrecto o retardado. Para determinar si una reparacion
esta completa, utilice esperando — todos, reparaciones intentadas (XRPA) y
periodo de exploracion — estimado (XSCM) como se describe en Reparaciones del
monitor.

Datos con codigo de borrado (EC)
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Para supervisar la reparacion de datos codificados mediante borrado y vuelva a intentar cualquier
solicitud que pudiera haber fallado:

1. Determine el estado de las reparaciones de datos codificadas por borrado:

> Seleccione SUPPORT > Tools > Metrics para ver el tiempo estimado hasta la finalizacion y el
porcentaje de finalizacion del trabajo actual. A continuacién, seleccione EC Overview en la
seccion Grafana. Consulte los paneles tiempo estimado de trabajo de Grid EC hasta
finalizacion y Porcentaje de trabajo de Grid EC completado.

° Utilice este comando para ver el estado de un elemento especifico repair-data operacion:
repair-data show-ec-repair-status --repair-id repair ID

o Utilice este comando para enumerar todas las reparaciones:
repair-data show-ec-repair-status

El resultado muestra informacién, como repair ID, paratodas las reparaciones que se estén
ejecutando anteriormente y actualmente.

2. Si el resultado muestra que la operacion de reparacion ha dado error, utilice el --repair-id opcién
de volver a intentar la reparacion.

Este comando vuelve a intentar una reparacion de nodo con fallos mediante el ID de reparacion
6949309319275667690:

repair-data start-ec-node-repair --repair-id 6949309319275667690

Este comando reintenta realizar una reparacién de volumen con fallos mediante el ID de reparacién
6949309319275667690:

repair-data start-ec-volume-repair --repair-id 6949309319275667690

Después de terminar

Tan pronto como se hayan retirado los nodos desconectados y se hayan completado todos los trabajos de
reparacion de datos, puede retirar todos los nodos de red conectados segun sea necesario.

A continuacion, complete estos pasos una vez completado el procedimiento de retirada:

* Asegurese de que las unidades del nodo de cuadricula que se decomisionan se limpian. Utilice una
herramienta o servicio de limpieza de datos disponible en el mercado para eliminar los datos de las
unidades de forma permanente y segura.

+ Si decomisiond un nodo del dispositivo y los datos del dispositivo estaban protegidos mediante el cifrado
de nodos, utilice el instalador del dispositivo StorageGRID para borrar la configuracion del servidor de
gestion de claves (Clear KMS). Debe borrar la configuracion de KMS si desea agregar el dispositivo a otra
cuadricula.

o Servicios de aplicaciones SG100 y SG1000
o Dispositivos de almacenamiento SG5600
o Dispositivos de almacenamiento SG5700

o Dispositivos de almacenamiento SG6000
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Informacion relacionada

Procedimientos de recuperacion de nodos de grid

Retirada de nodos de grid conectados
Puede retirar y eliminar permanentemente los nodos conectados a la cuadricula.

* Debe comprender los requisitos y. consideraciones sobre el decomisionado de los nodos de cuadricula.
» Usted debe haber reunido todos los materiales requeridos.
* Debe haberse asegurado de que no hay ningun trabajo de reparacién de datos activo.

» Debe haber confirmado que la recuperacion del nodo de almacenamiento no esta en curso en ningun
lugar de la cuadricula. Si es asi, debe esperar a que se complete cualquier recompilacién de Cassandra
como parte de la recuperacion. A continuacién, podra continuar con el desmantelamiento.

* Debe haber asegurado que no se ejecutaran otros procedimientos de mantenimiento mientras el
procedimiento de retirada del nodo se esté ejecutando, a menos que el procedimiento de retirada del nodo
se detenga.

* Debe tener la clave de acceso de aprovisionamiento.
* Los nodos de grid estan conectados.

* La columna retirada posible para el nodo o los nodos que desea retirar debe incluir una Marca de
verificacion verde.

Todos los nodos de grid deben tener un estado normal (verde) 0 Si ve uno de estos iconos en la
columna Estado, debe intentar resolver el problema:

Color Gravedad
E Amarillo Aviso
Naranja claro Menor
n Naranja oscuro Importante
Q Rojo Critico

« Si anteriormente habia retirado un nodo de almacenamiento desconectado, todos los trabajos de
reparacion de datos se completaron correctamente. Consulte Compruebe los trabajos de reparacion de
datos.

@ No quite la maquina virtual de un nodo de grid ni otros recursos hasta que se le indique hacerlo
en este procedimiento.

1. En la pagina nodos de mision de retirada, seleccione la casilla de verificacion de cada nodo de cuadricula
que desee retirar.

2. Introduzca la clave de acceso de aprovisionamiento.
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El botdn Iniciar mision esta activado.

3. Haga clic en Iniciar misién.

Se muestra un cuadro de dialogo de confirmacion.

The following grid nodes have been selected for decommissioning and will be permanently removed
from the StorageGRID YWebscale system.

DC1-55

Do you want to continue?

4. Revise la lista de nodos seleccionados y haga clic en Aceptar.

Se inicia el procedimiento de retirada del nodo y se muestra el progreso de cada nodo. Durante el
procedimiento, se genera un nuevo paquete de recuperacion para mostrar el cambio de configuracion de
la cuadricula.

Decommission Modes
€ A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to download it

The progress for each node is displayed while the decommission procedure is running. When all tasks are complete, the node selection list is redisplayed.

Search Q

Name ¥ Type 1T Progress 11 stage 11
DC1-35 Storage Node i Prepare Task

No desconecte un nodo de almacenamiento una vez que se haya iniciado el procedimiento

@ de retirada del servicio. El cambio de estado puede provocar que parte del contenido no se
copie en otras ubicaciones.

5. Tan pronto como el nuevo paquete de recuperacion esté disponible, haga clic en el enlace o seleccione
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MANTENIMIENTO sistema paquete de recuperacion para acceder a la pagina paquete de
recuperacion. A continuacion, descargue la . zip archivo.

Consulte las instrucciones para Descarga del paquete de recuperacion.

@ Descargue el Lo antes posible. del paquete de recuperacion para asegurarse de que puede
recuperar la red si hay algun problema durante el procedimiento de retirada de servicio.
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6. Supervise periddicamente la pagina nodos de mision de descommision para garantizar que todos los
nodos seleccionados se han retirado correctamente.

La retirada de los nodos de almacenamiento puede llevar dias o semanas. Una vez completadas todas las
tareas, la lista de seleccion de nodos se volvera a mostrar con un mensaje de éxito.

Decommission Nodes

The previous decommission procedure completed successfully.

Before decommissioning a grid node, review the health of all nodes. If possible, resolve any issues or alarms before proceeding.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guide to
learn how to proceed.

Grid Nodes
Q
Name v Site It Type It HasADC IT Health Decommission Possible
DC1-ADM1 Data Center 1 Admin Node (] :z‘ Z:L";Z:{;E_'mi” Kede decommissioning s
DC1-ARCL Data Center 1 Archive Node - 0 ?fpﬁ;i-:‘;e Hades e comissining Rot
[ ocie: Data Center 1 AP Gateway Node - (]
DC1-51 Data Center 1 Storage Node Yes o I:t%;i; iitsei?it_{: i[;iil;i:\ii:;ﬂ s
DC1-52 Data Center 1 Storage Node Yes 0 gt?::\’ii; iil;ei?itgiljrzqsii:\ii:;m nimum of 3
bevss ootacenters StrageNode e @ [k
[] ocisa Data Center 1 Storage Node Mo (V]
[ oca-aom: Data Center 2 Admin Node - (V]
De2si s Storage Node Yes 9 Mo, site Data Center 2 requires a minimum of 3

Storage Nodes with ADC services.

7. Siga los pasos adecuados para su plataforma. Por ejemplo:

o Linux: Es posible que desee desconectar los volumenes y eliminar los archivos de configuracién de
nodo creados durante la instalacion.

o VMware: Es posible que desee utilizar la opcion "Borrar desde disco" de vCenter para eliminar la
maquina virtual. También puede ser necesario eliminar los discos de datos que sean independientes
de la maquina virtual.

> Dispositivo StorageGRID: El nodo del dispositivo vuelve automaticamente a un estado no
desplegado en el que puede acceder al instalador del dispositivo StorageGRID. Puede apagar el
dispositivo o afiadirlo a otro sistema StorageGRID.

Complete estos pasos después de completar el procedimiento de retirada del nodo:
» Asegurese de que las unidades del nodo de cuadricula que se decomisionan se limpian. Utilice una

herramienta o servicio de limpieza de datos disponible en el mercado para eliminar los datos de las
unidades de forma permanente y segura.

« Si decomision6 un nodo del dispositivo y los datos del dispositivo estaban protegidos mediante el cifrado
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de nodos, utilice el instalador del dispositivo StorageGRID para borrar la configuracion del servidor de
gestion de claves (Clear KMS). Debe borrar la configuracion de KMS si desea utilizar el dispositivo en otra
cuadricula.

Servicios de aplicaciones SG100 y SG1000

Dispositivos de almacenamiento SG5600

Dispositivos de almacenamiento SG5700

Dispositivos de almacenamiento SG6000

Informacion relacionada
Instale Red Hat Enterprise Linux o CentOS

Pausar y reanudar el proceso de retirada de los nodos de almacenamiento

Si necesita realizar un segundo procedimiento de mantenimiento, puede pausar el
procedimiento de retirada de un nodo de almacenamiento durante determinadas fases.
Una vez finalizado el otro procedimiento, puede reanudar el decomisionado.

El boton Pausa solo se activa cuando se alcanzan las etapas de evaluacion de ILM o de
retirada de datos con cédigo de borrado; sin embargo, la evaluacion de ILM (migracion de
datos) continuara ejecutandose en segundo plano.

Lo que necesitara
* Debe iniciar sesién en Grid Manager mediante un navegador web compatible.

* Debe tener los permisos de mantenimiento o acceso raiz.

Pasos
1. Seleccione MANTENIMIENTO > tareas > mision.

Aparece la pagina de retirada.
2. Seleccione nodos de mision.

Aparecera la pagina nodos de mision. Cuando el procedimiento de retirada de servicio alcanza cualquiera
de las siguientes fases, el boton Pausa esta activado.

o Evaluando ILM
o Datos codificados de borrado decomisionado

3. Seleccione Pausa para suspender el procedimiento.

La etapa actual esta en pausa y el botébn Reanudar esta activado.
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Decommission Nodes

€ A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to download it.

€ Decommissioning procedure has been paused. Click ‘Resume’ to resume the procedure.

The progress for each node is displayed while the decommission procedure is running. When all tasks are complete, the node selection list is redisplayed.

Name ¥ Type 1T Progress It stage 1t
DC1-55 Storage MNode Evaluating ILM

4. Una vez finalizado el otro procedimiento de mantenimiento, seleccione Reanudar para continuar con la
retirada.

Solucione problemas de decomisionado de nodos

Si el procedimiento de retirada del nodo se detiene debido a un error, puede realizar
pasos especificos para solucionar el problema.

Lo que necesitara
Debe iniciar sesion en Grid Manager mediante un navegador web compatible.

Acerca de esta tarea

Si apaga el nodo de cuadricula que se va a retirar del servicio, la tarea se detiene hasta que se reinicia el
nodo de cuadricula. El nodo de grid debe estar en linea.

Pasos
1. Seleccione SUPPORT > Tools > Topologia de cuadricula.
2. En el arbol de topologia de cuadricula, expanda cada entrada de nodo de almacenamiento y compruebe
que los servicios DDS y LDR estan en linea.

Para realizar el decomisionado del nodo de almacenamiento, todos los nodos y todos los servicios deben
estar en buen estado al iniciar un decomisionado del nodo y el sitio en linea.

3. Para ver las tareas de la cuadricula activa, seleccione nodo de administracién principal > CMN > tareas
de cuadricula > Descripcién general.
4. Compruebe el estado de la tarea de decomisionado de la cuadricula.
a. Si el estado de la tarea de la cuadricula de decomisionado indica un problema al guardar los paquetes

de tareas de la cuadricula, seleccione nodo de administracién principal > CMN > Eventos >
Descripcién general

b. Compruebe el nimero de relés de auditoria disponibles.

Si el atributo retransmision de auditoria disponible es uno o superior, el servicio CMN esta conectado
al menos a un servicio ADC. Los servicios ADC actuan como relés de auditoria.
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El servicio CMN debe estar conectado a al menos un servicio ADC y la mayoria (el 50 por ciento mas uno)
de los servicios ADC del sistema StorageGRID debe estar disponible para que una tarea de cuadricula
pueda moverse de una fase de desmantelamiento a otra y terminar.

a. Si el servicio CMN no esta conectado a suficientes servicios ADC, asegurese de que los nodos de
almacenamiento estan conectados y compruebe la conectividad de red entre los nodos de
administracion principal y de almacenamiento.

Retirada de sitios

Es posible que deba eliminar un sitio de centro de datos del sistema StorageGRID. Para
quitar un sitio, debe retirarlo.

El diagrama de flujo muestra los pasos de alto nivel para retirar un sitio.
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Review considerations

v

Gather required materials

v

Select Decommission Site

Is
Decommission
Possible?

Canyou resolve
the issue?

Select the site -

v

Review the site and

update ILM
Is Start No
Decommission

enabled?

Perform the site
decommission

v

Ensure drives are
wiped clean

Consideraciones para quitar un sitio

Mo

You cannot remove
the site. Contact Support.

Antes de utilizar el procedimiento de retirada del sitio para quitar un sitio, debe revisar las

consideraciones.
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Qué sucede al retirar un sitio

Al retirar un sitio, StorageGRID quita de forma permanente todos los nodos del sitio y el sitio propio del
sistema StorageGRID.

Una vez completado el procedimiento de retirada de instalaciones:

* Ya no puede utilizar StorageGRID para ver ni acceder al sitio ni a ninguno de los nodos del sitio.

* Ya no es posible utilizar pools de almacenamiento ni perfiles de cédigo de borrado a los que se hace
referencia en el sitio. Cuando StorageGRID descompone un sitio, elimina automaticamente estos pools de
almacenamiento y desactiva estos perfiles de cédigo de borrado.

Diferencias entre el sitio conectado y los procedimientos de retirada de sitios desconectados

Puede usar el procedimiento de retirada del sitio para quitar un sitio en el que todos los nodos estan
conectados a StorageGRID (conocido como decomiso de un sitio conectado) o para quitar un sitio en el que
todos los nodos estén desconectados de StorageGRID (conocido como decomiso de sitio desconectado).
Antes de comenzar, debe comprender las diferencias entre estos procedimientos.

@ Si un sitio contiene una mezcla de conectado (0) y nodos desconectados (@ 0. @), debe
volver a conectar todos los nodos sin conexion.

» Una retirada de sitio conectado permite quitar un sitio operativo del sistema StorageGRID. Por ejemplo,
puede realizar una retirada de sitio conectado para eliminar un sitio que sea funcional pero que ya no sea
necesario.

» Cuando StorageGRID quita un sitio conectado, utiliza ILM para gestionar los datos de los objetos del sitio.
Antes de iniciar una retirada de sitios conectados, debe eliminar el sitio de todas las reglas de ILM y
activar una nueva politica de ILM. ILM procesos para migrar datos de objetos y los procesos internos para
quitar un sitio pueden producirse a la vez, pero la practica recomendada es permitir que se completen los
pasos de ILM antes de iniciar el procedimiento de retirada real.

Una retirada de sitio desconectada permite quitar un sitio con errores del sistema StorageGRID. Por
ejemplo, puede realizar un retiro de sitio desconectado para quitar un sitio que ha sido destruido por un
incendio o inundacién.

Cuando StorageGRID quita un sitio desconectado, este considera que todos los nodos son irrecuperables
y no intenta conservar los datos. Sin embargo, antes de iniciar una retirada de sitios desconectada, debe
eliminar el sitio de todas las reglas de ILM y activar una nueva politica de ILM.

Antes de realizar un procedimiento de retirada de sitio desconectado, debe ponerse en
contacto con el representante de su cuenta de NetApp. NetApp revisara sus requisitos

@ antes de habilitar todos los pasos en el asistente del sitio de retirada. No deberia intentar
retirar un sitio desconectado si cree que podria recuperar el sitio o recuperar datos de
objeto del sitio.

Requisitos generales para quitar un sitio conectado o desconectado

Antes de quitar un sitio conectado o desconectado, debe tener en cuenta los siguientes requisitos:

* No puede retirar un sitio que incluya el nodo de administracion principal.

* No puede retirar un sitio que incluya un nodo de archivado.
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* No puede decomisionar un sitio si alguno de los nodos tiene una interfaz que pertenece a un grupo de alta
disponibilidad (ha). Debe editar el grupo de alta disponibilidad para quitar la interfaz del nodo o quitar todo
el grupo de alta disponibilidad.

No puede retirar un sitio si contiene una mezcla de conectado (0) y desconectados (@ 0. '@) nodos.

No puede retirar un sitio si algun nodo de cualquier otro sitio esta desconectado (@ o. @).

* No se puede iniciar el procedimiento de retirada del sitio si hay una operacion de reparacién de ec-nodo
en curso. Consulte Compruebe los trabajos de reparacion de datos realizar un seguimiento de las
reparaciones de datos codificados a borrado.

* Mientras se esta ejecutando el procedimiento de retirada de instalaciones:

> No puede crear reglas de ILM que hagan referencia al sitio que se va a retirar del servicio. Tampoco
puede editar una regla de ILM existente para hacer referencia al sitio.

> No puede realizar otros procedimientos de mantenimiento, como expansion o actualizacion.

Si necesita realizar otro procedimiento de mantenimiento durante la retirada de un sitio
conectado, puede hacerlo Detenga el procedimiento mientras se quitan los nodos de
almacenamiento. El botén Pausa sélo se activa cuando se alcanzan las etapas de

@ evaluacién de ILM o de retirada de datos con cddigo de borrado; sin embargo, la
evaluacion de ILM (migracion de datos) continuara ejecutandose en segundo plano.
Una vez completado el segundo procedimiento de mantenimiento, puede reanudar el
decomisionado.

o Si necesita recuperar algun nodo después de iniciar el procedimiento de retirada del sitio, debe
ponerse en contacto con el servicio de soporte de.

* No puede retirar mas de un sitio a la vez.

« Si el sitio incluye uno o mas nodos de administracion y el inicio de sesion unico (SSO) esta habilitado para
el sistema StorageGRID, debe quitar todas las confianzas de partes que dependan del sitio de los
Servicios de Federacion de Active Directory (AD FS).

Requisitos para la gestion del ciclo de vida de la informacién (ILM)

Como parte de la eliminacion de un sitio, debe actualizar la configuracion de ILM. El asistente para el sitio de
retirada le guia a través de una serie de pasos previos para garantizar lo siguiente:

+ La politica de ILM activa no remite al sitio. Si lo esta, debe crear y activar una nueva politica de ILM con
nuevas reglas de ILM.

* No existe ninguna politica de ILM propuesta. Si tiene una politica propuesta, debe eliminarla.

* No se hace referencia a ninguna regla de ILM al sitio, aunque estas reglas no se utilicen en la politica
activa o propuesta. Debe eliminar o editar todas las reglas que hacen referencia al sitio.

Cuando StorageGRID destransfiere el sitio, desactiva automaticamente todos los perfiles de codigo de
borrado que no se utilicen y hacen referencia al sitio, y elimina automaticamente todos los pools de
almacenamiento no utilizados que hacen referencia al sitio. El pool de almacenamiento predeterminado del
sistema todos los nodos de almacenamiento se elimina porque utiliza todos los sitios.

29



Antes de quitar un sitio, puede que sea necesario crear nuevas reglas de ILM y activar una
nueva politica de ILM. Estas instrucciones dan por sentado que conoce bien como funciona ILM
@ y que esta familiarizado con la creacion de pools de almacenamiento, perfiles de cédigo de
borrado, reglas de ILM y la simulacion y activacion de una politica de ILM. Consulte las
instrucciones para gestionar objetos con gestion del ciclo de vida de la informacion.

Gestion de objetos con ILM

Consideraciones sobre los datos del objeto en un sitio conectado

Si va a realizar una retirada de sitios conectados, debe decidir qué hacer con los datos de objetos existentes
en el sitio al crear nuevas reglas de ILM y una nueva politica de ILM. Puede realizar una de las siguientes
acciones o0 ambas:

* Mueva los datos del objeto del sitio seleccionado a uno o mas sitios de la cuadricula.

Ejemplo para el traslado de datos: Suponga que desea retirar un sitio en Raleigh porque agregd un
nuevo sitio en Sunnyvale. En este ejemplo, desea mover todos los datos del objeto del sitio antiguo al sitio
nuevo. Antes de actualizar las reglas de ILM y la politica de ILM, debe revisar la capacidad de ambos
sitios. Debe asegurarse de que el site de Sunnyvale tenga suficiente capacidad para acomodar los datos
de objetos desde el site de Raleigh y que permanecera en Sunnyvale la capacidad adecuada para su
crecimiento futuro.

Para garantizar que haya capacidad suficiente disponible, es posible que deba afadir

@ volumenes de almacenamiento o nodos de almacenamiento a un sitio existente o afadir un
sitio nuevo antes de realizar este procedimiento. Consulte las instrucciones para ampliar un
sistema StorageGRID.

Eliminar copias de objeto del sitio seleccionado.

Ejemplo para eliminar datos: Suponga que actualmente utiliza una regla ILM de 3 copias para replicar
datos de objetos en tres sitios. Antes de retirar un sitio, puede crear una regla de ILM equivalente con 2
copias para almacenar datos en solo dos sitios. Cuando activa una nueva politica de ILM que usa la regla
de dos copias, StorageGRID elimina las copias del tercer sitio porque ya no satisfacen los requisitos de
ILM. Sin embargo, los datos del objeto se seguiran protegiendo y la capacidad de los dos sitios restantes
sera la misma.

No cree nunca una regla de ILM de una sola copia para acomodar la eliminacion de un sitio.
Una regla de ILM que crea solo una copia replicada en cualquier periodo de tiempo pone

@ los datos en riesgo de pérdida permanente. Si s6lo existe una copia replicada de un objeto,
éste se pierde si falla un nodo de almacenamiento o tiene un error importante. También
perdera temporalmente el acceso al objeto durante procedimientos de mantenimiento, como
las actualizaciones.

Requisitos adicionales para una retirada de sitios conectados

Antes de que StorageGRID pueda eliminar un sitio conectado, debe asegurarse de lo siguiente:

Todos los nodos del sistema StorageGRID deben tener un estado de conexion de conectado (0); sin
embargo, los nodos pueden tener alertas activas.
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Puede completar los pasos 1-4 del Asistente para sitio de retirada si uno 0 mas nodos estan
desconectados. Sin embargo, no puede completar el paso 5 del asistente, que inicia el
proceso de retirada, a menos que todos los nodos estén conectados.

« Si el sitio que va a quitar contiene un nodo de puerta de enlace o un nodo de administracion que se utiliza
para el equilibrio de carga, es posible que deba realizar un procedimiento de expansion para agregar un
nodo nuevo equivalente en otro sitio. Asegurese de que los clientes pueden conectarse al nodo de
repuesto antes de iniciar el procedimiento de retirada del sitio.

 Si el sitio que va a eliminar contiene cualquier nodo de puerta de enlace o nodo de administracion que se
encuentre en un grupo de alta disponibilidad (ha), puede completar los pasos 1-4 del asistente para sitio
de retirada. Sin embargo, no puede completar el paso 5 del asistente, que inicia el proceso de retirada
hasta que elimine estos nodos de todos los grupos de alta disponibilidad. Si los clientes existentes se
conectan a un grupo de alta disponibilidad que incluye nodos del sitio, debe asegurarse de que pueden
continuar conectando a StorageGRID después de eliminar el sitio.

« Silos clientes se conectan directamente a nodos de almacenamiento del sitio que va a quitar, debe
asegurarse de que pueden conectarse a nodos de almacenamiento en otros sitios antes de iniciar el
procedimiento de retirada del sitio.

» Debe proporcionar espacio suficiente en los sitios restantes para acomodar cualquier dato de objeto que
se mueva debido a los cambios realizados en la politica de ILM activa. En algunos casos, es posible que
deba expandir el sistema StorageGRID afadiendo nodos de almacenamiento, volimenes de
almacenamiento o nuevos sitios antes de poder completar un decomiso de sitio conectado.

» Debe dejar tiempo suficiente para completar el procedimiento de retirada. Los procesos de ILM de
StorageGRID pueden tardar dias, semanas o incluso meses en mover o eliminar datos de objetos del sitio
antes de dejar de lado el sitio.

La transferencia o eliminacion de datos de objetos de un sitio puede llevar dias, semanas o
incluso meses, en funcion de la cantidad de datos almacenados en el sitio, la carga en el
sistema, las latencias de red y la naturaleza de los cambios de ILM necesarios.

» Siempre que sea posible, debe completar los pasos 1-4 del Asistente para sitio de retirada tan pronto
como pueda. El procedimiento de retirada de servicio se completara mas rapidamente y con menos
interrupciones e impactos en el rendimiento si permite que los datos se muevan desde el sitio antes de
iniciar el procedimiento de retirada real (seleccionando Iniciar misién en el paso 5 del asistente).

Requisitos adicionales para una retirada de sitios desconectada

Antes de que StorageGRID pueda quitar un sitio desconectado, debe asegurarse de lo siguiente:

» Se ha puesto en contacto con el representante de cuentas de NetApp. NetApp revisara sus requisitos
antes de habilitar todos los pasos en el asistente del sitio de retirada.

@ No deberia intentar retirar un sitio desconectado si cree que podria recuperar el sitio o
recuperar cualquier dato de objeto del sitio.

» Todos los nodos del sitio deben tener el estado de conexion de uno de los siguientes:

Desconocido (@): El nodo no esta conectado a la cuadricula por una razén desconocida. Por
ejemplo, se ha perdido la conexion de red entre los nodos o se ha apagado el suministro eléctrico.
Administrativamente abajo (@): El nodo no esta conectado a la cuadricula por un motivo esperado.
Por ejemplo, el nodo o los servicios del nodo se han apagado correctamente.
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Todos los nodos de todos los demas sitios deben tener un estado de conexion de conectado (0); sin
embargo, estos otros nodos pueden tener alertas activas.

» Debe entender que ya no podra utilizar StorageGRID para ver o recuperar los datos de objeto
almacenados en el sitio. Cuando StorageGRID realiza este procedimiento, no intenta conservar ningun
dato del sitio desconectado.

@ Si sus reglas y politicas de ILM se disefiaron para proteger contra la pérdida de un solo
sitio, seguiran existiendo copias de los objetos en los sitios restantes.

* Debe entender que si el sitio contenia la Unica copia de un objeto, el objeto se pierde y no se puede
recuperar.

Consideraciones sobre los controles de consistencia cuando se quita un sitio

El nivel de coherencia de un bloque de S3 o un contenedor Swift determina si StorageGRID replica por
completo los metadatos de objetos en todos los nodos y sitios antes de indicar a un cliente que la ingesta de
objetos se ha realizado correctamente. Los controles de consistencia proporcionan un equilibrio entre la
disponibilidad de los objetos y la coherencia de dichos objetos en distintos nodos de almacenamiento y sitios.

Cuando StorageGRID quita un sitio, éste debe asegurarse de que no se escribe ningun dato en el sitio que se
va a quitar. Como resultado, anula temporalmente el nivel de coherencia de cada bloque o contenedor. Tras
iniciar el proceso de retirada del sitio, StorageGRID utiliza temporalmente consistencia de sitio seguro para
evitar que los metadatos del objeto se escriban en el sitio que se esta quitando.

Como resultado de esta sustitucion temporal, tenga en cuenta que cualquier operacion de escritura,
actualizacion y eliminacion de cliente que se produzca durante un decomiso de sitio puede fallar si varios
nodos dejan de estar disponibles en los sitios restantes.

Informacion relacionada

Como realiza la recuperacion del sitio el soporte técnico
Gestion de objetos con ILM

Amplie su grid

Reuna los materiales necesarios

Antes de retirar de servicio un sitio, debe obtener los siguientes materiales.

Elemento Notas

Paquete de recuperacion . zip archivo Debe descargar el paquete de recuperacion mas
reciente . zip archivo (sgws-recovery-package-
id-revision.zip). Puede utilizar el archivo de
paquete de recuperacion para restaurar el sistema si
se produce un fallo.

Passwords. txt archivo Este archivo contiene las contrasefias que se
necesitan para acceder a los nodos de grid en la
linea de comandos y se incluye en el paquete de
recuperacion.
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Clave de acceso de aprovisionamiento La frase de contrasefia se crea y documenta cuando
se instala el sistema StorageGRID por primera vez.
La clave de acceso de aprovisionamiento no esta en
la Passwords. txt archivo.

Descripcion de la topologia del sistema StorageGRID  Si esta disponible, obtenga cualquier documentacién
antes de decomisionar que describa la topologia actual del sistema.

Informacion relacionada

Requisitos del navegador web

Descargue el paquete de recuperacion

Paso 1: Seleccione Sitio

Para determinar si un sitio se puede retirar del servicio, comience por acceder al
asistente del sitio de retirada.

Lo que necesitara
» Usted debe haber obtenido todos los materiales requeridos.
» Debe haber revisado las consideraciones para quitar un centro.
* Debe iniciar sesién en Grid Manager mediante un navegador web compatible.
» Debe tener los permisos de acceso raiz o Mantenimiento de la informacion y gestion del ciclo de vida de la

informacion.

Pasos
1. Seleccione MANTENIMIENTO > tareas > mision.

2. Seleccione Sitio de mision.

Aparece el paso 1 (Seleccionar sitio) del asistente de ubicacidon de mision. Este paso incluye una lista
alfabética de los sitios de su sistema StorageGRID.
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Decommission Site

o 2 3 4 5 6

Select Site View Details Reviza ILM Remove ILM Resolve Node Monitor
Paolicy References Caonflicts Decommission

When you decommission a site, all nodes at the site and the site itself are permanently removed from the StorageGRID system.

Review the table for the site you want to remove. If Decommission Possible is Yes, select the site. Then, select Next to ensure that the
site is not referred to by ILM and that all StorageGRID nodes are in the correct state

You might not be able to remove certain sites. For example, you cannot decommission the site that contains the primary Admin Node
or a site that contains an Archive Node.

Sites
Site Name Used Storage Capacity @ Decommission Possible
Raleigh 3.93 MB
Sunnyvale 3.97 MB
Vancouver 3.90 MB Mo. This site contains the primary Admin Node.

3. Consulte los valores de la columna capacidad de almacenamiento utilizada para determinar cuanto
almacenamiento se esta utilizando actualmente para los datos de objetos de cada sitio.

La capacidad de almacenamiento utilizada es una estimacion. Si los nodos estan sin conexion, la
capacidad de almacenamiento utilizada es el ultimo valor conocido del sitio.

o Para la retirada de un sitio conectado, este valor representa la cantidad de datos de objeto que debe
moverse a otros sitios o eliminarse mediante ILM antes de poder retirar este sitio de forma segura.

o Para una retirada de sitios desconectada, este valor representa cuanto del almacenamiento de datos
del sistema quedara inaccesible cuando usted retire este sitio.

@ Si su politica de ILM se disefid para ofrecer proteccion contra la pérdida de un solo sitio,
las copias de sus datos de objetos aun deben existir en los sitios restantes.

4. Revise las razones en la columna DECOMmission posible para determinar qué sitios pueden ser
retirados del servicio actualmente.

@ Si hay mas de una razén por la que un sitio no puede ser retirado, se muestra la razén mas
critica.
Razon posible de retirada Descripcion Paso siguiente
o 0 Puede retirar este sitio. Vaya a. el siguiente paso.
Marca de verificacion verde (%#')
No Este sitio contiene el nodo de No puede retirar un sitio que Ninguno. No puede realizar este
administracion principal. contenga el nodo de administracion procedimiento.
principal.
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Razon posible de retirada Descripcion Paso siguiente

No Este sitio contiene uno o varios No puede retirar un sitio que Ninguno. No puede realizar este
nodos de archivado. contenga un nodo de archivado. procedimiento.

No Todos los nodos de este sitio No puede realizar la retirada de un  Si desea realizar una retirada de
estan desconectados. Péngase en sitio conectado a menos que todos sitios sin conexion, debe ponerse
contacto con el representante de los nodos del sitio estén en contacto con su representante
cuenta de NetApp. conectados (0). de cuent_a _de NetApp, que revisara

sus requisitos y activara el resto
del asistente para la retirada de
sitios.

IMPORTANTE: Nunca desconecte
los nodos en linea para poder
eliminar un sitio. Perdera datos.

El ejemplo muestra un sistema StorageGRID con tres sitios. La Marca de verificacion verde (0) Para los
sitios de Raleigh y Sunnyvale indica que puede retirar esos sitios. Sin embargo, no puede retirar el sitio de
Vancouver porque contiene el nodo de administracion principal.

1. Si es posible retirar el servicio, seleccione el botén de opcion de la planta.
El boton Siguiente esta activado.
2. Seleccione Siguiente.

Se muestra el paso 2 (Ver detalles).

Paso 2: Ver detalles

En el paso 2 (Ver detalles) del asistente del sitio de decoracion, puede revisar qué nodos
estan incluidos en el sitio, ver cuanto espacio se ha utilizado en cada nodo de
almacenamiento y evaluar cuanto espacio libre esta disponible en los otros sitios de la
cuadricula.

Lo que necesitara
Antes de retirar un sitio, debe revisar la cantidad de datos de objeto que hay en el sitio.

« Si esta realizando una retirada de sitios conectados, debe comprender cuantos datos de objetos hay
actualmente en el sitio antes de actualizar ILM. En funcion de las capacidades del sitio y de sus
necesidades de proteccion de datos, puede crear nuevas reglas de ILM para mover datos a otros sitios o
eliminar datos de objetos del sitio.

* Realice las expansiones de nodos de almacenamiento necesarias antes de iniciar el procedimiento de
retirada del servicio, si es posible.

« Si esta realizando una retirada de sitio desconectado, debe entender cuantos datos de objeto se volveran
permanentemente inaccesibles al quitar el sitio.
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Si esta realizando una retirada de sitios desconectado, ILM no puede mover ni eliminar datos

@ de objetos. Se perderan todos los datos que permanezcan en las instalaciones. Sin embargo, si
su politica de ILM se disef6 para protegerse contra la pérdida de un solo sitio, las copias de los
datos de objetos siguen existiendo en los sitios restantes.

Pasos
1. En el paso 2 (Ver detalles), revise las advertencias relacionadas con el sitio que selecciond para quitar.

Decommission Site

& —o 3 4 5 6

Sele:q:;:L Site View Details Revisa ILM Remove ILM Resolve Node Manitor
Paolicy References Conflicts Decommission

Data Center 2 Details

A\ This site includes a Gateway Mode. If clients are currently connecting to this node, you must configure an equivalent node at
another site. Be sure clients can connect to the replacement node before starting the decommission procedure.

A This site contains a mixiure of connected and disconnected nodes. Before you can remove this site, you must bring all offline
(blue or gray) nodes back online. Contact technical support if you need assistance.

Aparecera una advertencia en los siguientes casos:

o El sitio incluye un nodo de puerta de enlace. Si los clientes S3 y Swift se estan conectando
actualmente a este nodo, debe configurar un nodo equivalente en otro sitio. Asegurese de que los
clientes pueden conectarse al nodo de repuesto antes de continuar con el procedimiento de retirada.

El sitio contiene una mezcla de conectado (0) y nodos desconectados (@ 0. @). Antes de poder
quitar este sitio, deben volver a conectar todos los nodos sin conexion.

2. Revise los detalles sobre el sitio que ha seleccionado para eliminar.
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Decommission Site

(D
L1, o 3
Selee;t Site View Details Revize ILM
Policy

Raleigh Details
Number of Nodes: 3
Used Space: 3.93 MB
Node Name Node Type

RAL-S1-101-196
RAL-52-101-197
RAL-53-101-198

Details for Other Sites

Total Free Space for Other Sites:
Total Capacity for Other Sites:

Site Name Free Space @
Sunnyvale 47538 GB
Vancouver 47538 GB
Total 950.76 GB

Storage Node
Storage Node
Storage Node

950.76 GB
950.77 GB

4 5

Remove ILM
Referencas

Resolve Node
Caonflicts

47538 GB
47538 GB

Free Space:

Site Capacity:

Connnection State

6

Monitor
Decommission

Details

1.30 MB used space
1.30 MB used space
1.34 MB used space

Used Space @ Site Capacity &
397 MB 47538 GB
390 MB 47538 GB
7.87T MB 950.77 GB

Se incluye la siguiente informacion para el sitio seleccionado:

o Numero de nodos

L

> El espacio total usado, el espacio libre y la capacidad de todos los nodos de almacenamiento del sitio.

= Para una retirada de sitios conectados, el valor espacio usado representa la cantidad de datos de
objetos que deben moverse a otros sitios o eliminarse con ILM.

= Para un retiro de sitio desconectado, el valor espacio usado indica cuantos datos de objeto seran
inaccesibles cuando usted quita el sitio.

> Nombres de nodo, tipos y estados de conexion:

] 0 (Conectado)

] @ (Administrativamente abajo)

] @ (Desconocido)

o Detalles sobre cada nodo:

= Para cada nodo de almacenamiento, la cantidad de espacio que se ha usado para los datos de

objetos.
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= Para los nodos de administrador y los nodos de puerta de enlace, si el nodo se utiliza actualmente
en un grupo de alta disponibilidad (ha). No puede decomisionar un nodo de administracion ni un
nodo de puerta de enlace que se utilice en un grupo de alta disponibilidad. Antes de iniciar la
retirada, debe editar grupos de alta disponibilidad para quitar todos los nodos del sitio. O bien,
puede quitar el grupo de alta disponibilidad si solo incluye nodos de este sitio.

Administre StorageGRID

3. En la seccion Detalles de otros sitios de la pagina, evalue cuanto espacio hay disponible en los otros sitios
de la cuadricula.

Details for Other Sites

Total Free Space for Other Sites: 5950756 GE
Total Capacity for Other Sites: 950,77 GB

Site Name Free Space & Used Space & Site Capacity @
Sunnyvals 475.38 GB 3.7 MB 475.38 GB
Vancouver 47538 GB 3.90 MB 47538 GB
Total 950.76 GB 7.87 MB 950.77 GB

Si va a realizar una retirada de sitios conectados y va a utilizar ILM para mover datos de objetos del sitio
seleccionado (en lugar de eliminarlos solamente), debe asegurarse de que los otros sitios tengan
suficiente capacidad para acomodar los datos movidos y de que la capacidad adecuada quede para un
crecimiento futuro.

Aparecera una advertencia si el espacio usado del sitio que desea quitar es mayor que el

@ espacio libre total para otros sitios. Es posible que deba realizar una ampliacién antes de
realizar este procedimiento para garantizar que haya disponible la capacidad de
almacenamiento adecuada una vez se ha eliminado el sitio.

4. Seleccione Siguiente.

Aparece el paso 3 (revisar la politica de ILM).

Informacion relacionada

Gestion de objetos con ILM

Paso 3: Revisar la politica de ILM

En el paso 3 (revisar la politica ILM) del asistente de sitio de retirada, puede determinar
si la politica de ILM activa hace referencia al sitio.

Lo que necesitara

Conoce el funcionamiento de ILM y esta familiarizado con la creacion de pools de almacenamiento, perfiles de
cbdigo de borrado, reglas de ILM y la simulacién y activacién de una politica de ILM.

Gestion de objetos con ILM

Acerca de esta tarea
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StorageGRID no puede decomisionar un sitio si dicho sitio se conoce mediante cualquier regla de ILM de la
politica de ILM activa.

Si su politica actual de ILM hace referencia al sitio que desea quitar, debe activar una nueva politica de ILM
que cumpla con ciertos requisitos. En concreto, la nueva politica de ILM:

* No se puede utilizar una agrupacion de almacenamiento que haga referencia al sitio.

* No se puede utilizar un perfil de codigo de borrado que haga referencia al sitio.

* No se puede utilizar el grupo de almacenamiento * todos los nodos de almacenamiento® predeterminado o

el sitio * todos los sitios* predeterminado.
* No se puede utilizar la regla de existencias hacer 2 copias.

* Debe estar disefiado para proteger completamente todos los datos de objetos.

No cree nunca una regla de ILM de una sola copia para acomodar la eliminacién de un sitio.
Una regla de ILM que crea solo una copia replicada en cualquier periodo de tiempo pone

@ los datos en riesgo de pérdida permanente. Si sélo existe una copia replicada de un objeto,
éste se pierde si falla un nodo de almacenamiento o tiene un error importante. También
perdera temporalmente el acceso al objeto durante procedimientos de mantenimiento, como
las actualizaciones.

Si esta realizando un sitio conectado Decomision, debe considerar cémo StorageGRID debe administrar los
datos del objeto actualmente en el sitio que desea eliminar. En funcion de los requisitos de proteccion de
datos, las nuevas reglas pueden mover los datos de objetos existentes a diferentes sitios o pueden eliminar
las copias de objetos adicionales que ya no sean necesarias.

Pongase en contacto con el soporte técnico si necesita ayuda para disefiar la nueva politica.

Pasos

1. En el paso 3 (revisar la politica de ILM), determinar si alguna regla de ILM de la politica activa de ILM se
refiere al sitio que selecciond para quitar.
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2.

3.
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Decommission Site

@ o 4 5 6

Select Site View etai!s Revise ILM Remaove ILM Resolve Node Maonitor
Policy References Caonflicts Decommission

If your current ILM policy refers to the site, you must activate a naw policy before you can go to the next step.
The new ILM palicy:

« Cannot use a storage pool that refers to the site

s Cannot use an Erasure Coding profile that refers to the site

« Cannot use the default All Storage Nodes storage pool or the dafault All Sites site.
« Cannot use the Make 2 Copies rule.

» Must be designed to fully protect all object data after one site is removed.

Contact technical support if you need assistance in designing the new policy.

If you are performing a connected site decommission, StorageGRID will begin to remove object data from the site as soon as you
activate the naw ILM policy. Moving or deleting all object copies might take weeks, but you can safely start a site decommission
while object data still exists at the site.

Rules Referring to Raleigh in the Active ILM Policy

The table lists the ILM rules in the active ILM policy that refer fo the site.

« Ifno ILM rules are listed, the active ILM policy does not refer to the site. Selact Next to go to Step 4 (Remove ILM
Refersnces).
« Ifone or mara LM rules are listed, you must create and activate a new policy that does not use these rules.

Active Policy Name: Data Protection for Three Sites (3

@ The active ILM policy refers to Raleigh. Bsfore you can remove this sile, you must propose and activate a new policy.

Name EC Profiles Storage Pools

3 copies for 53 tenant - Raleigh storage pool
2 copy 2 sites for smaller objects - Raleigh storage pool
EC for larger chjects three site EC profile All 3 Sites

Si no aparece ninguna regla, seleccione Siguiente para ir al paso 4 (Eliminar referencias de ILM)
Paso 4: Eliminar referencias de ILM

Si una 0 mas reglas de ILM aparecen en la tabla, seleccione el vinculo situado junto a Nombre de
directiva activa.

La péagina ILM Policies aparece en una nueva pestafia del navegador. Utilice esta pestafia para actualizar
ILM. La pagina Sitio de retirada permanecera abierta en la pestafia otros.

a. Si es necesario, seleccione ILM agrupaciones de almacenamiento para crear una o mas
agrupaciones de almacenamiento que no hagan referencia al sitio.



@ Para obtener mas detalles, consulte las instrucciones para gestionar objetos con gestion
del ciclo de vida de la informacion.

b. Si planea utilizar la codificacion de borrado, seleccione ILM codificacién de borrado para crear uno o
mas perfiles de codificacion de borrado.

Debe seleccionar grupos de almacenamiento que no hagan referencia al sitio.

@ No utilice el pool de almacenamiento todos los nodos de almacenamiento en los perfiles
de cddigo de borrado.

4. Seleccione ILM Reglas y clone cada una de las reglas enumeradas en la tabla para el paso 3 (revisar
politica ILM).

@ Para obtener mas detalles, consulte las instrucciones para gestionar objetos con gestion del
ciclo de vida de la informacion.

a. Utilice nombres que facilitan la seleccion de estas reglas en una directiva nueva.

b. Actualice las instrucciones de colocacion.

Quite todos los pools de almacenamiento o los perfiles de codigo de borrado que hagan referencia al
sitio y reemplacen por nuevos pools de almacenamiento o perfiles de cédigo de borrado.

@ No utilice el pool de almacenamiento todos los nodos de almacenamiento en las nuevas
reglas.

5. Seleccione ILM politicas y cree una nueva directiva que utilice las nuevas reglas.

@ Para obtener mas detalles, consulte las instrucciones para gestionar objetos con gestion del
ciclo de vida de la informacion.

a. Seleccione la directiva activa y seleccione Clonar.
b. Escriba un nombre de politica y un motivo para el cambio.
c. Seleccione reglas para la politica clonada.

= Deseleccione todas las reglas enumeradas para el paso 3 (revisar la politica de ILM) de la pagina
Sitio de retirada.

= Seleccione una regla predeterminada que no haga referencia al sitio.

@ No seleccione la regla hacer 2 copias porque esa regla utiliza el pool de
almacenamiento todos los nodos de almacenamiento, que no esta permitido.

= Seleccione las demas reglas de reemplazo que ha creado. Estas reglas no deben referirse al sitio.
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Select Rules for Policy

Select Default Rule

This list shows the rules that do not use any filters. Select one rule to be the default rule for the policy. The default rule applies to any
objects that do not match another rule in the policy and is always evaluated last The default rule should retain objects forever
Rule Name
® 2 copies at Sunnyvale and Vancouver for smaller objects &
2 copy 2 sites for smaller objects (5

Make 2 Copies (§

Select Other Rules

The other rules in a policy are evaluated before the default rule and must use at least one filter. Each rule in this list uses at least one
filter (tenant account, bucket name, or an advanced filter, such as object size).
Rule Name Tenant Account
3 copies for $3 tenant § 53 (61659555232085399385)
EC for larger objects (§ -
¥l 1-site EC for larger objects (3 —
W 2 copies for S3 tenant (& 53 (61659555232085399385)

d. Seleccione aplicar.

e. Arrastre y suelte las filas para reordenar las reglas de la directiva.

No se puede mover la regla predeterminada.

Debe confirmar que las reglas de ILM se encuentran en el orden correcto. Cuando se activa
la directiva, las reglas del orden indicado evaluan los objetos nuevos y existentes,
empezando por la parte superior.

a. Guarde la directiva propuesta.

6. Procese objetos de prueba y simule la politica propuesta para garantizar que se aplican las reglas
correctas.

Los errores de un politica de ILM pueden provocar la pérdida de datos irrecuperable. Revise
@ y simule cuidadosamente la directiva antes de activarla para confirmar que funcionara
segun lo previsto.

Cuando se activa una nueva politica de ILM, StorageGRID la utiliza para gestionar todos los
objetos, incluidos los existentes y los objetos recién procesados. Antes de activar una

@ nueva politica de ILM, revise los cambios que se produzcan en la ubicacién de los objetos
replicados y los codigos de borrado existentes. El cambio de la ubicacion de un objeto
existente podria dar lugar a problemas temporales de recursos cuando se evaluan e
implementan las nuevas colocaciones.

7. Activar la nueva politica.

Si va a realizar una retirada de sitios conectados, StorageGRID empieza a eliminar datos de objetos del
sitio seleccionado en cuanto activa la nueva politica de gestion del ciclo de vida de la informacién. Mover o
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eliminar todas las copias de objetos puede llevar semanas. Aunque puede iniciar con seguridad un
decomiso de sitio mientras los datos del objeto siguen estando en el sitio, el procedimiento de retirada se
completara mas rapidamente y con menos interrupciones e impactos en el rendimiento si permite que los
datos se muevan desde el sitio antes de iniciar el procedimiento de retirada real (Seleccionando Iniciar

mision en el paso 5 del asistente).

8. Vuelva a Paso 3 (revisar la politica de ILM) para asegurarse de que no haya reglas de ILM en la nueva
politica activa. Consulte el sitio y el botdn Siguiente esté activado.

Rules Referring to Raleigh in the Active ILM Policy

The table lists the ILM rules in the active LM policy that refer to the site.

« [fno ILM rules are listed, the active ILM policy does not refer to the site. Select Next to go to Step 4 (Remove ILM Refarences).
+ [f one or more ILM rules are listed, you must create and activate a new policy that does not use these nules.

Active Policy Name: Data Protection for Two Sites (5

No ILM rules in the active ILM pelicy refer to Raleigh

(D Si aparece alguna regla en la lista, debe crear y activar una nueva politica de ILM para
poder continuar.

9. Si no aparece ninguna regla, seleccione Siguiente.

Aparece el paso 4 (Eliminar referencias de ILM).

Paso 4: Eliminar referencias de ILM

En el paso 4 (Eliminar referencias de ILM) del asistente del sitio de desmision, puede
quitar la directiva propuesta si existe y eliminar o editar las reglas de ILM que todavia no
se utilicen en el sitio.

Acerca de esta tarea
Se le impide iniciar el procedimiento de retirada de instalaciones en estos casos:

 Existe una politica de ILM propuesta. Si tiene una politica propuesta, debe eliminarla.
» Cualquier regla de ILM se refiere al sitio, incluso si esa regla no se usa en ninguna politica de ILM. Debe
eliminar o editar todas las reglas que hacen referencia al sitio.

Pasos
1. Si aparece una directiva propuesta, eliminela.
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Decommission Site

O—9© 0 0 -

Select Site Vigw Details Revise ILM Remove ILM Resolve Node Manitor
Paolicy References Conflicts Decommission

Before you can decommission a site, you must ensure that no proposed ILM policy exists and that no ILM rules refer to the site, even if
those rules are not currently used in an ILM policy.

Proposed policy exists A~

You must delete the proposed policy before you can start the site decommission procedure.

Palicy name: Data Protection for Two Sites (v2) (§ Delete Proposed Policy

4 ILM rules refer to Raleigh R
1 Erasure Coding profile will be deactivated v
3 storage pools will be deleted v

Previous

a. Seleccione Eliminar directiva propuesta.
b. Seleccione Aceptar en el cuadro de dialogo de confirmacion.

2. Determine si alguna regla de ILM sin usar se refiere al sitio.
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Decommission Site

- N o= o
& —&» {Eh o 5 6
Select Site View Details Revise ILM Remove ILM Resalve Mode Maonitor
Falicy References Caonflicts Decommission

Before you can decommission a site, you must ensure that no proposed ILM policy exists and that no ILM rules refer to the site,

even if those rules are not currently used in an ILM paolicy.

Mo proposed policy exisis

4 ILM rules refer io Data Center 3 ~

This table lists the unused ILM rules that still refer to the site. For each rule listed. you must do one of the following:
« Edit the rule to remove the Erasure Coding profife or storage pool from the placement instructions.
« Delete the rule.

Go to the ILM Rules page (&

Name EC Profiles Storage Pools Delete
lMake 2 Coples — All Storage Modes m

3 copies for 53 tenant — Raleigh storage pool m

2 copies 2 sites for smaller objects — Raleigh storage pool m
EC larger objects three site EC profile All 3 Sites m

1 Erasure Coding profile will be deactivated v
3 storage pools will be deleted w

Cualquier regla de ILM que se enumera sigue haciendo referencia al sitio, pero no se utiliza en ninguna
politica. En el ejemplo:

o La regla de stock hacer 2 copias utiliza la agrupacién de almacenamiento predeterminada del sistema

todos los nodos de almacenamiento, que utiliza el sitio todos los sitios.

o Laregla 3 copias no utilizadas para el inquilino S3 se refiere a la piscina de almacenamiento
Raleigh.

o Lanorma 2 Copy 2 no utilizada para objetos mas pequefios se refiere a la piscina de
almacenamiento Raleigh.

o Las reglas EC mas grandes no utilizadas utilizan el sitio de Raleigh en el perfil de codificacion de
borrado todos los 3 sitios.

> Si no aparece ninguna regla de ILM, seleccione Siguiente para ir a Paso 5 (resolver conflictos de

nodos).

Paso 5: Resolver conflictos de nodos (e iniciar retirada)
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3.

4.

5.
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Cuando StorageGRID destransfiere el sitio, desactiva automaticamente todos los perfiles de
codigo de borrado que no se utilicen y hacen referencia al sitio, y elimina automaticamente

@ todos los pools de almacenamiento no utilizados que hacen referencia al sitio. El pool de
almacenamiento predeterminado del sistema todos los nodos de almacenamiento se
elimina porque utiliza el sitio todos los sitios.

o Si aparece una o varias reglas de ILM, vaya al paso siguiente.
Edite o elimine cada regla no utilizada:

o Para editar una regla, vaya a la pagina ILM Rules y actualice todas las ubicaciones que utilizan un
perfil de cédigo de borrado o un pool de almacenamiento que hace referencia al sitio. A continuacion,
vuelva a Paso 4 (Eliminar referencias de ILM).

@ Para obtener mas detalles, consulte las instrucciones para gestionar objetos con gestién
del ciclo de vida de la informacion.

> Para eliminar una regla, seleccione el icono de papelera [ Y seleccione OK.
@ Debe eliminar la regla de stock hacer 2 copias antes de poder retirar un sitio.

Confirme que no existe ninguna politica de ILM propuesta, que no haya reglas de ILM sin usar consulte el
sitio y que el boton Siguiente esté activado.

Decommission Site

— ; ;

-

==t
-

Selec_t-SFte View .Details Reuir:e ILM Remove ILM Resolve Node Monitor

Policy References Conflicts Decommission

Before you can decommission a site, you must ensure that no proposed ILM policy exists and that no ILM rules refer to the site, even if
those rules are not currently used in an ILM policy.

No proposed policy exists
No ILM rules refer ta Raleigh
1 Erasure Coding profile will be deactivated v

3 storage pools will be deleted v

Seleccione Siguiente.



Los pools de almacenamiento restantes y los perfiles de codigo de borrado que hacen
referencia al sitio no seran validos cuando se elimine el sitio. Cuando StorageGRID
destransfiere el sitio, desactiva automaticamente todos los perfiles de cédigo de borrado

@ que no se utilicen y hacen referencia al sitio, y elimina automaticamente todos los pools de
almacenamiento no utilizados que hacen referencia al sitio. El pool de almacenamiento
predeterminado del sistema todos los nodos de almacenamiento se elimina porque utiliza el
sitio todos los sitios.

Aparece el paso 5 (resolver conflictos de nodos).

Paso 5: Resolver conflictos de nodos (e iniciar retirada)

En el paso 5 (resolver conflictos de nodos) del asistente para sitio de retirada, puede
determinar si alguno de los nodos del sistema StorageGRID esta desconectado o si
alguno de los nodos del sitio seleccionado pertenece a un grupo de alta disponibilidad
(ha). Después de resolver cualquier conflicto de nodo, se inicia el procedimiento de
retirada desde esta pagina.

Debe asegurarse de que todos los nodos del sistema StorageGRID tengan el estado correcto, de la siguiente
manera:

Todos los nodos del sistema StorageGRID deben estar conectados (0).

Si esta realizando una retirada de sitios desconectada, todos los nodos del sitio que va a
quitar deben estar desconectados y todos los nodos del resto de sitios deben estar
conectados.

» Ningun nodo del sitio que va a quitar puede tener una interfaz que pertenezca a un grupo de alta
disponibilidad.

Si alguno de los nodos aparece en la lista del paso 5 (resolver conflictos de nodos), debe corregir el problema
antes de poder iniciar la retirada.

Antes de iniciar el procedimiento de retirada del sitio desde esta pagina, revise las siguientes consideraciones:

» Debe dejar tiempo suficiente para completar el procedimiento de retirada.

La transferencia o eliminacion de datos de objetos de un sitio puede llevar dias, semanas o
incluso meses, en funcion de la cantidad de datos almacenados en el sitio, la carga en el
sistema, las latencias de red y la naturaleza de los cambios de ILM necesarios.

» Mientras se esta ejecutando el procedimiento de retirada de instalaciones:

o No puede crear reglas de ILM que hagan referencia al sitio que se va a retirar del servicio. Tampoco
puede editar una regla de ILM existente para hacer referencia al sitio.

> No puede realizar otros procedimientos de mantenimiento, como expansion o actualizacion.
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Si necesita realizar otro procedimiento de mantenimiento durante un desmantelamiento

@ de un sitio conectado, puede pausar el procedimiento mientras se quitan los nodos de
almacenamiento. El boton Pausa se activa durante la fase "datos replicados y

codificados de borrado".

> Si necesita recuperar algun nodo después de iniciar el procedimiento de retirada del sitio, debe

ponerse en contacto con el servicio de soporte de.

Pasos

1. Revise la seccion nodos desconectados del paso 5 (resolver conflictos de nodos) para determinar si

alguno de los nodos del sistema StorageGRID tiene un estado de conexidon desconocido (@) (0]

administrativamente abajo (@).

Decommission Site

o 0 0 O

Select Site View Details Revisa ILM Remaove ILM
Policy References

Before you can decommission the site, you must ensure the following:

« All nodes in your StorageGRID system are connected.

Note: If you are performing a disconnectad site decommission, all nodes at the site you are removing must be disconnected

« Mo node at the selected site belongs to a high availability (HA) group.

5 ) 6

Resolve Maonitor
Node Decommission
Conflicts

If a node is listed in either table, you must correct the issue before you can continue.

1 disconnected node in the grd

The following nodes have a Connection State of Unknown (blue) or Administratively Down (gray}. You must bring these

disconnected nodes back online.

For help bringing nodes back online, see the instructions for montoring and troubleshooting StorageGRID and the recovery and

mainienance instructions.

Node Name Connection State

-7
0C1-83-99-193 0 Administratively Down

1 node in the selected site belongs to an HA group

Passphrase

Provisioning Passphrase @

Site Type
Data Center 1 Storage Node

2. Sialguno de los nodos esta desconectado, vuelva a ponerlos en linea.

Consulte las instrucciones para supervisar y solucionar los problemas de StorageGRID y los
procedimientos de los nodos de grid. Si necesita ayuda, pongase en contacto con el soporte técnico.
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3. Cuando todos los nodos desconectados hayan vuelto a estar en linea, revise la seccidén de grupos de alta
disponibilidad del paso 5 (resolver conflictos de nodos).

En esta tabla se enumeran los nodos del sitio seleccionado que pertenecen a un grupo de alta
disponibilidad.

Decommission Site

© o

O—0 -

Select Site Vigw Details Remaove ILM Resolve Monitor
Paolicy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

* All nodes in your StorageGRID system are connected
Note: If you are performing a disconnected site decommission, all nodes at the site you are removing must be disconnected.

= Mo node at the selected site belongs to a high availability (HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

All grid nodes are connected
1 node in the selected site belongs to an HA group A

The following nodes in the selected site belong to a high availability (HA) group. You must either edit the HA group to remaove
the node's interface or remove the entira HA group

Go to HA Groups page. &

For information about HA groups, see the instructions for administering StorageGRID

HA Group Name Node Name Node Type
HA group DC1-GW1-99-190 APl Gateway MNode
Passphrase

Provisioning Passphrass @

4. Si aparece algun nodo, realice una de las siguientes acciones:

o Edite cada grupo de alta disponibilidad afectado para quitar la interfaz del nodo.

> Quite un grupo de alta disponibilidad que solo incluye nodos de este sitio. Consulte las instrucciones
para administrar StorageGRID.

Si todos los nodos estan conectados y no se utiliza ningin nodo en el sitio seleccionado en un grupo ha,
se activa el campo frase de paso de aprovisionamiento.

5. Introduzca la clave de acceso de aprovisionamiento.

El boton Iniciar mision se activa.
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Decommission Site

O—0 0 0 0 -

Select Site View Details Revise ILM Remove ILM Resolve Monitor
Policy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

« All nodes in your StorageGRID system are connected.
Note: [f you are performing a disconnected site decommission, all nodes at the site you are removing must be offline.

« Mo node at the selected site belongs to a high availability {HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

All grid nodes are connected

No nodes in the selected site belong to an HA group

Passphrase

Provisioning Passphrase @ | seseesed

6. Si esta listo para iniciar el procedimiento de retirada del sitio, seleccione Iniciar misién.

Una advertencia indica el sitio y los nodos que se van a quitar. Se le recuerda que puede tardar dias,
semanas o incluso meses en eliminar completamente el sitio.

7. Revise la advertencia. Si esta listo para comenzar, seleccione Aceptar.

Aparece un mensaje cuando se genera la nueva configuracion de cuadricula. Este proceso puede tardar
algun tiempo, dependiendo del tipo y el numero de nodos de cuadricula que se retiraron.

Passphrase

Provisioning Passphrase @ | sseeeee

€ Generating grid configuration. This may take some time depending on the type and the number of decommissioned grid nodes.

Previous

Cuando se ha generado la nueva configuracion de cuadricula, aparece el paso 6 (retirada del monitor).

£'%
B 2

@ El boton anterior permanece desactivado hasta que se completa la retirada.
Informacion relacionada
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Supervision y solucion de problemas
Procedimientos de los nodos de grid

Administre StorageGRID

Paso 6: Supervision de la misiéon

En el paso 6 (Supervision de mision) del asistente de pagina Sitio de retirada, puede
supervisar el progreso a medida que se quita el sitio.

Acerca de esta tarea

Cuando StorageGRID quita un sitio conectado, quita los nodos en el siguiente orden:

1. Nodos de puerta de enlace
2. Nodos de administracion

3. Nodos de almacenamiento
Cuando StorageGRID quita un sitio desconectado, quita los nodos en el siguiente orden:

1. Nodos de puerta de enlace
2. Nodos de almacenamiento

3. Nodos de administracion

Es posible que cada nodo de puerta de enlace o nodo de administrador solo requiera unos minutos o una
hora; sin embargo, los nodos de almacenamiento pueden tardar dias o semanas.

Pasos

1. Tan pronto como se haya generado un nuevo paquete de recuperacion, descargue el archivo.

Decommission Site

O

Seleé’r: Site View Details Revise ILM Remﬁ;,'-e ILM Resolve Naode Monitor
Palicy References Conflicts Decommission

L8
b 0o

8 A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to
download it

@ Descargue el Lo antes posible. del paquete de recuperacion para asegurarse de que puede
recuperar la red si hay algun problema durante el procedimiento de retirada de servicio.

a. Seleccione el vinculo en el mensaje o seleccione MANTENIMIENTO sistema paquete de
recuperacion.

b. Descargue el . zip archivo.

Consulte las instrucciones para Descarga del paquete de recuperacion.
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https://docs.netapp.com/es-es/storagegrid-116/monitor/index.html
https://docs.netapp.com/es-es/storagegrid-116/maintain/grid-node-procedures.html
https://docs.netapp.com/es-es/storagegrid-116/admin/index.html
https://docs.netapp.com/es-es/storagegrid-116/maintain/downloading-recovery-package.html

@ El archivo del paquete de recuperacion debe estar protegido porque contiene claves de
cifrado y contrasefias que se pueden usar para obtener datos del sistema StorageGRID.

2. Con el grafico de movimiento de datos, supervise el movimiento de datos de objetos desde este sitio a

otros sitios.

El movimiento de datos se inicié cuando se activo la nueva politica de ILM en el paso 3 (revisar politica de
ILM). EI movimiento de datos se realizara durante todo el procedimiento de retirada de servicio.

Decommission Site Progress

Decommission Nodes in Site in Progress :;‘é
Data Movement from Raleigh

1 hour 1 day 1 wesk 1 manth Custom

Storage Used - ObjectData @

17:40 17:

|
(53]
[ =]

18:00 18:10 18:20 18230

= |Used (%)

3. En la seccion progreso de nodos de la pagina, supervise el progreso del procedimiento de retirada a
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medida que se quitan los nodos.

Cuando se elimina un nodo de almacenamiento, cada nodo pasa por una serie de etapas. Aunque la
mayoria de estas fases se dan de forma rapida o incluso imperceptible, es posible que tenga que esperar
dias o incluso semanas para que se completen otras fases, en funcion de la cantidad de datos necesarios

que se vayan a mover. Se necesita tiempo adicional para gestionar datos codificados de borrado y volver
a evaluar la ILM.



Node Progress

€ Depending on the number of objects stored, Storage Nodes might take significantly longer to decommission. Extra time is
needed to manage erasure coded data and re-evaluate [LM

The progress for each node s displayed while the decommission procedure is running. If you need to perform another
maintenance procedure. select Pause to suspend the decommission (only allowed during certain stages).

Searct Q
Name ¥ Type 1T Progress 11 Stage 11
RAL-S1-101-196 St Moie }‘ gizzr;lnr[}n;a;ianing Replicated and Erasure
RAL-82-101-197 Sinrage Node 1 g\z;z::r[}nizioning Replicated and Erasure
RAL-G3.101.198 Sibraga fiode i giii?r[}n;izinning Replicated and Erasure

Si va a supervisar el progreso de una retirada de sitios conectados, consulte esta tabla para comprender
las etapas de retirada de un nodo de almacenamiento:

Etapa Duracion estimada

Pendiente Minuto o menos

Espere a que se bloqueen Minutos

Preparar tarea Minuto o menos

Marcado de LDR retirado Minutos

Decomisionado de datos Horas, dias o semanas en funcién de la cantidad de datos

replicados y de borrado

Nota: Si necesita realizar otras actividades de mantenimiento, puede

hacer una pausa en la retirada del sitio durante esta fase.

Estado del conjunto LDR Minutos

Eliminar colas de auditoria De minutos a horas, segun el numero de mensajes y la latencia de la
red.

Completo Minutos

Si va a supervisar el progreso de una retirada de sitios desconectada, consulte esta tabla para
comprender las etapas de retirada de un nodo de almacenamiento:

53



Etapa Duracion estimada

Pendiente Minuto o menos
Espere a que se bloqueen Minutos
Preparar tarea Minuto o menos
Desactive Servicios externos Minutos
Revocacion de certificados Minutos
Unregister Node Minutos
Registro de grado de almacenamiento Minutos
Extraccion del grupo de almacenamiento Minutos
Eliminacion de entidades Minutos
Completo Minutos

4. Una vez que todos los nodos hayan alcanzado la fase completa, espere a que se completen las
operaciones de retirada del sitio restantes.

o Durante el paso reparar Cassandra, StorageGRID realiza las reparaciones necesarias a los clusteres
Cassandra que permanecen en la cuadricula. Estas reparaciones pueden tardar varios dias o mas,
segun la cantidad de nodos de almacenamiento que haya en el grid.

Decommission Site Progress
Decommission Nodes in Site Complated
Repair Cassandra in Prograss ':E

StorageGRID is repairing the remaining Cassandra clusters after removing the site. This might take several days or more,
depending on how many Storage Nodes remain in your grid.

Overall Progress 0%
Deactivate EC Profiles & Delete Storage Pools Pending
Remove Configurations Pending

o Durante el paso Desactivar perfiles de EC Eliminar agrupaciones de almacenamiento, se realizan
los siguientes cambios de ILM:

= Los perfiles de codigo de borrado que hacen referencia a la planta se desactivan.

= Los pools de almacenamiento a los que se hace referencia el sitio se eliminan.
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@ El pool de almacenamiento predeterminado del sistema All Storage Nodes también
se quita porque utiliza el sitio All Sites.

> Finalmente, durante el paso Eliminar configuracién, cualquier referencia restante al sitio y sus nodos
se quita del resto de la cuadricula.

Decommission Site Progress

Decommission Nodes in Site Completed
Repair Cassandra Completed
Deactivate EC Prefiles & Delete Storage Pools Completed
Remaeve Configurations In Progress :,:‘E

StorageGRID is removing the site and node configurations from the rest of the grid

5. Una vez completado el procedimiento de retirada, la pagina Sitio de retirada muestra un mensaje de éxito
y el sitio eliminado ya no se muestra.

Decommission Site

o 2 3 4 5 6

Select Site View Details Revise LM Remove [LM Resolve Node Manitar
Palicy References Canflicts Decommission

The previous decommission procedure completed successiully at 2021-01-12 14:28:32 MST

VWhen you decommission a site, all nodes af the site and the site itself are permanently removed from the StorageGRID system.

Review the table for the site you want to remove. If Decommission Possible is Yes, select the site. Then. select Next to ensure that the
site is not referred to by ILM and that all StorageGRID nodes are in the correct state.

You might not he able to remove certain sites. For example, you cannot decommission the site that contains the primary Admin Node
or a site that contains an Archive Node.

Sites
Site Name Used Storage Capacity @ Decommission Possible
Sunnyvale 479 MB
Vancouver 4.90 MB Mo. This site contains the primary Admin Node.

Después de terminar

Complete estas tareas después de completar el procedimiento de retirada del sitio:

» Asegurese de que las unidades de todos los nodos de almacenamiento del sitio donde se decomisiond se
limpias. Utilice una herramienta o servicio de limpieza de datos disponible en el mercado para eliminar los
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datos de las unidades de forma permanente y segura.

« Si el sitio incluye uno o mas nodos de administracion y el inicio de sesion unico (SSO) esta habilitado para
el sistema StorageGRID, elimine todas las confianzas de partes que dependan del sitio de los Servicios de
Federacion de Active Directory (AD FS).

* Una vez que los nodos se han apagado automaticamente como parte del procedimiento de retirada del
sitio conectado, quite las maquinas virtuales asociadas.
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