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Alertas y alarmas

Gestionar alertas y alarmas: Descripcidén general

El sistema de alertas StorageGRID se ha disefiado para informarle de los problemas
operativos que requieren su atencion. El sistema de alarma heredado esta obsoleto.

Sistema de alertas

El sistema de alertas esta disefiado para ser su herramienta principal para supervisar cualquier problema que
pueda producirse en el sistema StorageGRID. El sistema de alertas proporciona una interfaz facil de usar para
detectar, evaluar y resolver problemas.

Las alertas se activan en niveles de gravedad especificos cuando las condiciones de regla de alerta se
evaluan como verdaderas. Cuando se activa una alerta, se realizan las siguientes acciones:

« Se muestra un icono de gravedad de alerta en el panel de control de Grid Manager y el recuento de
alertas actuales se incrementa.
* La alerta se muestra en la pagina de resumen NODES y en la ficha NODES > node > Overview.

» Se envia una notificacién por correo electrénico, suponiendo que se haya configurado un servidor SMTP y
que se hayan proporcionado direcciones de correo electrénico para los destinatarios.

» Se envia una notificacién de Protocolo simple de administracion de red (SNMP), suponiendo que haya
configurado el agente SNMP de StorageGRID.

Sistema de alarma heredado

Al igual que las alertas, las alarmas se activan en niveles de gravedad especificos cuando los atributos
alcanzan valores de umbral definidos. Sin embargo, a diferencia de las alertas, se activan muchas alarmas
para los eventos que se pueden ignorar de forma segura, lo que podria dar lugar a un niumero excesivo de
mensajes de correo electronico o notificaciones SNMP.

El sistema de alarma esta obsoleto y se quitara en un lanzamiento futuro. Si todavia utiliza
@ alarmas heredadas, debe realizar una transicion completa al Lo antes posible. del sistema de
alertas.

Cuando se activa una alarma, se realizan las siguientes acciones:

» La alarma aparece en la pagina SUPPORT > Alarms (Legacy) > Current Alarms.

» Se envia una notificacién por correo electrénico, suponiendo que ha configurado un servidor SMTP y una
o0 mas listas de correo.

* Es posible que se envie una notificacion de SNMP, suponiendo que haya configurado el agente SNMP de
StorageGRID. (Las notificaciones SNMP no se envian para todas las alarmas o gravedades de alarma).

Comparar alertas y alarmas

Hay varias similitudes entre el sistema de alerta y el sistema de alarma heredado, pero el
sistema de alerta ofrece ventajas significativas y es mas facil de usar.



Consulte la siguiente tabla para obtener informacion sobre como realizar operaciones similares.

¢, Como puedo ver qué alertas o
alarmas estan activas?

¢ Qué hace que se active una
alerta o una alarma?

Si se activa una alerta o alarma,
¢,como puedo resolver el problema
subyacente?

¢ Donde puedo ver una lista de
alertas o alarmas que se han
resuelto?

¢, Donde puedo gestionar la
configuracion?

Alertas

» Seleccione el enlace Alertas
actuales en el panel de
control.

» Seleccione la alerta en la
pagina NODES > Overview.

» Seleccione ALERTS >
Current.

"Ver las alertas actuales"

Las alertas se activan cuando una
expresion Prometheus de una
regla de alerta se evalua como
TRUE para la condicion y duracion
de desencadenador especificas.

"Ver reglas de alerta"

Las acciones recomendadas para
una alerta se incluyen en las
notificaciones por correo
electronico y estan disponibles en
las paginas Alertas de Grid
Manager.

Segun sea necesario, se
proporciona informacion adicional
en la documentacion de
StorageGRID.

"Referencia de alertas"

Seleccione ALERTS > Resolved.

"Ver las alertas actuales y
resueltas”

Seleccione ALERTS > Reglas.

"Gestionar alertas"

Alarmas (sistema heredado)

Seleccione SUPPORT > Alarms
(Legacy) > Current Alarms.

"Gestionar alarmas (sistema
heredado)"

Las alarmas se activan cuando un
atributo StorageGRID alcanza un
valor de umbral.

"Gestionar alarmas (sistema
heredado)"

Puede obtener mas informacion
sobre una alarma seleccionando el
nombre del atributo o puede buscar
un cddigo de alarma en la
documentacion de StorageGRID.

"Referencia de alarmas (sistema
heredado)"

Seleccione SUPPORT > Alarms
(Legacy) > Historical Alarms.

"Gestionar alarmas (sistema
heredado)"

Seleccione SOPORTE. A
continuacion, utilice las opciones
de la seccion Alarmas
(heredadas) del menu.

"Gestionar alarmas (sistema
heredado)"


https://docs.netapp.com/es-es/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/es-es/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/es-es/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts

¢ Qué permisos de grupo de
usuarios necesito?

¢, Como puedo gestionar las
notificaciones por correo
electronico?

¢, Como se gestionan las
notificaciones SNMP?

Alertas

» Cualquier persona que pueda
iniciar sesion en Grid Manager
puede ver las alertas actuales y
resueltas.

* Debe tener el permiso
Gestionar alertas para
gestionar silencios,
notificaciones de alertas y
reglas de alertas.

"Administre StorageGRID"

Seleccione ALERTS >
Configuracién de correo
electronico.

Nota: debido a que las alarmas y
alertas son sistemas
independientes, la configuracion de
correo electronico utilizada para las
notificaciones de alarma 'y
AutoSupport no se utiliza para las
notificaciones de alerta. Sin
embargo, puede utilizar el mismo
servidor de correo para todas las
notificaciones.

"Configure notificaciones por
correo electrénico para las alertas"

Seleccione CONFIGURACION >
Supervision > Agente SNMP.

"Usar supervision de SNMP"

Alarmas (sistema heredado)

» Cualquier persona que pueda
iniciar sesion en Grid Manager
puede ver las alarmas
heredadas.

* Debe tener el permiso de
acuse de recibo de alarmas
para acusar recibo de alarmas.

* Debe tener tanto la
configuracion de la pagina de
topologia de cuadricula como
otros permisos de
configuracion de cuadricula
para gestionar las alarmas
globales y las notificaciones
por correo electronico.

"Administre StorageGRID"

Seleccione SUPPORT > Alarms
(Legacy) > Configuracion de
correo electronico heredado.

"Gestionar alarmas (sistema
heredado)"

No soportado


https://docs.netapp.com/es-es/storagegrid-117/admin/index.html
https://docs.netapp.com/es-es/storagegrid-117/admin/index.html
https://docs.netapp.com/es-es/storagegrid-117/monitor/using-snmp-monitoring.html

¢, Como puedo controlar quién
recibe notificaciones?

¢, Qué nodos administrador envian
notificaciones?

¢,Como puedo suprimir algunas
notificaciones?

Alertas

1. Seleccione ALERTS >
Configuracion de correo
electronico.

2. En la seccion destinatarios,
introduzca una direccion de
correo electronico para cada
lista de correo electrénico o
persona que deba recibir un
correo electréonico cuando se
produzca una alerta.

"Configure notificaciones por
correo electronico para las alertas

Un nodo de administracion unico
(el remitente preferido).

"¢ Qué es un nodo de
administracién?"

1. Seleccione ALERTS >
silencios.

2. Seleccione la regla de alerta
que desea silenciar.

3. Especifique una duracién para
el silencio.

4. Seleccione la gravedad de la
alerta que desea silenciar.

5. Seleccione esta opcion para
aplicar el silencio a toda la
cuadricula, un solo sitio o un
unico nodo.

Nota: Si ha habilitado el agente
SNMP, las silencios también
suprimen las capturas SNMP e
informan.

"Silenciar notificaciones de alerta"

Alarmas (sistema heredado)

1. Seleccione SUPPORT >
Alarms (Legacy) >
Configuracién de correo
electronico heredado.

2. Crear una lista de correo.
3. Seleccione Notificaciones.
4. Seleccione la lista de correo.

"Gestionar alarmas (sistema
heredado)"

Un nodo de administracion unico
(el remitente preferido).

"¢ Qué es un nodo de
administracién?"

1. Seleccione SUPPORT >
Alarms (Legacy) >
Configuracion de correo
electrénico heredado.

2. Seleccione Notificaciones.
3. Seleccione una lista de correo
y seleccione Suprimir.

"Gestionar alarmas (sistema
heredado)"


https://docs.netapp.com/es-es/storagegrid-117/admin/what-admin-node-is.html
https://docs.netapp.com/es-es/storagegrid-117/admin/what-admin-node-is.html
https://docs.netapp.com/es-es/storagegrid-117/admin/what-admin-node-is.html
https://docs.netapp.com/es-es/storagegrid-117/admin/what-admin-node-is.html

Alertas Alarmas (sistema heredado)

¢, Como puedo suprimir todas las Seleccione ALERTS > No soportado
notificaciones? silencios.luego, seleccione todas
las reglas.

Nota: Si ha habilitado el agente
SNMP, las silencios también
suprimen las capturas SNMP e
informan.

"Silenciar notificaciones de alerta"

¢, Como puedo personalizar las 1. Seleccione ALERTS > Reglas. 1. Seleccione SUPPORT >

condiciones y los 2. Seleccione una regla Alarms (Legacy) > Global
desencadenantes? ' ; . Alarms.
predeterminada para editar o
seleccione Crear regla 2. Cree una alarma Global
personalizada. Custom para anular una alarma
predeterminada o para
"Editar reglas de alerta" supervisar un atributo que no
tenga una alarma
"Crear reglas de alerta predeterminada.
personalizadas"
"Gestionar alarmas (sistema
heredado)"
¢, Como puedo desactivar una 1. Seleccione ALERTS > Reglas. 1. Seleccione SUPPORT >

alerta o alarma individual? Alarms (Legacy) > Global

2. Seleccione la regla 'y Alarms

seleccione Editar regla.
2. Seleccione la regla 'y

3. Desactive la casilla de . . .
seleccione el icono Editar.

verificacion enabled.
3. Desactive la casilla de
"Deshabilitar reglas de alerta" verificacion enabled.

"Gestionar alarmas (sistema
heredado)"

Gestionar alertas

Gestionar alertas: descripcion general

El sistema de alertas proporciona una interfaz facil de usar para detectar, evaluar y
resolver los problemas que pueden ocurrir durante el funcionamiento de StorageGRID.

Es posible crear alertas personalizadas, editar o deshabilitar alertas, y gestionar notificaciones de alertas.
Si quiere mas informacion:

* Vea el video: "Video: Informacion general de alertas de StorageGRID 11,7"


https://netapp.hosted.panopto.com/Panopto/Pages/Viewer.aspx?id=18df5a3d-bf19-4a9e-8922-afbd009b141b
https://netapp.hosted.panopto.com/Panopto/Pages/Viewer.aspx?id=18df5a3d-bf19-4a9e-8922-afbd009b141b

* Vea el video: "Video: Usar métricas para crear alertas personalizadas en StorageGRID 11,7"

» Consulte "Referencia de alertas".

Ver reglas de alerta

Las reglas de alerta definen las condiciones que desencadenan "alertas especificas”.

StorageGRID incluye un conjunto de reglas de alerta predeterminadas, que se pueden
utilizar tal cual o modificar, o bien se pueden crear reglas de alerta personalizadas.

Puede ver la lista de todas las reglas de alerta predeterminadas y personalizadas para saber qué condiciones

desencadenaran cada alerta y ver si hay alguna alerta desactivada.

Antes de empezar

* Ha iniciado sesion en Grid Manager mediante un "navegador web compatible”.

 Tiene el permiso de gestion de alertas o acceso raiz.

» Opcionalmente, ha visto el video: "Video: Informacion general de alertas de StorageGRID 11,7"

Pasos

1. Seleccione ALERTS > Reglas.

Aparecera la pagina Reglas de alerta.

Alert Rules

B Leam more

Alert rules define which cenditions trigger specific alerts.

You can edit the conditions for default alert rules to better suit your environment, or create custom alert rules that use your own conditions for triggering alerts.

+ Creale customrule | # Ediile | % e

Name

Appliance battery expired
The battery in the appliance’s storage controller has expired.

Appliance battery failed
The battery in the appliance’s storage controller has failed.

Appliance battery has insufficient learned capacity

The battery in the appliance’s storage controller has insufficient
learned capacity.

Appliance battery near expiration

The battery in the appliance’s storage controller is nearing
expiration.

Appliance battery removed
The battery in the appliance’s storage controller is missing

Appliance battery too hot
The battery in the appliance’s storage controller is overheated.

Appliance cache backup device failed
A persistent cache backup device has failed

Appliance cache backup device insufficient capacity
There is insufficient cache backup device capacity

Appliance cache backup device write-protected
A cache backup device is write-protected.

Appliance cache memory size mismatch
The two controllers in the appliance have different cache sizes.

Conditions
storagegrid_appliance_component_failure{type="REC_EXPIRED_BATTERY"}
Major > 0
storagegrid_appliance_component_failure{type="REC_FAILED BATTERY"}
Major =0

storagegrid_appliance_component_failurejtype="REC_BATTERY_WARN"}
Major » 0

storagegrid_appliance_component_failure{type="REC_BATTERY_NEAR_EXPIRATION'}
Major >0

storagegrid_appliance_component_failure{type="REC_REMOVED_BATTERY"}
Major > 0

storagegrid_appliance_component failureftype="REC_BATTERY_OVERTEMP"}

Major =0

storagegrid_appliance_component_failure{type="REC_CACHE_BACKUP_DEVICE_FAILED"}

Major >0
storagegrid_appliance_component_failure{type="REC_CACHE_BACKUP_DEVICE_INSUFFICIENT_CAPACITY"}
Major > 0
storagegrid_appliance_component_failure{type="REC_CACHE_BACKUP_DEVICE_WRITE_PROTECTED}
Major > 0

storagegrid_appliance_component failureflype="REC_CACHE_MEM_SIZE_MISMATCH'}
Major =0

2. Revise la informacion en la tabla de reglas de alertas:

Type

Default

Default

Default

Defauilt

Default

Default

Default

Defauit

Default

Default

Status

Enabled

Enabled

Enabled

Enabled

Enabled

Enabled

Enabled

Enabled

Enabled

Enabled

Displaying 62 alert rules


https://netapp.hosted.panopto.com/Panopto/Pages/Viewer.aspx?id=61acb7ba-7683-488a-a689-afb7010088f3
https://netapp.hosted.panopto.com/Panopto/Pages/Viewer.aspx?id=61acb7ba-7683-488a-a689-afb7010088f3
https://docs.netapp.com/es-es/storagegrid-117/admin/web-browser-requirements.html
https://netapp.hosted.panopto.com/Panopto/Pages/Viewer.aspx?id=18df5a3d-bf19-4a9e-8922-afbd009b141b
https://netapp.hosted.panopto.com/Panopto/Pages/Viewer.aspx?id=18df5a3d-bf19-4a9e-8922-afbd009b141b

Encabezado de
columna

Nombre

Condiciones

Tipo

Estado

Antes de empezar

Descripciéon

El nombre unico y la descripcion de la regla de alerta. Las reglas de alerta
personalizadas se enumeran primero, seguidas de reglas de alerta
predeterminadas. El nombre de la regla de alerta es el asunto de las
notificaciones por correo electronico.

Expresiones Prometheus que determinan cuando se activa esta alerta. Puede
activarse una alerta en uno o mas de los siguientes niveles de gravedad, pero
no es necesario utilizar una condicién para cada gravedad.

Critico 6: Existe una condicion anormal que ha detenido las
operaciones normales de un nodo StorageGRID o servicio. Debe abordar
el problema subyacente de inmediato. Se pueden producir interrupciones
del servicio y pérdida de datos si no se resuelve el problema.

Mayor G: Existe una condicion anormal que afecta a las operaciones
actuales o se acerca al umbral de una alerta critica. Debe investigar las
alertas principales y solucionar cualquier problema subyacente para
garantizar que esta condicion no detenga el funcionamiento normal de un
nodo o servicio de StorageGRID.

Menor : El sistema funciona normalmente, pero existe una condicién
anormal que podria afectar la capacidad de funcionamiento del sistema si
contintia. Debe supervisar y resolver alertas menores que no borren por si
solas para asegurarse de que no den lugar a un problema mas grave.

Tipo de regla de alerta:

* Valor predeterminado: Regla de alerta proporcionada con el sistema.

Puede deshabilitar una regla de alerta predeterminada o editar las
condiciones y la duracion de una regla de alerta predeterminada. No
puede eliminar una regla de alerta predeterminada.

* Predeterminado*: Regla de alerta predeterminada que incluye una

condicion o duracion editada. Segun sea necesario, puede revertir
facilmente una condicién modificada al valor predeterminado original.

* Personalizado: Regla de alerta que ha creado. Puede deshabilitar, editar

y eliminar reglas de alerta personalizadas.

Si esta regla de alerta esta activada o desactivada. No se evaltuan las
condiciones para las reglas de alerta desactivadas, por lo que no se activa
ninguna alerta.

Crear reglas de alerta personalizadas

Puede crear reglas de alerta personalizadas para definir sus propias condiciones para
activar alertas.



* Ha iniciado sesion en Grid Manager mediante un "navegador web compatible”
 Tiene el permiso de gestion de alertas o acceso raiz

» Usted esta familiarizado con el "Métricas de Prometheus que se usan habitualmente”
+ Usted entiende la "Sintaxis de las consultas Prometheus"

* Opcionalmente, ha visto el video: "Video: Usar métricas para crear alertas personalizadas en
StorageGRID 11,7"

Acerca de esta tarea

StorageGRID no valida alertas personalizadas. Si decide crear reglas de alerta personalizadas, siga estas
directrices generales:

» Observe las condiciones de las reglas de alerta predeterminadas y utilicela como ejemplos para sus reglas
de alerta personalizadas.

+ Si define mas de una condicion para una regla de alerta, utilice la misma expresion para todas las
condiciones. A continuacion, cambie el valor del umbral para cada condicion.

* Compruebe con cuidado cada condicion en busca de errores tipograficos y légicos.
« Utilice solo las métricas enumeradas en la API de gestion de grid.

* Al probar una expresion usando la APl de administracion de grid, tenga en cuenta que una respuesta
“exitosa” podria ser un cuerpo de respuesta vacio (no se activo ninguna alerta). Para ver si la alerta esta
activada realmente, puede configurar temporalmente un umbral en el valor que espera que sea TRUE
actualmente.

Por ejemplo, para probar la expresion node memory MemTotal bytes < 24000000000, primera
gjecucion node memory MemTotal bytes >= 0y asegurese de obtener los resultados esperados
(todos los nodos devuelven un valor). A continuacion, vuelva a cambiar el operador y el umbral a los
valores previstos y vuelva a ejecutarlo. Ningun resultado indica que no hay alertas actuales para esta
expresion.

* No asuma que una alerta personalizada funciona a menos que haya validado que la alerta se activa en el
momento esperado.

Pasos
1. Seleccione ALERTS > Reglas.

Aparecera la pagina Reglas de alerta.
2. Seleccione Crear regla personalizada.

Aparece el cuadro de dialogo Crear regla personalizada.


https://docs.netapp.com/es-es/storagegrid-117/admin/web-browser-requirements.html
https://prometheus.io/docs/querying/basics/
https://netapp.hosted.panopto.com/Panopto/Pages/Viewer.aspx?id=61acb7ba-7683-488a-a689-afb7010088f3
https://netapp.hosted.panopto.com/Panopto/Pages/Viewer.aspx?id=61acb7ba-7683-488a-a689-afb7010088f3
https://netapp.hosted.panopto.com/Panopto/Pages/Viewer.aspx?id=61acb7ba-7683-488a-a689-afb7010088f3

Create Custom Rule

Enabled |«

Unigue Name

Description

Recommendad Aclions
(optional)

Conditions ©

Minar
Major

Crfical

Enter the amount of ime a condition must continuously remain in effect before an alert is triggered.

Duration

3] minutes v

3. Active o desactive la casilla de verificacion Enabled para determinar si esta regla de alerta esta

actualmente habilitada.

Si una regla de alerta esta desactivada, sus expresiones no se evallan y no se activa ninguna alerta.

4. Introduzca la siguiente informacion:

Campo

Nombre exclusivo

Descripcion

Nombre Unico para esta regla. El nombre de la regla de alerta se
muestra en la pagina Alertas y también es el asunto de las
notificaciones por correo electronico. Los nombres de las reglas de
alerta pueden tener entre 1 y 64 caracteres.



Campo Descripcion

Descripcion Una descripcion del problema que se esta produciendo. La
descripcidn es el mensaje de alerta que se muestra en la pagina
Alertas y en las notificaciones por correo electrénico. Las
descripciones de las reglas de alerta pueden tener entre 1y 128
caracteres.

Acciones recomendadas De manera opcional, las acciones recomendadas que se deben
realizar cuando se activa esta alerta. Introduzca las acciones
recomendadas como texto sin formato (sin cédigos de formato). Las
acciones recomendadas para las reglas de alerta pueden tener entre
0y 1,024 caracteres.

5. En la seccion Condiciones, introduzca una expresion Prometheus para uno o mas niveles de gravedad de
alerta.

Una expresion basica suele ser de la forma:
[metric] [operator] [value]

Las expresiones pueden ser de cualquier longitud, pero aparecen en una sola linea en la interfaz de
usuario. Se requiere al menos una expresion.

Esta expresion provoca que se active una alerta si la cantidad de RAM instalada para un nodo es inferior a
24,000,000,000 bytes (24 GB).

node memory MemTotal bytes < 24000000000

Para ver las métricas disponibles y probar expresiones Prometheus, seleccione el icono de ayuda @ Y
siga el enlace a la seccién Metrics de la API de Grid Management.

6. En el campo duracién, introduzca la cantidad de tiempo que una condicidon debe permanecer en vigor
continuamente antes de que se active la alerta y seleccione una unidad de tiempo.

Para activar una alerta inmediatamente cuando una condicion se convierte en verdadera, introduzca 0.
Aumente este valor para evitar que las condiciones temporales activen las alertas.

El valor predeterminado es 5 minutos.
7. Seleccione Guardar.
El cuadro de dialogo se cierra y la nueva regla de alerta personalizada aparece en la tabla Reglas de
alerta.
Editar reglas de alerta

Puede editar una regla de alerta para cambiar las condiciones de activacion, para una
regla de alerta personalizada, también puede actualizar el nombre de la regla, la
descripcidn y las acciones recomendadas.

Antes de empezar

10



* Ha iniciado sesioén en Grid Manager mediante un "navegador web compatible”.

 Tiene el permiso de gestion de alertas o acceso raiz.

Acerca de esta tarea

Al editar una regla de alerta predeterminada, puede cambiar las condiciones de las alertas menores,
principales y criticas, asi como la duracion. Al editar una regla de alerta personalizada, también puede editar
el nombre de la regla, la descripcion y las acciones recomendadas.

Tenga cuidado al decidir editar una regla de alerta. Si cambia los valores de activacion, es
posible que no detecte un problema subyacente hasta que no se complete una operacién
crucial.

Pasos
1. Seleccione ALERTS > Reglas.

Aparecera la pagina Reglas de alerta.

2. Seleccione el boton de opcidn de la regla de alerta que desee editar.
3. Seleccione Editar regla.
Se muestra el cuadro de dialogo Editar regla. Este ejemplo muestra una regla de alerta predeterminada:

Los campos Nombre unico, Descripcion y Acciones recomendadas estan desactivados y no se pueden
editar.
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Edit Rule - Low installed node memory

Enabled ¥
Unigue Name Low installed node memory
Description The amount of installed memory on a node is low.
4
Recommendad Actions (optional) Increase the amount of RAM available to the virtual machine or Linux host. Check the threshold value

for the major alert to determine the default minimum reguirement for a StorageGRID node.
See the instructions for your platiorm:

« Whiware instaliation
= Red Hat Enterprise Linux or CentOS instaliation
» Ubuntu or Debian instaliation

Conditions @
Minor
Iajor node_memory_MemTotsl bytes < 24080800020
Critical node_memory_MemTotal_bytes <= 128068200204

Enter the amount of time a condition must continuously remain in effect before an alert is friggered.

Duration 2 minutes v

4. Active o desactive la casilla de verificacion Enabled para determinar si esta regla de alerta esta
actualmente habilitada.

Si una regla de alerta esta desactivada, sus expresiones no se evaluan y no se activa ninguna alerta.

@ Si deshabilita la regla de alerta para una alerta actual, debera esperar unos minutos para
que la alerta ya no aparezca como alerta activa.

En general, no se recomienda deshabilitar una regla de alerta predeterminada. Si una regla
@ de alerta esta deshabilitada, es posible que no se detecte un problema subyacente hasta
que no se complete una operacion crucial.

5. En el caso de reglas de alerta personalizadas, actualice la siguiente informacion segun sea necesario.

@ No puede editar esta informacién para las reglas de alerta predeterminadas.
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Campo Descripcion

Nombre exclusivo Nombre Unico para esta regla. El nombre de la regla de alerta se
muestra en la pagina Alertas y también es el asunto de las
notificaciones por correo electronico. Los nombres de las reglas de
alerta pueden tener entre 1y 64 caracteres.

Descripcion Una descripcion del problema que se esta produciendo. La
descripcién es el mensaje de alerta que se muestra en la pagina
Alertas y en las notificaciones por correo electronico. Las
descripciones de las reglas de alerta pueden tener entre 1y 128
caracteres.

Acciones recomendadas De manera opcional, las acciones recomendadas que se deben
realizar cuando se activa esta alerta. Introduzca las acciones
recomendadas como texto sin formato (sin cédigos de formato). Las
acciones recomendadas para las reglas de alerta pueden tener entre
0y 1,024 caracteres.

6. En la seccién Condiciones, introduzca o actualice la expresién Prometheus de uno o mas niveles de
gravedad de alerta.

@ Si desea restaurar una condicion para una regla de alerta predeterminada editada a su
valor original, seleccione los tres puntos a la derecha de la condicién modificada.

Conditions @

Minor
Major node_memory_MemTotal_bytes < 24088086880

Critical node_memory_MemTotal_bytes <= 14000000028 @

Si actualiza las condiciones para una alerta actual, es posible que los cambios no se
implementen hasta que se resuelva la condicién anterior. La proxima vez que se cumpla
una de las condiciones de la regla, la alerta reflejara los valores actualizados.

Una expresion basica suele ser de la forma:
[metric] [operator] [value]

Las expresiones pueden ser de cualquier longitud, pero aparecen en una sola linea en la interfaz de
usuario. Se requiere al menos una expresion.

Esta expresion provoca que se active una alerta si la cantidad de RAM instalada para un nodo es inferior a
24,000,000,000 bytes (24 GB).

node memory MemTotal bytes < 24000000000

7. En el campo duracioén, introduzca la cantidad de tiempo que una condicidon debe permanecer en vigor
continuamente antes de que se active la alerta y seleccione la unidad de tiempo.
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Para activar una alerta inmediatamente cuando una condicién se convierte en verdadera, introduzca 0.
Aumente este valor para evitar que las condiciones temporales activen las alertas.

El valor predeterminado es 5 minutos.

8. Seleccione Guardar.
Si ha editado una regla de alerta predeterminada, aparecera valor predeterminado* en la columna Tipo.
Si ha desactivado una regla de alerta predeterminada o personalizada, Desactivada aparece en la
columna Estado.

Deshabilitar reglas de alerta

Puede cambiar el estado activado/desactivado para una regla de alerta predeterminada
o personalizada.

Antes de empezar
* Ha iniciado sesion en Grid Manager mediante un "navegador web compatible”.

* Tiene el permiso de gestion de alertas o acceso raiz.

Acerca de esta tarea
Cuando una regla de alerta esta desactivada, sus expresiones no se evalian y no se activa ninguna alerta.

En general, no se recomienda deshabilitar una regla de alerta predeterminada. Si una regla de
alerta esta deshabilitada, es posible que no se detecte un problema subyacente hasta que no
se complete una operacioén crucial.

Pasos
1. Seleccione ALERTS > Reglas.

Aparecera la pagina Reglas de alerta.

2. Seleccione el botdn de opcidn de la regla de alerta que desee desactivar o activar.

3. Seleccione Editar regla.
Se muestra el cuadro de didlogo Editar regla.

4. Active o desactive la casilla de verificacion Enabled para determinar si esta regla de alerta esta
actualmente habilitada.

Si una regla de alerta esta desactivada, sus expresiones no se evaluan y no se activa ninguna alerta.

@ Si deshabilita la regla de alerta para una alerta actual, debe esperar unos minutos para que
la alerta ya no se muestre como una alerta activa.

5. Seleccione Guardar.

Desactivado aparece en la columna Estado.
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Quitar reglas de alerta personalizadas
Puede eliminar una regla de alerta personalizada si ya no desea utilizarla.

Antes de empezar

* Ha iniciado sesion en Grid Manager mediante un "navegador web compatible".

 Tiene el permiso de gestion de alertas o acceso raiz.

Pasos
1. Seleccione ALERTS > Reglas.

Aparecera la pagina Reglas de alerta.

2. Seleccione el boton de opcidn de la regla de alerta personalizada que desee eliminar.
No puede eliminar una regla de alerta predeterminada.

3. Seleccione Eliminar regla personalizada.
Se muestra un cuadro de dialogo de confirmacion.

4. Seleccione Aceptar para eliminar la regla de alerta.

Las instancias activas de la alerta se resolveran en un plazo de 10 minutos.

Permite gestionar notificaciones de alerta

Configure las notificaciones SNMP para las alertas

Si desea que StorageGRID envie notificaciones SNMP cuando se produzca una alerta,
debe habilitar el agente SNMP de StorageGRID y configurar uno o mas destinos de
capturas.

Puede utilizar la opcion CONFIGURACION > Supervision > agente SNMP en el Administrador de grid o los
puntos finales SNMP de la API de administracion de grid para activar y configurar el agente SNMP de
StorageGRID. El agente SNMP admite las tres versiones del protocolo SNMP.

Para aprender a configurar el agente SNMP, consulte "Usar supervision de SNMP".

Después de configurar el agente SNMP de StorageGRID, se pueden enviar dos tipos de notificaciones
condicionadas por eventos:

« Las trampas son notificaciones enviadas por el agente SNMP que no requieren reconocimiento por parte
del sistema de gestion. Los traps sirven para notificar al sistema de gestion que algo ha sucedido dentro
de StorageGRID, por ejemplo, que se activa una alerta. Las tres versiones de SNMP admiten capturas.

 Las informes son similares a las capturas, pero requieren el reconocimiento del sistema de gestion. Si el
agente SNMP no recibe un acuse de recibo en un periodo de tiempo determinado, vuelve a enviar el
informe hasta que se reciba un acuse de recibo o se haya alcanzado el valor de reintento maximo. Las
informa son compatibles con SNMPv2c y SNMPv3.

Las notificaciones Trap e inform se envian cuando se activa una alerta predeterminada o personalizada en
cualquier nivel de gravedad. Para suprimir las notificaciones SNMP de una alerta, debe configurar un silencio
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para la alerta. Consulte "Silenciar notificaciones de alerta".

Si la implementacion de StorageGRID incluye varios nodos de administracion, el nodo de administracion
principal es el remitente preferido para las notificaciones de alertas, los mensajes de AutoSupport, las
capturas e informes SNMP y las notificaciones de alarmas heredadas. Si el nodo de administracion principal
deja de estar disponible, otros nodos de administraciéon envian temporalmente las notificaciones. Consulte
"¢ Qué es un nodo de administracion?".

Configure notificaciones por correo electronico para las alertas

Si desea que se envien notificaciones por correo electronico cuando se produzcan
alertas, debe proporcionar informacién acerca del servidor SMTP. También debe
introducir direcciones de correo electréonico para los destinatarios de las notificaciones de
alerta.

Antes de empezar
* Ha iniciado sesion en Grid Manager mediante un "navegador web compatible”.

 Tiene el permiso de gestion de alertas o acceso raiz.

Acerca de esta tarea

Dado que las alarmas y las alertas son sistemas independientes, la configuracion de correo electrénico que se
utiliza para las notificaciones de alerta no se utiliza para las notificaciones de alarma ni los mensajes de
AutoSupport. Sin embargo, puede utilizar el mismo servidor de correo electrénico para todas las
notificaciones.

Si la implementacion de StorageGRID incluye varios nodos de administracion, el nodo de administracion
principal es el remitente preferido para las notificaciones de alertas, los mensajes de AutoSupport, las
capturas e informes SNMP y las notificaciones de alarmas heredadas. Si el nodo de administracion principal
deja de estar disponible, otros nodos de administracion envian temporalmente las notificaciones. Consulte
"; Qué es un nodo de administracion?".

Pasos
1. Seleccione ALERTS > Configuracién de correo electrénico.

Aparece la pagina Configuracion de correo electrénico.

Email Setup

You can configure the email server for alert netifications, define filters to limit the number of notifications, and enter email addresses for alert recipients.

Use these settings to define the email server used for alert notifications. These seftings are not used for alarm nofifications and AutoSupport See
Managing alerts and alarms in the instructions for monitoring and troubleshooting StorageGRID.

Enable Email Notifications @

2. Seleccione la casilla de verificacion Activar notificaciones de correo electrénico para indicar que desea
que se envien correos electronicos de notificacion cuando las alertas alcancen los umbrales configurados.

Aparecen las secciones servidor de correo electronico (SMTP), Seguridad de la capa de transporte (TLS),
direcciones de correo electronico y Filtros.
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3. En la seccion servidor de correo electrénico (SMTP), introduzca la informacion que necesita StorageGRID

para acceder al servidor SMTP.

Si el servidor SMTP requiere autenticacion, debe introducir tanto un nombre de usuario como una

contrasena.

Campo

Servidor de correo

Puerto

Nombre de usuario (opcional)

Contrasefa (opcional)

Email (SMTP) Server
Mail Server @
Port &
Username (optional) &

Password (optional) @

Introduzca

El nombre de dominio completo (FQDN) o la direccion IP del servidor
SMTP.

El puerto utilizado para acceder al servidor SMTP. Debe estar entre 1
y 65535.

Si el servidor SMTP requiere autenticacion, introduzca el nombre de
usuario con el que desea autenticarse.

Si el servidor SMTP requiere autenticacion, introduzca la contrasefa
con la que desea autenticarse.

10.224.1.250

[~
o

smtpuser

sunasEs

4. En la seccion direcciones de correo electronico, introduzca las direcciones de correo electrénico del

remitente y de cada destinatario.

a. En Direccion de correo electronico del remitente, especifique una direccion de correo electrénico
valida que se utilizara como direccion de para las notificaciones de alerta.

Por ejemplo: storagegrid-alerts@example.com

b. En la seccion Recipients, introduzca una direccion de correo electronico para cada lista de correo
electrénico o persona que deberia recibir un correo electronico cuando se produzca una alerta.

Seleccione el icono mas <= para agregar destinatarios.
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5.

18

Email Addresses

Sender Email Address & storagegnd-alerts@example.com
Recipient 1 @ recipient @example.com x
Recipient2 @ recipient2 @example.com + X

Si se necesita Seguridad de la capa de transporte (TLS) para las comunicaciones con el servidor SMTP,
seleccione requerir TLS en la seccion Seguridad de la capa de transporte (TLS).

a. En el campo Certificado CA, proporcione el certificado de CA que se utilizara para verificar la
identificacion del servidor SMTP.

Puede copiar y pegar el contenido en este campo, o seleccione examinar y seleccione el archivo.

Debe proporcionar un solo archivo que contenga los certificados de cada entidad de certificacion (CA)
intermedia. El archivo debe contener cada uno de los archivos de certificado de CA codificados con
PEM, concatenados en el orden de la cadena de certificados.

b. Seleccione la casilla de verificacion Enviar certificado de cliente si su servidor de correo electrénico
SMTP requiere que los remitentes de correo electronico proporcionen certificados de cliente para la
autenticacion.

c. En el campo Certificado de cliente, proporcione el certificado de cliente codificado con PEM para
enviar al servidor SMTP.

Puede copiar y pegar el contenido en este campo, o seleccione examinar y seleccione el archivo.

d. En el campo clave privada, introduzca la clave privada del certificado de cliente en codificacion PEM
sin cifrar.

Puede copiar y pegar el contenido en este campo, o seleccione examinar y seleccione el archivo.

@ Si necesita editar la configuracién de correo electronico, seleccione el icono del lapiz
para actualizar este campo.



Transport Layer Security (TLS)

Require TLS @&

CA Cerificate @

Send Client Cedificate @

Client Cedificate @

Private Key @

-----BEGIN CERTIFICATE-----
1234567898abcdefghijklmnopgrstuvwxyz
ABCDEFGHIJKLMHOPQRSTUNIWKYZ1234567898
-----END CERTIFICATE-----

Erowse

-—---BEGIN CERTIFICATE----—-
1234567898abcdefghijklmnopgrstuvixyz
ABCDEFGHIJKLMNOPQRSTUVIWXYZ1234567898
-----END CERTIFICATE-----

Browse

-----BEGIN PRIVATE KEY-----
12345567898sbcdetghijklmnopgrstuviyz
ABCDEFGHIJKLMNOPQRSTUVIKYZ1234567290
-----BEGIN PRIVATE KEY-----

Browse

6. En la seccidn Filtros, seleccione qué niveles de gravedad de alerta deberian producir notificaciones por
correo electrénico, a menos que se haya silenciado la regla de una alerta especifica.

Gravedad

Menor, mayor, critico

Principal, critico

Descripcion
Se envia una notificacion por correo electronico cuando se cumple la
condiciéon menor, mayor o critica de una regla de alerta.

Se envia una notificacién por correo electronico cuando se cumple la
condicién principal o critica de una regla de alerta. No se envian
notificaciones para alertas menores.
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Gravedad Descripcion

Solo critico Solo se envia una notificacién por correo electrénico cuando se
cumple la condicion critica de una regla de alerta. No se envian
notificaciones para alertas menores o mayores.

Filters

Severity @ ® Minor, major, critical Major, critical Critical only

7. Cuando esté listo para probar la configuraciéon de correo electronico, siga estos pasos:

a. Seleccione Enviar correo electrénico de prueba.
Aparece un mensaje de confirmacion que indica que se ha enviado un correo electronico de prueba.

b. Active las casillas de todos los destinatarios de correo electrénico y confirme que se ha recibido un
mensaje de correo electrénico de prueba.

@ Si el correo electronico no se recibe en unos minutos o si se activa la alerta error de
notificaciéon por correo electréonico, compruebe la configuracion e inténtelo de nuevo.

c. Inicie sesion en cualquier otro nodo de administracion y envie un correo electronico de prueba para
verificar la conectividad desde todos los sitios.

Cuando prueba las notificaciones de alerta, debe iniciar sesion en cada nodo de

@ administrador para verificar la conectividad. Esto contrasta con probar mensajes
AutoSupport y notificaciones de alarmas heredadas, donde todos los nodos de
administracion envian el correo electronico de prueba.

8. Seleccione Guardar.

El envio de un mensaje de correo electrénico de prueba no guarda la configuracién. Debe seleccionar
Guardar.

Se guardara la configuracion del correo electronico.

Informacioén incluida en las notificaciones por correo electrénico de alertas

Una vez configurado el servidor de correo electronico SMTP, las notificaciones por correo electronico se
envian a los destinatarios designados cuando se activa una alerta, a menos que la regla de alerta se suprima
con un silencio. Consulte "Silenciar notificaciones de alerta".

Las notificaciones por correo electronico incluyen la siguiente informacion:
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NetApp StorageGRID

Low object data storage (6 alerts) @

The space available for storing object data is low. @

Recommended actions @

Perform an expansion procedure. You can add storage volumes (LUNs) to existing Storage Modes, or you can add new Storage Modes. See the instructions
for expanding a StorageGRID system.

DC1-51-226
Node DC1-51-226 @
Site DC1 225-230
Severity Minor
Time triggered FriJun 28 14:43:27 UTC 2019
Jobh storagegrid
Service ldr
DC1-52-227
Node DC1-52-227
Site DC1 225-230
Severity Minor
Time triggered FriJun 28 14:43:27 UTC 2019
Joh storagegrid
Service ldr
()
Sent from: DC1-ADM1-225 \-—/
Llamada Descripciéon
1 El nombre de la alerta, seguido del numero de instancias activas de esta alerta.
2 La descripcion de la alerta.
3 Todas las acciones recomendadas para la alerta.
4 Detalles sobre cada instancia activa de la alerta, incluido el nodo y el sitio afectados, la

gravedad de la alerta, la hora UTC en la que se activo la regla de alerta y el nombre del
trabajo y el servicio afectados.

5 El nombre de host del nodo de administrador que envio la notificacion.

Coémo se agrupan las alertas

Para evitar que se envie un nimero excesivo de notificaciones por correo electrénico cuando se activan
alertas, StorageGRID intenta agrupar varias alertas en la misma notificacion.

Consulte la tabla siguiente para ver ejemplos de como StorageGRID agrupa varias alertas en notificaciones
por correo electronico.

21



Comportamiento

Cada notificacion de alerta solo se aplica a las alertas
con el mismo nombre. Si al mismo tiempo se activan
dos alertas con nombres diferentes, se envian dos
notificaciones por correo electronico.

Para una alerta especifica de un nodo especifico, si
los umbrales se alcanzan para mas de una gravedad,
solo se envia una notificacion para la alerta mas
grave.

La primera vez que se activa una alerta,
StorageGRID espera 2 minutos antes de enviar una
notificacion. Si se activan otras alertas con el mismo
nombre durante ese tiempo, StorageGRID agrupa
todas las alertas en la notificacion inicial.

Si se activa otra alerta con el mismo nombre,
StorageGRID espera 10 minutos antes de enviar una
nueva notificacion. La nueva notificacion informa de
todas las alertas activas (alertas actuales que no se
han silenciado), aunque se hayan notificado
previamente.

Si existen varias alertas actuales con el mismo
nombre y se resuelve una de esas alertas, no se
envia una nueva notificacion si la alerta se vuelve a
producir en el nodo para el que se soluciond la alerta.

StorageGRID contintia enviando notificaciones por
correo electrénico una vez cada 7 dias hasta que se
resuelven todas las instancias de la alerta o se
silencia la regla de alerta.

Ejemplo

» La alerta A se activa en dos nodos al mismo
tiempo. Sélo se envia una notificacion.

» La alerta A se activa en el nodo 1y la alerta B se
activa en el nodo 2 al mismo tiempo. Se envian
dos notificaciones: Una para cada alerta.

» Se activa la alerta Ay se alcanzan los umbrales
menores, principales y criticos. Se envia una
notificacion para la alerta crucial.

. La alerta A se activa en el nodo 1 a las 08:00. No
se envia ninguna notificacion.

2. La alerta A se activa en el nodo 2 a las 08:01. No

se envia ninguna notificacion.

3. Alas 08:02, se envia una notificaciéon para

informar de ambas instancias de la alerta.

. La alerta A se activa en el nodo 1 a las 08:00. Se
envia una notificacion a las 08:02.

2. La alerta A se activa en el nodo 2 a las 08:05.

Una segunda notificacion se envia a las 08:15 (10
minutos mas tarde). Se informa de ambos nodos.

. La alerta A se activa para el nodo 1. Se envia una
notificacion.

2. La alerta A se activa para el nodo 2. Se envia una

segunda notificacion.

3. La alerta A se ha resuelto para el nodo 2, pero

sigue estando activa para el nodo 1.

4. La alerta A se vuelve a activar para el nodo 2. No

se envia ninguna notificacién nueva porque la
alerta sigue activa para el nodo 1.

. La alerta A se activa para el nodo 1 el 8 de
marzo. Se envia una notificacion.

2. La alerta A no se resuelve o se silencia. Las

notificaciones adicionales se envian el 15 de
marzo, el 22 de marzo, el 29 de marzo, etc.

Solucione problemas de notificaciones de correo electronico de alertas

Si se activa la alerta error de notificacion por correo electronico o no puede recibir la notificacién por
correo electronico de alerta de prueba, siga estos pasos para resolver el problema.
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Antes de empezar
* Ha iniciado sesion en Grid Manager mediante un "navegador web compatible”.

« Tiene el permiso de gestion de alertas o acceso raiz.

Pasos
1. Compruebe la configuracion.

a. Seleccione ALERTS > Configuracion de correo electrénico.
b. Compruebe que la configuracion del servidor de correo electrénico (SMTP) es correcta.
c. Compruebe que ha especificado direcciones de correo electrénico validas para los destinatarios.

2. Compruebe el filtro de spam y asegurese de que el correo electronico no se ha enviado a una carpeta
basura.

3. Pidale al administrador de correo electrénico que confirme que los correos electronicos de la direccion del
remitente no estan siendo bloqueados.

4. Recoja un archivo de registro del nodo de administracion y péngase en contacto con el soporte técnico.

El soporte técnico puede utilizar la informacion de los registros para determinar el problema. Por ejemplo,
el archivo prometheus.log podria mostrar un error al conectarse al servidor especificado.

Consulte "Recopilar archivos de registro y datos del sistema".

Silenciar notificaciones de alerta

Opcionalmente, puede configurar silencios para suprimir temporalmente las
notificaciones de alerta.

Antes de empezar

* Ha iniciado sesion en Grid Manager mediante un "navegador web compatible".

 Tiene el permiso de gestion de alertas o acceso raiz.

Acerca de esta tarea

Puede silenciar las reglas de alerta en todo el grid, un sitio Unico o un nodo individual, asi como en una 0 mas
gravedades. Cada silencio suprime todas las notificaciones para una sola regla de alerta o para todas las
reglas de alerta.

Si ha habilitado el agente SNMP, las silencios también suprimen las capturas SNMP e informan.

@ Tenga cuidado al decidir silenciar una regla de alerta. Si silencia una alerta, es posible que no
detecte un problema subyacente hasta que impida que se complete una operacion critica.

@ Como las alarmas y las alertas son sistemas independientes, no puede utilizar esta
funcionalidad para suprimir las notificaciones de alarma.

Pasos
1. Seleccione ALERTS > silencios.

Aparece la pagina silencios.
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Silences

You can configure silences to temporarily suppress alert notifications. Each silence suppresses the notifications for an alert rule at one or more severities. You can
suppress an alert rule on the entire grid, a single site, or a single node.

Alert Rule

No results found.

Description Severity Time Remaining Nodes

2. Seleccione Crear.

Aparece el cuadro de dialogo Crear silencio.

Create Silence

Alert Rule T

Description (optional)

Duration Minutes

Severity Minor only Minor, major Minor, major, critical

Modes StorageGRID Deployment
Data Center 1
DC1-ADMA
DC1-GA1
DC1-31
DC1-52
DC1-53

3. Seleccione o introduzca la siguiente informacion:
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Campo

Regla de alerta

Descripcion

Nombre de la regla de alerta que se desea silenciar. Puede seleccionar
cualquier regla de alerta predeterminada o personalizada, incluso si la regla de
alerta esta desactivada.

Nota: Seleccione todas las reglas si desea silenciar todas las reglas de alerta
utilizando los criterios especificados en este cuadro de dialogo.



Campo

Descripcion

Duracion

Gravedad

Nodos

4. Seleccione Guardar.

Descripciéon

Opcionalmente, una descripcion del silencio. Por ejemplo, describa el
propdsito de este silencio.

Cuanto tiempo desea que este silencio permanezca en vigor, en minutos,
horas o dias. Un silencio puede estar en vigor de 5 minutos a 1,825 dias (5
afnos).

Nota: no debe silenciar una regla de alerta por un periodo prolongado de
tiempo. Si se silencia una regla de alerta, es posible que no detecte un
problema subyacente hasta que impida que se complete una operacion critica.
Sin embargo, es posible que tenga que utilizar un silencio extendido si una
alerta se activa mediante una configuracion intencional especifica, como
puede ser el caso de las alertas * Services Appliance LINK down* y las alertas
Storage Appliance LINK down.

Qué gravedad o gravedad de alerta se deben silenciar. Si la alerta se activa en
una de las gravedades seleccionadas, no se enviaran notificaciones.

A qué nodo o nodos desea que se aplique este silencio. Puede suprimir una
regla de alerta o todas las reglas de toda la cuadricula, un Unico sitio o un solo
nodo. Si selecciona toda la cuadricula, el silencio se aplica a todos los sitios y
a todos los nodos. Si selecciona un sitio, el silencio soélo se aplica a los nodos
de ese sitio.

Nota: No puedes seleccionar mas de un nodo o mas de un sitio para cada
silencio. Debe crear silencios adicionales si desea suprimir la misma regla de
alerta en mas de un nodo o mas de un sitio a la vez.

5. Si desea modificar o finalizar un silencio antes de que caduque, puede editarlo o eliminarlo.

Opcioén

Edite un silencio

Descripcion
a. Seleccione ALERTS > silencios.

b. En la tabla, seleccione el botdn de opcion para el silencio que desea
editar.

c. Seleccione Editar.

d. Cambie la descripcion, la cantidad de tiempo restante, las gravedades
seleccionadas o el nodo afectado.

e. Seleccione Guardar.
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Opcion Descripciéon
Elimine un silencio a. Seleccione ALERTS > silencios.

b. En la tabla, seleccione el botdn de radio para el silencio que desea
eliminar.

c. Seleccione Quitar.

d. Seleccione Aceptar para confirmar que desea eliminar este silencio.
Nota: Las notificaciones se enviaran ahora cuando se active esta alerta (a
menos que se suprima por otro silencio). Si esta alerta se encuentra
activada actualmente, es posible que transcurran unos minutos hasta que

se envien notificaciones de correo electronico o SNMP, y que la pagina
Alertas deba actualizar.

Informacion relacionada

+ "Configure el agente SNMP"

Referencia de alertas

Esta referencia muestra las alertas por defecto que aparecen en Grid Manager. Las
acciones recomendadas estan en el mensaje de alerta que recibe.

Segun sea necesario, puede crear reglas de alerta personalizadas que se ajusten a su enfoque de
administracion del sistema.

Algunas de las alertas predeterminadas utilizan "Métricas de Prometheus".

Alertas del dispositivo

Nombre de alerta Descripcion

La bateria del dispositivo ha La bateria de la controladora de almacenamiento del dispositivo caduco.
caducado

Error de la bateria del aparato Se produjo un error en la bateria de la controladora de almacenamiento

del dispositivo.

La bateria del aparato no tiene La bateria de la controladora de almacenamiento del aparato no tiene
suficiente capacidad adquirida suficiente capacidad adquirida.

La bateria del aparato esta a punto La bateria del controlador de almacenamiento del dispositivo esta casi
de agotarse agotada.

Se quitd la bateria del aparato Falta la bateria del controlador de almacenamiento del aparato.
La bateria del aparato esta La bateria del controlador de almacenamiento del aparato se
demasiado caliente sobrecalienta.
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Nombre de alerta

Error de comunicacion de la BMC
del dispositivo

Error del dispositivo de backup de
la caché del dispositivo

La capacidad del dispositivo de
backup de la caché del dispositivo
es insuficiente

Dispositivo de backup de la caché
de dispositivo con proteccion
contra escritura

El tamano de la memoria caché del
dispositivo no coincide

Temperatura del chasis de la
controladora de computacion del
dispositivo demasiado alta

Temperatura de CPU del
controlador de computacion del
dispositivo demasiado alta

La controladora de computacion
del dispositivo requiere atencién

El suministro De alimentacion De la
controladora de computacion del
dispositivo A tiene un problema

El suministro de alimentacion B de
la controladora de computacién del
dispositivo tiene un problema

El servicio de supervision del
hardware de computacién del
dispositivo esta estancado

Fallo de la unidad DAS del
dispositivo detectado

Reconstruccién de la unidad DAS
del dispositivo

Descripcion
Se ha perdido la comunicacién con el controlador de administracion de
la placa base (BMC).

Se produjo un error en un dispositivo de backup de caché persistente.

La capacidad del dispositivo de copia de seguridad de la caché es
insuficiente.

Un dispositivo de backup de caché esta protegido contra escritura.

Las dos controladoras del dispositivo tienen distintos tamafios de caché.

La temperatura de la controladora de computacion en un dispositivo
StorageGRID super6 un umbral nominal.

La temperatura de la CPU en la controladora de computacién en un
dispositivo StorageGRID superé un umbral nominal.

Se detectd un error de hardware en la controladora de computacion de
un dispositivo StorageGRID.

El suministro de alimentacion A en la controladora de computacion tiene
un problema.

El suministro de alimentacion B en la controladora de computacion tiene
un problema.

El servicio que supervisa el estado del hardware de almacenamiento se
ha detenido.

Se detectd un problema con una unidad de almacenamiento de
conexion directa (DAS) en el dispositivo.

Se esta recompilando una unidad de almacenamiento de conexion
directa (DAS). Esto se espera si se reemplazo o se retiré/reinsertd
recientemente.
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Nombre de alerta Descripcion

Se ha detectado un fallo en el
ventilador del dispositivo

Se ha detectado un problema con una unidad de ventilador en el
aparato.

Se ha detectado un error de Fibre
Channel del dispositivo

Se detectd un problema de enlace de Fibre Channel entre la
controladora de almacenamiento del dispositivo y la controladora de
computacion

Error en el puerto HBA del Fibre
Channel del dispositivo

Un puerto HBA Fibre Channel esta fallando o ya fallé.

Las unidades de memoria caché Las unidades que se usan para la caché SSD no estan en estado
flash del dispositivo no son éptimas optimo.

Se quitd la interconexion del Falta el contenedor de interconexién/bateria.

dispositivo/el contenedor de bateria

Falta el puerto LACP del
dispositivo

Un puerto de un dispositivo StorageGRID no participa en el enlace
LACP.

Fallo de NIC del dispositivo
detectado

Se ha detectado un problema con una tarjeta de interfaz de red (NIC) en
el dispositivo.

Se ha degradado el suministro de  La potencia de un dispositivo StorageGRID se ha desviado de la tensién
alimentacién general del dispositivo de funcionamiento recomendada.

Advertencia critica del SSD del
dispositivo

Fallo de la controladora A del
almacenamiento del dispositivo

Fallo del controlador B de
almacenamiento del dispositivo

Fallo de la unidad de la
controladora de almacenamiento
del dispositivo

Problema de hardware de la
controladora de almacenamiento
del dispositivo

Fallo en la alimentacion de la
controladora de almacenamiento
del dispositivo
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El SSD de un dispositivo notifica una advertencia critica.

Se produjo un error en la controladora De almacenamiento A de un
dispositivo StorageGRID.

Error de la controladora de almacenamiento B en un dispositivo
StorageGRID.

Una o varias unidades de un dispositivo StorageGRID presenta errores
0 no estan en estado 6ptimo.

El software SANTtricity informa "necesita atencion" para un componente
de un dispositivo StorageGRID.

La fuente De alimentacion A de un dispositivo StorageGRID se ha
desviado de la tensiéon de funcionamiento recomendada.



Nombre de alerta

Fallo en la fuente de alimentacién
B de la controladora de
almacenamiento del dispositivo

El servicio de supervision del
hardware de almacenamiento del
dispositivo esta estancado

Las bandejas de almacenamiento
del dispositivo degradadas

Se ha superado la temperatura del
aparato

Se ha eliminado el sensor de
temperatura del aparato

La actividad de /o del disco es
muy lenta

Fallo del ventilador del dispositivo
de almacenamiento detectado

Conectividad del almacenamiento
del dispositivo de almacenamiento
degradada

Dispositivo de almacenamiento
inaccesible

Descripcion

La fuente de alimentacion B de un dispositivo StorageGRID se ha
desviado de la tension de funcionamiento recomendada.

El servicio que supervisa el estado del hardware de almacenamiento se
ha detenido.

El estado de uno de los componentes de la bandeja de almacenamiento
de un dispositivo de almacenamiento es degradado.

Se ha excedido la temperatura nominal o maxima del controlador de
almacenamiento del aparato.

Se ha quitado un sensor de temperatura.

La E/S de disco muy lenta puede afectar al rendimiento del grid.

Se detectd un problema con una unidad de ventilador en el controlador
de almacenamiento para un dispositivo.

Hay un problema con una o varias conexiones entre la controladora de

computacion y la controladora de almacenamiento.

No se puede acceder a un dispositivo de almacenamiento.

Alertas de auditoria y syslog

Nombre de alerta

Los registros de auditoria se estan
agregando a la cola de la memoria

Error de reenvio del servidor de
syslog externo

Cola de auditoria grande

Los registros se estan agregando a
la cola del disco

Descripcion

El nodo no puede enviar registros al servidor de syslog local y la cola en
memoria se esta llenando.

El nodo no puede reenviar los registros al servidor de syslog externo.

La cola de discos para los mensajes de auditoria esta llena. Si no se
resuelve esta condicion, es posible que se produzcan errores en las
operaciones S3 o Swift.

El nodo no puede reenviar los registros al servidor de syslog externo y
la cola en el disco se esta llenando.
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Alertas de bloques

Nombre de alerta

El bloque de FabricPool tiene una
configuracion de coherencia de
bloques no compatible

Alertas de Cassandra

Nombre de alerta

Error del compactador automatico
de Cassandra

Las métricas del compactador
automatico de Cassandra no estan
actualizadas

Error de comunicacioén de
Cassandra

Compacciones de Cassandra
sobrecargadas

Error de escritura de sobretamano
de Cassandra

Las métricas de reparacion de
Cassandra estan desfasadas

El progreso de reparacion de
Cassandra es lento

El servicio de reparacion de
Cassandra no esta disponible

Tablas dafnadas en Cassandra

Disponibilidad de lectura mejorada
deshabilitada

Descripcion

Un bloque de FabricPool utiliza el nivel de coherencia disponible, que
no se admite.

Descripcion

El compactador automatico Cassandra ha experimentado un error.

Las métricas que describen al compactador automatico Cassandra no
estan actualizadas.

Los nodos que ejecutan el servicio Cassandra tienen problemas para
comunicarse entre si.

El proceso de compactacion de Cassandra esta sobrecargado.

Un proceso StorageGRID interno envié una solicitud de escritura a
Cassandra que era demasiado grande.

Las métricas que describen los trabajos de reparacion de Cassandra
estan desactualizadas.

El progreso de las reparaciones de la base de datos de Cassandra es
lento.

El servicio de reparacion de Cassandra no esta disponible.

Cassandra detectd danos en la tabla. Cassandra se reinicia
automaticamente si detecta danos en la tabla.

Cuando la disponibilidad de lectura mejorada esta deshabilitada, las
solicitudes de OBTENCION y CABEZAL pueden fallar cuando los nodos
de almacenamiento no estan disponibles.

Alertas de Cloud Storage Pool
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Nombre de alerta

Error de conectividad del pool de
almacenamiento en cloud

Descripcion

La comprobacion del estado de Cloud Storage Pools detecté uno o mas
errores nuevos.

Alertas de replicacion entre grid

Nombre de alerta

Error permanente de replicacion
entre grid

Recursos de replicacion entre grid
no disponibles

Alertas DHCP

Nombre de alerta

El arrendamiento DHCP ha
caducado

El arrendamiento DHCP caduca
pronto

Servidor DHCP no disponible

Descripcion
Se ha producido un error de replicacion entre redes que requiere la
intervencion del usuario para resolverlo.

Las solicitudes de replicacion entre grid estan pendientes porque un
recurso no esta disponible.

Descripcion

El arrendamiento DHCP de una interfaz de red caducoé.

El arrendamiento DHCP de una interfaz de red caduca pronto.

El servidor DHCP no esta disponible.

Alertas de depuracién y seguimiento

Nombre de alerta

Depuracion del impacto en el
rendimiento

Configuracion de seguimiento
activada

Descripcion

Cuando el modo de depuracion esta activado, el rendimiento del
sistema puede verse afectado negativamente.

Cuando la configuracion de seguimiento esta habilitada, el rendimiento
del sistema puede verse afectado negativamente.

Alertas por correo electrénico y AutoSupport

Nombre de alerta

No se pudo enviar el mensaje de
AutoSupport

Error en la notificaciéon por correo
electronico

Descripcion

No se puede enviar el mensaje de AutoSupport mas reciente.

No se pudo enviar la notificacion por correo electrénico para una alerta.
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Alertas de cédigo de borrado (EC)

Nombre de alerta

Fallo de reequilibrio de EC

Fallo de reparacién de EC

Reparacion EC bloqueada

Descripcion

El procedimiento de reequilibrio de EC ha fallado o se ha detenido.

Se ha producido un error en un trabajo de reparacion de los datos de
EC o se ha detenido.

Se ha detenido un trabajo de reparacion para los datos de EC.

Caducidad de las alertas de certificados

Nombre de alerta

Vencimiento del certificado de
cliente

Vencimiento del certificado de
servidor global para S3 y Swift

Caducidad del certificado de
extremo de equilibrador de carga

Caducidad del certificado de
servidor para la interfaz de gestion

Vencimiento del certificado de CA
de syslog externo

Vencimiento del certificado de
cliente de syslog externo

Vencimiento del certificado de
servidor de syslog externo

Alertas de red de grid

Nombre de alerta

Discrepancia de MTU de red de
grid

Descripcion

Uno o mas certificados de cliente estan a punto de caducar.

El certificado de servidor global para S3 y Swift esta a punto de caducar.

Uno o mas certificados de punto final de equilibrio de carga estan a
punto de expirar.

El certificado de servidor utilizado para la interfaz de gestion esta a
punto de expirar.

El certificado de la entidad de certificacion (CA) utilizado para firmar el
certificado de servidor de syslog externo esta a punto de expirar.

El certificado de cliente para un servidor de syslog externo esta a punto
de expirar.

El certificado de servidor presentado por el servidor de syslog externo
esta a punto de expirar.

Descripcion

La configuracién de MTU de la interfaz de red de grid (eth0) difiere
considerablemente entre los nodos del grid.

Alertas de federacion de grid
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Nombre de alerta Descripcion

Caducidad del certificado de Uno o varios certificados de federacion de grid estan a punto de
federacion de grid caducar.

Error de conexioén de federacion de La conexion de federacion de grid entre el grid local y el remoto no
grid funciona.

Alertas de uso elevado o alta latencia

Nombre de alerta Descripcion

Uso de montén Java alto Se esta utilizando un alto porcentaje de espacio de pila Java.

Alta latencia para consultas de El tiempo medio para las consultas de metadatos de Cassandra es
metadatos demasiado largo.

Alertas de federacion de identidades

Nombre de alerta Descripcion

Fallo de sincronizacion de la No se pueden sincronizar los grupos federados y los usuarios del origen
federacion de identidades de identidades.

Error de sincronizacioén de la No se pueden sincronizar los grupos federados y los usuarios del origen

federacion de identidades para un  de identidades configurado por un arrendatario.
inquilino

Alertas de gestion de la vida util de la informacién (ILM)

Nombre de alerta Descripcion

Se puede lograr una colocacion de No se puede conseguir una instruccion de ubicacion en una regla de

ILM ILM para ciertos objetos.

El periodo de analisis de ILM es El tiempo necesario para analizar, evaluar y aplicar ILM a los objetos es

demasiado largo demasiado largo.

Tasa baja de analisis de ILM La tasa de analisis de ILM se establece en menos de 100 objetos por
segundo.

Alertas del servidor de gestion de claves (KMS)
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Nombre de alerta

Vencimiento DEL certificado de CA
DE KMS

Vencimiento del certificado de
cliente DE KMS

No se ha podido cargar la
configuracion DE KMS

Error de conectividad DE KMS

No se ha encontrado el nombre de
la clave de cifrado DE KMS

Error en la rotacion de la clave de
cifrado DE KMS

KMS no esta configurado

LA clave KMS no pudo descifrar el
volumen de un dispositivo

Vencimiento del certificado DEL
servidor DE KMS

Descripcion

El certificado de la entidad de certificacion (CA) utilizado para firmar el
certificado de servidor de gestion de claves (KMS) esta a punto de
expirar.

El certificado de cliente para un servidor de gestion de claves esta a
punto de caducar

La configuracion del servidor de gestion de claves existe, pero no pudo
cargar.

Un nodo de dispositivo no pudo conectarse con el servidor de gestion
de claves para su sitio.

El servidor de gestion de claves configurado no tiene una clave de
cifrado que coincida con el nombre proporcionado.

Todos los volumenes del dispositivo se descifraron correctamente, pero
uno o mas volumenes no pudieron rotar a la ultima clave.

No existe ningun servidor de gestion de claves para este sitio.

Uno o mas volumenes de un dispositivo con el cifrado de nodos
activado no se pudieron descifrar con la clave KMS actual.

El certificado de servidor que utiliza el servidor de gestion de claves
(KMS) esta a punto de expirar.

Alertas de desplazamiento de reloj local

Nombre de alerta

Reloj local de gran desfase horario

Descripcion

El ajuste entre el reloj local y la hora del protocolo de hora de red (NTP)
es demasiado grande.

Alertas de poca memoria o poco espacio

Nombre de alerta

Capacidad de disco de registro de
auditoria baja

Memoria del nodo baja disponible
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Descripcion

El espacio disponible para los registros de auditoria es bajo. Si no se
resuelve esta condicion, es posible que se produzcan errores en las
operaciones S3 o Swift.

La cantidad de RAM disponible en un nodo es baja.



Nombre de alerta

Poco espacio libre para la piscina
de almacenamiento

Memoria del nodo instalada baja

Almacenamiento de metadatos
bajo

Capacidad de disco de métrica
baja

Almacenamiento de objetos bajo

Anulacion de Marca de agua de
solo lectura baja

Baja capacidad de disco raiz

Baja capacidad de datos del
sistema

Bajo espacio libre en el directorio
tmp

Descripcion
El espacio disponible para almacenar datos de objetos en el nodo de
almacenamiento es bajo.

La cantidad de memoria instalada en un nodo es baja.

El espacio disponible para almacenar metadatos de objetos es bajo.

El espacio disponible para la base de datos de métricas es bajo.

El espacio disponible para almacenar datos de objeto es bajo.

La anulacién de Marca de agua de solo lectura suave del volumen de
almacenamiento es inferior a la Marca de agua optimizada minima para
un nodo de almacenamiento.

El espacio disponible en el disco raiz es bajo.

El espacio disponible para los datos del sistema StorageGRID en el
punto de montaje /var/local es bajo.

El espacio disponible en el directorio /tmp es bajo.

Alertas de red de nodo o nodo

Nombre de alerta

Fallo de configuracion del firewall

Error de conectividad de red de los

nodos

Error de trama de recepcion de red

del nodo

El nodo no esta sincronizado con el

servidor NTP

El nodo no esta bloqueado con el
servidor NTP

Red de nodos que no es del
dispositivo inactiva

Descripcion

Fallo al aplicar la configuracion del firewall.

Se han producido errores al transferir datos entre nodos.

Un alto porcentaje de las tramas de red recibidas por un nodo tiene
errores.

El nodo no esta sincronizado con el servidor de protocolo de tiempo de
red (NTP).

El nodo no esta bloqueado por un servidor de protocolo de tiempo de
red (NTP).

Uno o mas dispositivos de red estan inactivos o desconectados.
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Nombre de alerta

Enlace del dispositivo de servicios
inactivo en Admin Network

El dispositivo de servicios esta
desconectado en el puerto de red
de administracion 1

Enlace del dispositivo de servicios
inactivo en la red cliente

Enlace del dispositivo de servicios
desactivado en el puerto de red 1

Enlace del dispositivo de servicios
desactivado en el puerto de red 2

Enlace del dispositivo de servicios
desactivado en el puerto de red 3

Enlace del dispositivo de servicios
desactivado en el puerto de red 4

Enlace inactivo del dispositivo de
almacenamiento en la red de
administracion

Enlace inactivo del dispositivo de
almacenamiento en el puerto de
red de administrador 1

Enlace del dispositivo de
almacenamiento inactivo en la red
cliente

Enlace inactivo del dispositivo de
almacenamiento en el puerto de
red 1

Enlace inactivo del dispositivo de
almacenamiento en el puerto de
red 2

Enlace inactivo del dispositivo de
almacenamiento en el puerto de
red 3
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Descripcion

La interfaz del dispositivo a la red de administracion (eth1) esta inactiva

o desconectada.

El puerto de red de administracion 1 del dispositivo esta inactivo o

desconectado.

La interfaz del dispositivo a la red cliente (eth2) esta inactiva o

desconectada.

El puerto de red 1 del dispositivo esta inactivo o desconectado.

El puerto de red 2 del dispositivo esta inactivo o desconectado.

El puerto de red 3 del dispositivo esta inactivo o desconectado.

El puerto de red 4 del dispositivo esta inactivo o desconectado.

La interfaz del dispositivo a la red de administracion (eth1) esta inactiva

o desconectada.

El puerto de red de administracion 1 del dispositivo esta inactivo o

desconectado.

La interfaz del dispositivo a la red cliente (eth2) esta inactiva o

desconectada.

El puerto de red 1 del dispositivo esta inactivo o desconectado.

El puerto de red 2 del dispositivo esta inactivo o desconectado.

El puerto de red 3 del dispositivo esta inactivo o desconectado.



Nombre de alerta

Enlace inactivo del dispositivo de
almacenamiento en el puerto de
red 4

El nodo de almacenamiento no
esta en el estado de
almacenamiento deseado

No es posible comunicarse con el
nodo

Reinicio de nodo inesperado

Alertas de objetos

Nombre de alerta

Error en la comprobacion de la
existencia del objeto

Comprobacion de existencia de
objeto bloqueada

Objetos perdidos

S3 PUT tamafio de objeto
demasiado grande

Se detecto un objeto dafiado no
identificado

Descripcion

El puerto de red 4 del dispositivo esta inactivo o desconectado.

El servicio LDR de un nodo de almacenamiento no puede realizar la
transicion al estado deseado debido a un error interno o a un problema
relacionado con el volumen

Uno o varios servicios no responden o no se puede acceder al nodo.

Un nodo se reinicié de forma inesperada en las ultimas 24 horas.

Descripciéon

Error en el trabajo de comprobacion de la existencia del objeto.

El trabajo de comprobacion de la existencia del objeto se ha detenido.

Se han perdido uno o mas objetos de la cuadricula.

Un cliente esta intentando realizar una operacion PUT Object que
supera los S3 limites de tamafo.

Se encontré un archivo en el almacenamiento de objetos replicado que
no se pudo identificar como un objeto replicado.

Alertas de servicios de la plataforma

Nombre de alerta

Servicios de plataforma no
disponibles

Descripcion

Hay muy pocos nodos de almacenamiento con el servicio RSM en
ejecucion o disponibles en un sitio.

Alertas del volumen de almacenamiento

Nombre de alerta

El volumen de almacenamiento
necesita atencion

Descripcion

Un volumen de almacenamiento se encuentra sin conexion y necesita
atencion.
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Nombre de alerta

Se debe restaurar el volumen de
almacenamiento

Volumen de almacenamiento sin
conexion

La restauracion de volumen no
pudo iniciar la reparacion de datos
replicados

Descripcion

Se recuperoé un volumen de almacenamiento y debe restaurarse.

Un volumen de almacenamiento ha estado desconectado durante mas
de 5 minutos, posiblemente debido a que el nodo se reinicié durante el
paso de formato del volumen.

No se pudo iniciar automaticamente la reparacién de datos replicados
en un volumen reparado.

Alertas de servicios StorageGRID

Nombre de alerta

servicio nginx mediante la
configuracion de copia de
seguridad

servicio nginx-gw que utiliza la
configuracion de copia de
seguridad

Servicio SSH mediante la
configuracion de copia de
seguridad

Alertas de inquilinos

Nombre de alerta

Uso de cuota de inquilino alto

Descripcion

La configuracién del servicio nginx no es valida. Ahora se esta utilizando
la configuracion anterior.

La configuracion del servicio nginx-gw no es valida. Ahora se esta
utilizando la configuracion anterior.

La configuracién del servicio SSH no es valida. Ahora se esta utilizando
la configuracion anterior.

Descripcion

Se esta utilizando un alto porcentaje de espacio de cuota. Esta regla
esta desactivada de forma predeterminada porque podria provocar
demasiadas notificaciones.

Métricas de Prometheus que se usan habitualmente

Consulte esta lista de métricas de Prometheus mas utilizadas para comprender mejor las
condiciones en las reglas de alerta predeterminadas o para crear las condiciones para
reglas de alerta personalizadas.

También puede hacerlo obtener una lista completa de todas las métricas.

Para obtener mas informacion sobre la sintaxis de las consultas de Prometheus, consulte "Consultando a

Prometeo".
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¢ Qué son las métricas de Prometheus?

Las métricas de Prometheus son mediciones de series temporales. El servicio Prometheus en los nodos de
administracion recopila estas métricas de los servicios en todos los nodos. Las métricas se almacenan en
cada nodo de administracion hasta que se llena el espacio reservado para los datos de Prometheus. Cuando
la /var/local/mysqgl ibdata/ el volumen alcanza la capacidad; las métricas mas antiguas se eliminan
primero.

¢Doénde se utilizan las métricas de Prometheus?

Las métricas recopiladas por Prometheus se utilizan en varios lugares de Grid Manager:

» Pagina de nodos: Los graficos y graficos de las fichas disponibles en la pagina Nodes utilizan la
herramienta de visualizacion Grafana para mostrar las métricas de series de tiempo recogidas por
Prometheus. Grafana muestra los datos de la serie Time en formatos de graficos y graficos, mientras que
Prometheus sirve como origen de datos del back-end.

1 hour 1 day 1 week 1 month Custom

Network traffic @

650 Kby's
600 Kb/s
550 Kb/s
500 Kb/s
450 Kb/s

10:10 1015 10:20 10:25 10:30 10035 10:40 10:45 10:50 10:55 11:00 11.05

== Received Sent

 Alertas: Las alertas se activan en niveles de gravedad especificos cuando las condiciones de regla de
alerta que utilizan las métricas Prometheus se evaluan como verdaderas.

» API de gestion de grid: Puede utilizar métricas Prometheus en reglas de alerta personalizadas o con
herramientas de automatizacion externas para supervisar su sistema StorageGRID. Puede consultar una
lista completa de la métrica Prometheus en la APl de Grid Management. (En la parte superior de Grid
Manager, selecciona el icono de ayuda y selecciona Documentaciéon de APl > Métricas). Aunque hay
mas de mil métricas disponibles, solo se necesita un numero relativamente pequeino para supervisar las
operaciones de StorageGRID mas criticas.

@ Las métricas que incluyen private en sus nombres estan destinadas unicamente a uso
interno y estan sujetas a cambios entre versiones de StorageGRID sin previo aviso.

» La pagina SUPPORT > Tools > Diagnostics y la pagina SUPPORT > Tools > Metrics: Estas paginas,
que estan destinadas principalmente al soporte técnico, proporcionan varias herramientas y graficos que
utilizan los valores de las métricas de Prometheus.

@ Algunas funciones y elementos de menu de la pagina Métricas no son intencionalmente
funcionales y estan sujetos a cambios.
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Lista de las métricas mas comunes

La siguiente lista contiene las métricas de Prometheus mas utilizadas.

@ Las métricas que incluyen private en sus nombres son solo para uso interno y estan sujetas a
cambios sin previo aviso entre versiones de StorageGRID.

alertmanager_retifations_failed_total
El nimero total de notificaciones de alertas con errores.

node_filesystem_avail_bytes
La cantidad de espacio del sistema de archivos disponible para los usuarios que no son raiz en bytes.

Node_Memory_MemAvailable_bytes
Campo de informacion de memoria MemAvailable _bytes.

node_network_carrier
Valor de transportista de /sys/class/net/iface.

node_network_receive_errs_total

Estadistica del dispositivo de red receive errs.

node_network_transmit_errs_total
Estadistica del dispositivo de red transmit _errs.

storagegrid_administrativamente_down

El nodo no esta conectado a la cuadricula por un motivo esperado. Por ejemplo, el nodo o los servicios del
nodo se han apagado correctamente, el nodo se esta reiniciando o se esta actualizando el software.

storagegrid_appliance_computaciéon_controladora_hardware_status
El estado del hardware de la controladora de computacién en un dispositivo.

storagegrid_appliance_failed_discos
Para la controladora de almacenamiento de un dispositivo, la cantidad de unidades que no son 6ptimas.

storagegrid_dispositivo_almacenamiento_controladora_hardware_status
El estado general del hardware de la controladora de almacenamiento en un dispositivo.

storagegrid_content_buckets_y_contenedores
El numero total de bloques S3 y contenedores Swift que se conocen en este nodo de almacenamiento.

storagegrid_content_objects

La cantidad total de objetos de datos S3 y Swift que se conocen en este nodo de almacenamiento. El
recuento solo es valido para objetos de datos creados por aplicaciones cliente que interactuan con el
sistema a través de S3 o Swift.

storagegrid_content_objects_perdidos

La cantidad total de objetos que este servicio detecta como faltantes en el sistema StorageGRID. Se deben
tomar medidas para determinar la causa de la pérdida y si es posible la recuperacion.

"Solucionar problemas de datos de objetos perdidos o faltantes"
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storagegrid_http_sessions_incoming_attempted
La cantidad total de sesiones HTTP que se intentaron a un nodo de almacenamiento.

storagegrid_http_sessions_incoming_actualmente_establecido
El numero de sesiones HTTP activas (abiertas) en el nodo de almacenamiento.

storagegrid_http_sessions_incoming_failed

El numero total de sesiones HTTP que no se pudieron completar correctamente, ya sea debido a una
solicitud HTTP mal formada o a un error durante el procesamiento de una operacion.

storagegrid_http_sessions_incoming_succ
El nimero total de sesiones HTTP que se completaron correctamente.

storagegrid_ilm_sudeferrent_background_objects
La cantidad total de objetos de este nodo que espera una evaluacion de ILM del analisis.

storagegrid_ilm_sudere_client_evaluacion_objetos_por_segundo
La velocidad actual a la que se evaluan los objetos en comparacion con la politica de ILM en este nodo.

storagegrid_ilm_espera_objetos_cliente
El numero total de objetos de este nodo a la espera de una evaluacion de ILM de operaciones del cliente
(por ejemplo, la ingesta).

storagegrid_ilm_espera_total_objetos
La cantidad total de objetos que esperan la evaluacion de ILM.

storagegrid_ilm_scan_objects_por segundo
La velocidad a la que los objetos que posee este nodo se analizan y se colocan en la cola de ILM.

storagegrid_ilm_scan_period_estimated_minutes
El tiempo estimado para completar un analisis completo de ILM en este nodo.

Nota: una exploracion completa no garantiza que ILM se haya aplicado a todos los objetos propiedad de
este nodo.

storagegrid_load_equilibrador_endpoint_cert_expiry_time
El tiempo de caducidad del certificado de punto final de equilibrio de carga en segundos desde la época.

storagegrid_metadata_consultas_promedio_latencia_milisegundos
Tiempo medio necesario para ejecutar una consulta en el almacén de metadatos a través de este servicio.

storagegrid_network_received_bytes
Cantidad total de datos recibidos desde la instalacion.

storagegrid_network_transmisible_bytes
La cantidad total de datos enviados desde la instalacion.

storagegrid_node_cpu_utilization_%
El porcentaje de tiempo de CPU disponible que esta utilizando actualmente este servicio. Indica el nivel de
actividad del servicio. La cantidad de tiempo de CPU disponible depende del numero de CPU del servidor.
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storagegrid_ntp_elegida_time_source_offset_milisegundos
Desviacion sistematica del tiempo proporcionado por una fuente de tiempo seleccionada. La compensacion

se introduce cuando el retraso hasta llegar a un origen de hora no es igual al tiempo necesario para que el
origen de tiempo llegue al cliente NTP.

storagegrid_ntp_locked
El nodo no esta bloqueado en un servidor de protocolo de tiempo de redes (NTP).

storagegrid_s3_data_transfers_bytes_ingeridos

La cantidad total de datos procesados de clientes S3 a este nodo de almacenamiento desde que se
restablecio el atributo por ultima vez.

storagegrid_s3_data_transfers_bytes_recuperados

La cantidad total de datos recuperados por clientes S3 de este nodo de almacenamiento desde que se
restablecio el atributo por ultima vez.

storagegrid_s3_operaciones_error

El numero total de operaciones con errores de S3 (codigos de estado HTTP 4xx y 5xx), excepto las
causadas por un error de autorizacion de S3.

storagegrid_s3_operaciones_correctamente
La cantidad total de operaciones de S3 correctas (cédigo de estado HTTP 2xx).

storagegrid_s3_operaciones_no autorizadas

El numero total de operaciones con errores de S3 que se producen como resultado de un error de
autorizacion.

storagegrid_servercertificate_management_interface_cert_expiry_days
La cantidad de dias antes de que caduque el certificado de la interfaz de gestion.

storagegrid_servercertificate_storage_api_endpoints_cert_expiry_dias
El numero de dias antes de que caduque el certificado API de almacenamiento de objetos.

storagegrid_servicio_cpu_segundos
Cantidad acumulada de tiempo que ha utilizado la CPU desde la instalacion.

storagegrid_service_memory_usage_bytes
La cantidad de memoria (RAM) actualmente en uso por este servicio. Este valor es idéntico al mostrado
por la utilidad Linux top como RES.

storagegrid_servicio_red_received_bytes
La cantidad total de datos recibidos por este servicio desde la instalacion.

storagegrid_servicio_red_transmision_bytes
La cantidad total de datos enviados por este servicio.

storagegrid_servicio_reinicia
El numero total de veces que se ha reiniciado el servicio.

storagegrid_service_runtime_segundos
La cantidad total de tiempo que el servicio se ha estado ejecutando desde la instalacion.
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storagegrid_servicio_tiempo activo_segundos
La cantidad total de tiempo que el servicio se ha estado ejecutando desde que se reinicid por ultima vez.

storagegrid_storage_state_current
El estado actual de los servicios de almacenamiento. Los valores de atributo son:

* 10 = sin conexion
* 15 = Mantenimiento
» 20 = solo lectura

* 30 =enlinea

storagegrid_storage_status
El estado actual de los servicios de almacenamiento. Los valores de atributo son:

* 0 = sin errores

* 10 = en transicién

» 20 = espacio libre insuficiente
» 30 = volumen(s) no disponible

* 40 = error

bytes_datos_utilizacion_almacenamiento_storagegrid

Una estimacion del tamario total de los datos de objetos codificados de replicaciéon y borrado en el nodo de
almacenamiento.

storagegrid_storage_utilization_metadata_allowed_bytes

El espacio total en el volumen 0 de cada nodo de almacenamiento permitido para los metadatos de
objetos. Este valor es siempre menor que el espacio real reservado para los metadatos en un nodo, ya que
una parte del espacio reservado es necesaria para las operaciones esenciales de las bases de datos
(como la compactacion y reparacion) y las futuras actualizaciones de hardware y software. El espacio
permitido para los metadatos de objetos controla la capacidad de objetos general.

storagegrid_almacenamiento_utilizacion_metadatos_bytes
La cantidad de metadatos de objetos en el volumen de almacenamiento 0, en bytes.

storagegrid_storage_utilization_total_space_bytes
La cantidad total de espacio de almacenamiento asignado a todos los almacenes de objetos.

storagegrid_almacenamiento_utilizacion_espacio_bytes utilizables

La cantidad total de espacio de almacenamiento de objetos restante. Calculado mediante la adicion
conjunta de la cantidad de espacio disponible para todos los almacenes de objetos en el nodo de
almacenamiento.

storagegrid_swift_data_transfers_bytes_ingeridos
La cantidad total de datos procesados de los clientes de Swift en este nodo de almacenamiento desde que
se restablecio el atributo por ultima vez.

storagegrid_swift_data_transfers_bytes_recuperados

La cantidad total de datos recuperados por los clientes de Swift de este nodo de almacenamiento desde
que se restablecio el atributo por ultima vez.
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storagegrid_swift_operaciones_failed
El numero total de operaciones Swift con errores (codigos de estado HTTP 4xx y 5xx), excepto las
causadas por un error de autorizacion de Swift.

storagegrid_swift_operaciones_correctamente
La cantidad total de operaciones de Swift correctas (cédigo de estado HTTP 2xx).

storagegrid_swift_operaciones_no autorizado

Numero total de operaciones Swift fallidas que son el resultado de un error de autorizacion (codigos de
estado HTTP 401, 403, 405).

storagegrid_inquilino_uso_datos_bytes
El tamafio légico de todos los objetos para el arrendatario.

storagegrid_tenant_usage_object_count
El nUmero de objetos para el arrendatario.

storagegrid_tenant_usage_quota_bytes

La cantidad maxima de espacio logico disponible para los objetos del inquilino. Si no se proporciona una
métrica de cuota, hay disponible una cantidad ilimitada de espacio.

Obtener una lista de todas las métricas
Para obtener la lista completa de métricas, utilice la APl de gestidon de grid.

1. En la parte superior de Grid Manager, selecciona el icono de ayuda y selecciona Documentacién de API.
2. Localice las operaciones Metricmétricas.
3. Ejecute el GET /grid/metric-names funcionamiento.

4. Descargue los resultados.

Gestionar alarmas (sistema heredado)

Gestionar alarmas (sistema heredado)

El sistema de alarma StorageGRID es el sistema heredado utilizado para identificar
puntos problematicos que a veces ocurren durante el funcionamiento normal.

@ Aunque el sistema de alarma heredado sigue siendo compatible, el sistema de alerta ofrece
importantes ventajas y es mas facil de usar.

Clases de alarma (sistema heredado)

Una alarma heredada puede pertenecer a una de las dos clases de alarma mutuamente excluyentes.

 Las alarmas predeterminadas se proporcionan con cada sistema StorageGRID y no se pueden modificar.
Sin embargo, puede desactivar las alarmas predeterminadas o anularlas definiendo las alarmas
personalizadas globales.

 Las alarmas personalizadas globales controlan el estado de todos los servicios de un tipo determinado en
el sistema StorageGRID. Puede crear una alarma Global Custom para anular una alarma predeterminada.
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También puede crear una nueva alarma Global Custom. Esto puede ser util para supervisar cualquier
condicién personalizada de su sistema StorageGRID.

Logica de activacion de alarmas (sistema heredado)

Una alarma heredada se activa cuando un atributo StorageGRID alcanza un valor de umbral que se evallua
como verdadero frente a una combinacion de clase de alarma (predeterminada o personalizada global) y nivel
de gravedad de alarma.

Color Gravedad de Significado
alarma
r Amarillo Aviso El nodo esta conectado a la cuadricula, pero existe

una condicidn poco habitual que no afecta a las
operaciones normales.

Naranja claro Menor El nodo esta conectado a la cuadricula, pero existe
una condicién anormal que podria afectar al
funcionamiento en el futuro. Debe investigar para
evitar el escalado.

G Naranja oscuro  Importante El nodo esta conectado a la cuadricula, pero existe
una condicién anormal que afecta actualmente al
funcionamiento. Esto requiere atencién inmediata
para evitar un escalado.

9 Rojo Critico El nodo esta conectado a la cuadricula, pero existe
una condicidon anormal que ha detenido las
operaciones normales. Debe abordar el problema de
inmediato.

La gravedad de la alarma y el valor del umbral correspondiente se pueden establecer para cada atributo
numeérico. El servicio NMS de cada nodo de administracion supervisa continuamente los valores de atributos
actuales en funcion de los umbrales configurados. Cuando se activa una alarma, se envia una notificacion a
todo el personal designado.

Tenga en cuenta que un nivel de gravedad normal no desencadena una alarma.

Los valores de los atributos se evaluan en relacion con la lista de alarmas activadas definidas para ese
atributo. La lista de alarmas se Marca en el siguiente orden para encontrar la primera clase de alarma con una
alarma definida y activada para el atributo:

1. Alarmas personalizadas globales con niveles de alarma desde criticos hasta avisos.

2. Alarmas predeterminadas con limites de alarma desde critica hasta Aviso.

Después de que se encuentre una alarma activada para un atributo en la clase de alarma superior, el servicio
NMS solo evalua dentro de esa clase. El servicio NMS no se evaluara en comparacion con las otras clases de
menor prioridad. Es decir, si hay una alarma Global Custom activada para un atributo, el servicio NMS sélo
evalla el valor del atributo frente a las alarmas Global Custom. Las alarmas predeterminadas no se evaluan.
Por lo tanto, una alarma predeterminada activada para un atributo puede cumplir los criterios necesarios para
activar una alarma, pero no se activara porque se activa una alarma personalizada global (que no cumple los
criterios especificados) para el mismo atributo. No se activa ninguna alarma y no se envia ninguna
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notificacion.

Ejemplo de activacion de alarma

Puede utilizar este ejemplo para entender como se activan las alarmas personalizadas globales y las alarmas
predeterminadas.

En el ejemplo siguiente, un atributo tiene una alarma Global Custom y una alarma predeterminada definida y
activada, como se muestra en la siguiente tabla.

Umbral de alarma global personalizada Umbral de alarma predeterminado

(activado) (activado)
Aviso >= 1500 >= 1000
Menor >= 15,000 >= 1000
Importante >=150,000 >= 250,000

Si el atributo se evalia cuando su valor es 1000, no se activa ninguna alarma y no se envia ninguna
notificacion.

La alarma Global Custom tiene prioridad sobre la alarma predeterminada. Un valor de 1000 no alcanza el
valor umbral de ningun nivel de gravedad para la alarma Global Custom. Como resultado, el nivel de alarma
se evalua para ser normal.

Después de la situacion anterior, si la alarma Global Custom esta desactivada, no cambia nada. El valor del
atributo se debe volver a evaluar antes de que se active un nuevo nivel de alarma.

Con la alarma Global Custom desactivada, cuando se vuelve a evaluar el valor del atributo, el valor del
atributo se evalua frente a los valores de umbral de la alarma predeterminada. El nivel de alarma activa una
alarma de nivel de aviso y se envia una notificacion por correo electrénico al personal designado.

Alarmas de la misma gravedad

Si dos alarmas personalizadas globales para el mismo atributo tienen la misma gravedad, las alarmas se

evaluan con una prioridad "'top down™.

Por ejemplo, si UMEM cae a 50 MB, se activa la primera alarma (= 50000000), pero no la que esta debajo de
ella (<=100000000).

Global Alarms
Updated: 2018-03-17 18:05:31 POT

Global Custom Alarms (0 Result(s))

Enabled Service  Attribute Severity Message Operator Value g::;%n"atls Actions
M |S5M =] | UMEM (Available Memary) x| |minor | Junderst [= -] [s00C | 7000
¥ |SSM =] | UMEM (Available Memary) | |minor | Jundertoi |== =] [100C | 7000
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Si el orden se invierte, cuando UMEM cae a 100MB, se activa la primera alarma (<=100000000), pero no la
que esta por debajo (= 50000000).

Global Alarms

Updated: 2018-03-17 18:05:21 PDT

Global Custom Alarms (0 Result(s))

: : . Additional .

Enabled Service  Attribute Severity Message Operator Value e Actions

W |5SM ~| | UMEM (Available Memory) ~| |minor  ~| |undertor |<= ~| |100C | 2000

vV |ssm «| | UMEM (Available Memory) ~| |minor ~| |underst |= | |sooC | 2030
Default Alarms
Fiter by | Disabled Defaults »| g
0 Result(s)

Enabled Senvice Attribute Severity Message Operator Value Actions

Apply Changes *

Notificaciones

Una notificaciéon informa de la aparicion de una alarma o del cambio de estado de un servicio. Las
notificaciones de alarma se pueden enviar por correo electrénico o mediante SNMP.

Para evitar que se envien varias alarmas y notificaciones cuando se alcance un valor de umbral de alarma, se
comprueba la gravedad de la alarma con respecto a la gravedad actual del atributo. Si no hay cambio, no se
toman medidas adicionales. Esto significa que, a medida que el servicio NMS siga supervisando el sistema,
s6lo generara una alarma y enviara notificaciones la primera vez que observe una condicion de alarma para
un atributo. Si se alcanza y se detecta un nuevo umbral de valor para el atributo, la gravedad de la alarma
cambia y se envia una nueva notificacion. Las alarmas se borran cuando las condiciones vuelven al nivel
normal.

El valor del disparador que se muestra en la notificacién de un estado de alarma se redondea a tres
posiciones decimales. Por lo tanto, un valor de atributo de 1.9999 activa una alarma cuyo umbral es inferior a
(<) 2.0, aunque la notificacion de alarma muestra el valor de activacién como 2.0.

Nuevos servicios

A medida que se agregan nuevos servicios mediante la adicion de nuevos nodos de cuadricula o sitios,
heredan las alarmas predeterminadas y las alarmas personalizadas globales.

Alarmas y tablas

Los atributos de alarma que se muestran en las tablas se pueden desactivar a nivel del sistema. Las alarmas
no se pueden desactivar para filas individuales de una tabla.

Por ejemplo, en la siguiente tabla se muestran dos alarmas de entradas criticas disponibles (VMFI).
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(Seleccione SUPPORT > Tools > Topologia de cuadricula. A continuacion, seleccione Storage Node > SSM
> Resources.)

Puede desactivar la alarma VMFI para que no se active la alarma VMFI de nivel critico (ambas alarmas
criticas apareceran en verde en la tabla); Sin embargo, no puede desactivar una sola alarma en una fila de
tabla, de modo que una alarma VMFI se muestre como una alarma de nivel critico mientras que la otra se
mantenga verde.

Volumes

Maunt Paint Device Status Size  Space Avallable Total Entriss Entrias Available  Write Cache
/ sdal Online 25 %) 106GB 746GB X & 655360 550263 5 @ Enabled
farflocal sdad Online = ) 634GB 594GB 1§ & 3932160 3931842 I B Unknown
fvarflocalirangedi0  sdb  Online 25 &) 534 GB 534 GB [ @ 52428800 52427856 [ @ Enabled
Narflocalirangedb/!  sdc  Online 25 € 534 GB 534 GB T % 52428800 52427848 T ® Enabled
warflocaliranged'2 sdd  Online &) ) 534 GB 534GB T & 52428800 52427856 & & Enabled

L 0 e

Confirmar alarmas actuales (sistema heredado)

Las alarmas heredadas se activan cuando los atributos del sistema alcanzan valores de umbral de alarma. De
forma opcional, si desea reducir o borrar la lista de alarmas heredadas, puede reconocer las alarmas.

Antes de empezar
* Debe iniciar sesion en Grid Manager mediante un "navegador web compatible".

* Debe tener el permiso de acuse de recibo de alarmas.

Acerca de esta tarea

Dado que el sistema de alarmas heredado sigue siendo compatible, la lista de alarmas heredadas de la
pagina Alarmas actuales aumenta cada vez que se produce una nueva alarma. Por lo general, puede ignorar
las alarmas (ya que las alertas proporcionan una mejor vista del sistema) o puede confirmar las alarmas.

De manera opcional, cuando haya pasado completamente al sistema de alertas, puede
desactivar cada alarma heredada para evitar que se active y se agregue al recuento de alarmas
heredadas.

Cuando reconoce una alarma, ésta ya no aparece en la pagina Alarmas actuales del Gestor de cuadricula, a
menos que la alarma se active en el siguiente nivel de gravedad o se resuelva y se vuelva a producir.

@ Aunque el sistema de alarma heredado sigue siendo compatible, el sistema de alerta ofrece
importantes ventajas y es mas facil de usar.

Pasos
1. Seleccione SUPPORT > Alarms (Legacy) > Current Alarms.
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The alarm system is the legacy system. The alert system offers significant benefits and is easier to use. See Managing alerts and
alarms in the instructions far monitoring and troubleshooting StorageGRID.

Current Alarms
Last Refreshed: 2020-05-27 09:41:38 MDT

| show Acknowiadged Alarms

50 v | Records Per Page Refresh

2. Seleccione el nombre del servicio en la tabla.

Aparece la ficha Alarmas para el servicio seleccionado (SUPPORT > Tools > Topologia de cuadricula >
nodo de cuadricula > Servicio > Alarmas).

Overview 1'-,| Alarms “\| Reports 1'-,‘lClJnI"u;uln?Atior. 1'1,
1 1 L

Main History

Ay b . . .
v Alarms: ARC (DC1-ARC1) - Replication

Updated: 2019-05-24 10:45:43 MDT

Apply Changes *

3. Seleccione la casilla de verificacion Aceptar para la alarma y haga clic en Aplicar cambios.

La alarma ya no aparece en el panel de control ni en la pagina Alarmas actuales.

Cuando reconoce una alarma, la confirmacién no se copia en otros nodos de
administracion. Por este motivo, si ve el panel de control desde otro nodo de administracion,
puede continuar viendo la alarma activa.

4. Segun sea necesario, vea las alarmas confirmadas.

a. Seleccione SUPPORT > Alarms (Legacy) > Current Alarms.

b. Seleccione Mostrar alarmas aceptadas.

Se muestran todas las alarmas confirmadas.
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The alarm system is the legacy system. The alert system offers significant benefits and is easier to use. See Managing alerts and
alarms in the instructions for menitoring and troubleshooting StorageGRID.

Current Alarms
Last Refreshed: 2020-05-27 17-38:58 MDT

¥ Show Acknowledged Alarms {1-10f1)
E if_lﬂ-ﬂ' I: gy o = = --_- o
Do |

Show | 50 v | Records Per Page | Refresh

Ver alarmas predeterminadas (sistema heredado)
Puede ver la lista de todas las alarmas heredadas predeterminadas.

Antes de empezar
» Debe iniciar sesién en Grid Manager mediante un "navegador web compatible".

* Debe tener permisos de acceso especificos.

@ Aunque el sistema de alarma heredado sigue siendo compatible, el sistema de alerta ofrece
importantes ventajas y es mas facil de usar.

Pasos
1. Seleccione SUPPORT > Alarms (Legacy) > Global Alarms.

2. En filtro por, seleccione Cédigo de atributo o Nombre de atributo.
3. En el caso de igual a, introduzca un asterisco: *

4. Haga clic en la flecha i@ O pulse Intro.

Se muestran todas las alarmas predeterminadas.
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4 Global Alarms
\ipdated: 2018-03-01 15:13:02 MET

Global Custom Alarms (0 Result{s})

Enabled Service Afiibute  Severity ~Message  Operator Value Additional Recipients Actions

2000

Default Alarms

Filter by :__{i‘kttribute Code v |equaks)* 0

221 Result(s)

Enabled Service Attribute Severity Message Qperator Value Actions.
J E}]b?im“mbe”’f f;a;m Greater than 10,000,000 10000000 gl
J gjb?i&“mber °f % Greaterthan 1,000,000 >= 1000000 Sl
J ‘C‘}]b?ezctfg“mbe”’f . Greaterthan 150,000 150000 2d
: LT w o
¢ ADC ADCA (ADC Status) 'I;;-;mm Error 10 7
4 ADC ADCE (ADC State) = . Standby 10 2
v Ak iltt_ﬁ}gtgbggggions] -r\fot_ice Evering g sd
s - -w ol

Antes de empezar

» Debe tener permisos de acceso especificos.

Aunque el sistema de alarma heredado sigue siendo compatible, el sistema de alerta ofrece

@ importantes ventajas y es mas facil de usar.

Pasos

Revisar las alarmas historicas y la frecuencia de las alarmas (sistema heredado)

» Debe iniciar sesién en Grid Manager mediante un "navegador web compatible".

a. Seleccione SUPPORT > Alarms (Legacy) > Historical Alarms.

b. Debe realizar una de las siguientes acciones:

= Haga clic en uno de los periodos de tiempo.

= Introduzca un rango personalizado y haga clic en Consulta personalizada.

Al solucionar un problema, puede revisar la frecuencia con la que se ha activado una alarma heredada en el
pasado.

1. Siga estos pasos para obtener una lista de todas las alarmas activadas durante un periodo de tiempo.
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2. Siga estos pasos para averiguar con queé frecuencia se han activado las alarmas para un atributo
determinado.

a. Seleccione SUPPORT > Tools > Topologia de cuadricula.
b. Seleccione Grid node > service o component > Alarms > History.
c. Seleccione el atributo de la lista.
d. Debe realizar una de las siguientes acciones:
= Haga clic en uno de los periodos de tiempo.

= Introduzca un rango personalizado y haga clic en Consulta personalizada.
Las alarmas se enumeran en orden cronoldgico inverso.

e. Para volver al formulario de solicitud del historial de alarmas, haga clic en Historial.

Crear alarmas personalizadas globales (sistema heredado)

Es posible que haya utilizado alarmas personalizadas globales para el sistema heredado para atender
requisitos de supervision especificos. Las alarmas personalizadas globales pueden tener niveles de alarma
qgue anulan las alarmas predeterminadas o pueden supervisar atributos que no tienen una alarma
predeterminada.
Antes de empezar

» Debe iniciar sesién en Grid Manager mediante un "navegador web compatible".

» Debe tener permisos de acceso especificos.

@ Aunque el sistema de alarma heredado sigue siendo compatible, el sistema de alerta ofrece
importantes ventajas y es mas facil de usar.

Las alarmas personalizadas globales anulan las alarmas predeterminadas. No debe cambiar los valores de
alarma predeterminados a menos que sea absolutamente necesario. Al cambiar las alarmas predeterminadas,
corre el riesgo de ocultar problemas que, de lo contrario, podrian desencadenar una alarma.

Tenga cuidado si cambia los ajustes de alarma. Por ejemplo, si aumenta el valor del umbral de
una alarma, es posible que no detecte un problema subyacente. Comente los cambios
propuestos con el soporte técnico antes de cambiar la configuracion de una alarma.

Pasos
1. Seleccione SUPPORT > Alarms (Legacy) > Global Alarms.

2. Agregue una nueva fila a la tabla Alarmas globales personalizadas:

o Para afiadir una nueva alarma, haga clic en Editar y (Si ésta es la primera entrada) o Insertar @
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a

Global Alarms

Updeted: 2098-02-18 14:00:28 POT

Global Custom Alarms (0 Result{s})

Enabled Service  Attnibute

¥ |ARC ~| | ARCE (ARC State)

| W [notics +]

[stanaey [= =] W | sacipents.

W |ARC x| |AROQ (Objects Queued)

| ® [minor =] [Atleastt [>= =] [600c |

¥ |ARC | |AROQ (Objects Queued)

Default Alarms

| W [Notice +] [Atteast: [>= =] [3o0c |

Ferby | Attribute Code  +| equas|AR" 2

9 Result(s)

 Enabled Attribute Severity  Message Operator Value Actions
i ARC ARCE (ARC State) 2] Motice Standby = 10 2dl
" ARC AROQ (Objects Queued) £ Minar Al least 6000 >= 6000 Sl
¥ ARC AROQ (Objects Queued) 2] Motice At least 3000 = 3000 ?.‘
= ARC ARRF (Request Failuras) & Major At least 1 »= 1 f‘l
I ARC ARRV (Verification Failures) iy Major Al least 1 >= 1 y "
~ ARC ARVF (Store Failures) & Major At least 1 >= 1 ?‘I
7 NMS ARRC (Remaining Capacity) 2] Notica Below 10 = 10 2l
v NMS ARRS (Repository Status) & Major Disconnected <= 9 j.‘
i NMS ARRS (Repository Status) 2] Notice Standby <= 19 24l

o Para modificar una alarma predeterminada, busque la alarma predeterminada.

i. En Filtrar por, seleccione cédigo de atributo o Nombre de atributo.

ii. Escriba una cadena de busqueda.

Apply Changes *

Especifique cuatro caracteres o utilice caracteres comodin (por ejemplo, A???? O AB*). Asteriscos
(*) representan multiples caracteres y signos de interrogacion (?) representa un solo caracter.

ii. Haga clic en la flecha @0 pulse Intro.

iv. En la lista de resultados, haga clic en Copiar “ljunto a la alarma que desea modificar.

La alarma predeterminada se copia en la tabla Alarmas globales personalizadas.

3. Realice los cambios necesarios en la configuraciéon de alarmas personalizadas globales:

Titulo

Activado

Descripcion

Active o desactive la casilla de verificacidon para activar o desactivar

la alarma.
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Titulo
Atributo

Gravedad

Mensaje

Operador

Valor

Otros destinatarios

Acciones

4. Haga clic en aplicar cambios.

54

Descripcion

Seleccione el nombre y el cédigo del atributo que se supervisa en la
lista de todos los atributos aplicables al servicio o componente
seleccionado. Para ver informacion sobre el atributo, haga clic en
Info M junto al nombre del atributo.

El icono y el texto que indican el nivel de la alarma.

El motivo de la alarma (pérdida de conexion, espacio de
almacenamiento inferior al 10%, etc.).

Operadores para probar el valor del atributo actual con respecto al
umbral de valor:

» = equivale a

* > mayor que

* < menor que

* >= mayor o igual que

* <= menor o igual que

* #noigual a.

El valor de umbral de la alarma utilizado para comprobar el valor real
del atributo mediante el operador. La entrada puede ser un solo
numero, un intervalo de numeros especificado con dos puntos (1:3) o
una lista de niumeros y rangos con una coma.

Una lista complementaria de direcciones de correo electronico que se
notificaran cuando se active la alarma. Esto se suma a la lista de
correo configurada en la pagina Alarmas > Configuracion de correo
electrénico. Las listas estan delimitadas por comas.

Nota: Las listas de correo requieren la configuracion del servidor
SMTP para funcionar. Antes de agregar listas de correo, confirme que
SMTP esta configurado. Las notificaciones de alarmas

personalizadas pueden anular las notificaciones de las alarmas
Global Custom o predeterminadas.

Botones de control para: y Editar una fila

+@ Insertar una fila

+&J Eliminar una fila

+ @ Arrastre una fila hacia arriba o hacia abajo

+gd Copiar una fila



Desactivar alarmas (sistema heredado)

Las alarmas del sistema de alarmas heredado estan activadas de forma predeterminada, pero puede
desactivar las alarmas que no sean necesarias. También puede desactivar las alarmas heredadas una vez
que haya pasado completamente al nuevo sistema de alertas.

@ Aunque el sistema de alarma heredado sigue siendo compatible, el sistema de alerta ofrece
importantes ventajas y es mas facil de usar.

Desactivar una alarma predeterminada (sistema heredado)

Puede desactivar una de las alarmas predeterminadas heredadas para todo el sistema.

Antes de empezar

* Debe iniciar sesion en Grid Manager mediante un "navegador web compatible".

* Debe tener permisos de acceso especificos.

Acerca de esta tarea

La desactivacion de una alarma para un atributo que actualmente tiene una alarma activada no borra la
alarma actual. La alarma se desactivara la proxima vez que el atributo cruce el umbral de alarma o se pueda
borrar la alarma activada.

No deshabilite ninguna de las alarmas heredadas hasta que haya realizado la transicién
completa al nuevo sistema de alertas. De lo contrario, es posible que no detecte un problema
subyacente hasta que no se complete una operacioén crucial.

Pasos
1. Seleccione SUPPORT > Alarms (Legacy) > Global Alarms.

2. Busque la alarma predeterminada para desactivarla.

a. En la seccién Alarmas predeterminadas, seleccione Filtrar por > Cédigo de atributo o Nombre de
atributo.

b. Escriba una cadena de busqueda.

Especifique cuatro caracteres o utilice caracteres comodin (por ejemplo, A???? O AB*). Asteriscos (*)
representan multiples caracteres y signos de interrogacion (?) representa un solo caracter.

c. Haga clic en la flecha E@#O pulse Intro.

@ Al seleccionar valores predeterminados desactivados se muestra una lista de todas las
alarmas predeterminadas actualmente desactivadas.

3. En la tabla de resultados de busqueda, haga clic en el icono Editar j para la alarma que desea
desactivar.
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Global Alarms
Updated: 2017-03-30 15:47:43 MDT

Global Custom Alarms (0 Result(s))

m A0

Default Alarms

Fiter by | Aftribute Code | equals |U* Y

3 Result(s)

Enabled Senice  Attribute Severity  Message Operator Value  Actions

F  55M UMEM (Available Memary) ® Citical  Under 10000000 <= 10000000 gl
[ SSM UMEM (Available Memory) &y Iajor Under 50000000 == 50000000 _?i"
r S5M UMEM (Availlable Memory) 2 Minor Under 100000000 <= 100000000 _/;?‘I

Apply Changes $

La casilla de verificacion enabled para la alarma seleccionada se activa.

4. Desactive la casilla de verificacion enabled.

5. Haga clic en aplicar cambios.

La alarma predeterminada esta desactivada.

Desactivar alarmas personalizadas globales (sistema heredado)
Puede desactivar una alarma Global Custom heredada para todo el sistema.

Antes de empezar
» Debe iniciar sesién en Grid Manager mediante un "navegador web compatible".

» Debe tener permisos de acceso especificos.

Acerca de esta tarea

La desactivacion de una alarma para un atributo que actualmente tiene una alarma activada no borra la

alarma actual. La alarma se desactivara la préxima vez que el atributo cruce el umbral de alarma o se pueda
borrar la alarma activada.

Pasos

1. Seleccione SUPPORT > Alarms (Legacy) > Global Alarms.

2. En la tabla Alarmas globales personalizadas, haga clic en Editar / junto a la alarma que desea
desactivar.

3. Desactive la casilla de verificacion enabled.
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Global Alarms
i Updated: 2016-02-21 11:21:08 FOT

Global Custom Alarms (1 Result(s))

Enabled Serice  Attribute Severity Messageowawwmaf"ml Actions
[an =] |ROTE (Tivoli Storage Manager State) > Wlugjor = fomine [= =] [0 | O30
Default Alarms

Fifler by | Disabled Defaults | 0

0 Result(s)
Enabled  Senice Atribute Severity Message Operator Value Actions

Apply Changes *

4. Haga clic en aplicar cambios.

La alarma Global Custom esta desactivada.

Borrar alarmas activadas (sistema heredado)

Si se activa una alarma heredada, puede borrarla en lugar de reconocerla.

Antes de empezar

* Debe tener la Passwords. txt archivo.

La desactivacion de una alarma para un atributo que actualmente tiene una alarma activada contra él no borra
la alarma. La alarma se desactivara la préxima vez que cambie el atributo. Puede reconocer la alarma o, si
desea borrar inmediatamente la alarma en lugar de esperar a que cambie el valor del atributo (lo que provoca
un cambio en el estado de la alarma), puede borrar la alarma activada. Puede resultarle Gtil si desea borrar
una alarma inmediatamente frente a un atributo cuyo valor no cambia con frecuencia (por ejemplo, atributos
de estado).

1. Desactive la alarma.
2. Inicie sesion en el nodo de administracion principal:

a. Introduzca el siguiente comando: ssh admin@primary Admin Node IP

b. Introduzca la contrasefia que aparece en Passwords . txt archivo.

(]

. Introduzca el siguiente comando para cambiar a la raiz: su -

o

. Introduzca la contraseia que aparece en Passwords. txt archivo.
Cuando ha iniciado sesién como root, el simbolo del sistema cambia de $ para #.

3. Reinicie el servicio NMS: service nms restart

4. Cierre la sesion del nodo de administracion: exit

La alarma se borra.
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Configurar notificaciones para alarmas (sistema heredado)

El sistema StorageGRID puede enviar automaticamente correo electrénico y. "Notificaciones SNMP" cuando
se activa una alarma o cambia el estado de servicio.

De forma predeterminada, las notificaciones por correo electrénico de alarma no se envian. Para las
notificaciones por correo electrénico, debe configurar el servidor de correo electronico y especificar los
destinatarios de correo electronico. Para las notificaciones SNMP, debe configurar el agente SNMP.

Tipos de notificaciones de alarma (sistema heredado)

Cuando se activa una alarma heredada, el sistema StorageGRID envia dos tipos de notificaciones de alarma:
Nivel de gravedad y estado de servicio.

Notificaciones de nivel de gravedad

Se envia una notificacion por correo electronico de alarma cuando se activa una alarma heredada en un nivel
de gravedad seleccionado:

+ Aviso

* Menor

* Importante

* Critico
Una lista de correo recibe todas las notificaciones relacionadas con la alarma para la gravedad seleccionada.

También se envia una notificacion cuando la alarma sale del nivel de alarma, ya sea solucionandose o
introduciendo un nivel de gravedad de alarma diferente.

Notificaciones de estado de servicio

Se envia una notificacion de estado de servicio cuando un servicio (por ejemplo, el servicio LDR o el servicio
NMS) entra en el estado de servicio seleccionado y cuando sale del estado de servicio seleccionado. Las
notificaciones de estado de servicio se envian cuando un servicio entra o deja uno de los siguientes estados
de servicio:

» Desconocido

* Administrativamente abajo

Una lista de correo recibe todas las notificaciones relacionadas con los cambios en el estado seleccionado.

Configurar los ajustes del servidor de correo electrénico para las alarmas (sistema heredado)

Si desea que StorageGRID envie notificaciones por correo electrénico cuando se active una alarma heredada,
debe especificar la configuracién del servidor de correo SMTP. El sistema StorageGRID solo envia correo
electrénico; no puede recibir correo electronico.

Antes de empezar
* Debe iniciar sesion en Grid Manager mediante un "navegador web compatible".

» Debe tener permisos de acceso especificos.

Acerca de esta tarea
Utilice estos ajustes para definir el servidor SMTP utilizado para las notificaciones de correo electrénico de
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alarmas antiguas y los mensajes de correo electronico AutoSupport. Esta configuracion no se utiliza para las
notificaciones de alerta.

Si utiliza SMTP como protocolo para mensajes de AutoSupport, es posible que ya haya

@ configurado un servidor de correo SMTP. El mismo servidor SMTP se utiliza para notificaciones
de correo electrénico de alarma, por lo que puede omitir este procedimiento. Consulte
"Instrucciones para administrar StorageGRID".

SMTP es el Unico protocolo compatible para enviar correo electronico.

Pasos
1. Seleccione SUPPORT > Alarms (Legacy) > Configuracion de correo electréonico heredado.

2. En el menu correo electronico, seleccione servidor.

Aparece la pagina servidor de correo electrénico. Esta pagina también se utiliza para configurar el servidor
de correo electronico para los mensajes de AutoSupport.

Use these settings to define the email server used for alarm notifications and for AutoSupport messages. These setlings are
not used for alert notifications. See Managing aleris and alarms in the instructions for monitoring and troubleshooting
StorageGRID.

Email Server
Updated: 2018-03-17 11:11:88 PDT

E-mail Server {SMTP) Information

Mail Server |
Port |
lDfF vl

Username: jroot

Mﬂﬁﬁh Password: |--t--um
From Address |

o Tu:i

Test E-mail

I” Send Test E-mail
Apply Changes *

3. Afada la siguiente configuracion del servidor de correo SMTP:

Elemento Descripcion

Servidor de correo Direccion IP del servidor de correo SMTP. Puede introducir un
nombre de host en lugar de una direccion IP si ha configurado
previamente los ajustes de DNS en el nodo de administracion.

Puerto Numero de puerto para acceder al servidor de correo SMTP.
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Elemento Descripcion

Autenticacion Permite la autenticacion del servidor de correo SMTP. De forma
predeterminada, la autenticacién esta desactivada.

Credenciales de autenticacion Nombre de usuario y contrasefia del servidor de correo SMTP. Si
autenticacion esta activada, se debe proporcionar un nombre de
usuario y una contrasefia para acceder al servidor de correo SMTP.

4. En Direccion de remitente, introduzca una direccién de correo electrénico valida que el servidor SMTP
reconocera como la direcciéon de correo electronico de envio. Esta es la direccion de correo electronico
oficial desde la que se envia el mensaje de correo electronico.

5. De manera opcional, envie un mensaje de correo electrénico de prueba para confirmar que la
configuracion del servidor de correo SMTP es correcta.

a. En el cuadro probar correo electronico > a, agregue una o mas direcciones a las que pueda
acceder.

Puede introducir una sola direccion de correo electrénico o una lista de direcciones de correo
electronico con comas. Puesto que el servicio NMS no confirma que el mensaje de correo electronico
de prueba se ha enviado correctamente o no se ha realizado correctamente, debe poder comprobar la
bandeja de entrada del destinatario de la prueba.

b. Seleccione Enviar correo electronico de prueba.

6. Haga clic en aplicar cambios.

Se guarda la configuracion del servidor de correo SMTP. Si introdujo informacién para un correo
electronico de prueba, ese correo electronico se envia. Los correos electronicos de prueba se envian al
servidor de correo inmediatamente y no se envian a través de la cola de notificaciones. En un sistema con
varios nodos de administrador, cada nodo de administrador envia un correo electrénico. La recepcion del
mensaje de correo electronico de prueba confirma que la configuracion del servidor de correo SMTP es
correcta y que el servicio NMS se conecta correctamente al servidor de correo. Un problema de conexién
entre el servicio NMS y el servidor de correo activa la alarma DE MINUTOS heredados (estado de
notificacion NMS) en el nivel de gravedad menor.

Crear plantillas de correo electrénico de alarma (sistema heredado)

Las plantillas de correo electronico le permiten personalizar el encabezado, el pie de pagina y la linea de
asunto de una notificacion de correo electronico de alarma heredada. Puede utilizar plantillas de correo
electrénico para enviar notificaciones Unicas que contengan el mismo texto principal a distintas listas de
correo.

Antes de empezar
* Debe iniciar sesion en Grid Manager mediante un "navegador web compatible".

» Debe tener permisos de acceso especificos.

Acerca de esta tarea

Utilice estos ajustes para definir las plantillas de correo electronico utilizadas para las notificaciones de
alarmas heredadas. Esta configuracion no se utiliza para las notificaciones de alerta.

Las diferentes listas de correo pueden requerir otra informacion de contacto. Las plantillas no incluyen el texto
del cuerpo del mensaje de correo electronico.
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Pasos

1. Seleccione SUPPORT > Alarms (Legacy) > Configuracién de correo electronico heredado.

2. En el menu correo electronico, seleccione Plantillas.

3. Haga clic en Editar y (O Insertar @ si no es la primera plantilla).

Email Templates
Updated: 2018-03-17 11:21:54 PDT

Template (0 - 0 of 0)

Template

N Subject Prefix Header
ame

Footer Actions

All Email Lists From SGWS|

|Temp|ate One |N01iﬂcatinns

20D

Show| 50 ~| Records Per Page Refresh

4. En la nueva fila, anada lo siguiente:

Elemento

Nombre de plantilla

Prefijo de asunto

Encabezado

Pie de pagina

5. Haga clic en aplicar cambios.

Apply Changes “

Descripcion

Nombre exclusivo utilizado para identificar la plantilla. Los nombres
de plantilla no se pueden duplicar.

Opcional. Prefijo que aparecera al principio de la linea de asunto de
un correo electrénico. Los prefijos se pueden utilizar para configurar
facilmente los filtros de correo electronico y organizar las
notificaciones.

Opcional. Texto de encabezado que aparece al principio del cuerpo
del mensaje de correo electrénico. El texto de encabezado se puede
utilizar para previsualizar el contenido del mensaje de correo
electrénico con informacion como el nombre y la direccion de la
empresa.

Opcional. Texto del pie de pagina que aparece al final del cuerpo del
mensaje de correo electronico. El texto del pie de pagina se puede
utilizar para cerrar el mensaje de correo electrénico con informacion
de recordatorio, como un numero de teléfono de contacto o un enlace
a un sitio Web.

Se agrega una nueva plantilla para notificaciones.
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Crear listas de correo para las notificaciones de alarma (sistema heredado)

Las listas de correo le permiten notificar a los destinatarios cuando se activa una alarma heredada o cuando
cambia el estado de un servicio. Debe crear al menos una lista de correo para poder enviar notificaciones por
correo electréonico de alarma. Para enviar una notificacion a un Unico destinatario, cree una lista de correo con
una direccion de correo electronico.
Antes de empezar
» Debe iniciar sesién en Grid Manager mediante un "navegador web compatible”.
» Debe tener permisos de acceso especificos.
 Si desea especificar una plantilla de correo electronico para la lista de correo (encabezado personalizado,
pie de pagina y linea de asunto), debe haber creado la plantilla.
Acerca de esta tarea
Utilice estos ajustes para definir las listas de correo utilizadas para las notificaciones de correo electrénico de
alarmas antiguas. Esta configuracién no se utiliza para las notificaciones de alerta.
Pasos
1. Seleccione SUPPORT > Alarms (Legacy) > Configuracion de correo electréonico heredado.
2. En el menu correo electronico, seleccione Listas.

3. Haga clic en Editar j (O *Insertar*@l si no es la primera lista de correo).

Email Lists
Updated: 2018-03-17 11:58:24 PDT

Lists (0 - 0 of 0)

Group Mame Recipients Template Actions

! | I =1 20D
Shnwlﬂ Records Per Page Refresh |

Apply Changes ~

4. En la nueva fila, ahada lo siguiente:

Elemento Descripcion

Nombre del grupo Nombre Unico utilizado para identificar la lista de correo. Los nombres
de las listas de correo no se pueden duplicar.

Nota: Si cambia el nombre de una lista de correo, el cambio no se
propaga a las otras ubicaciones que utilizan el nombre de la lista de
correo. Debe actualizar manualmente todas las notificaciones
configuradas para utilizar el nuevo nombre de la lista de correo.
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Elemento Descripcion

Destinatarios Una unica direccion de correo electronico, una lista de correo
configurada previamente o una lista definida por comas de
direcciones de correo electronico y listas de correo a las que se
enviaran notificaciones.

Nota: Si una direccién de correo electrénico pertenece a varias listas
de correo, solo se envia una notificaciéon por correo electronico
cuando se produce un evento de activacion de notificacion.

Plantilla Opcionalmente, seleccione una plantilla de correo electrénico para
agregar un encabezado, pie de pagina y linea de asunto exclusivos a
las notificaciones enviadas a todos los destinatarios de esta lista de
correo.

5. Haga clic en aplicar cambios.

Se crea una nueva lista de correo.

Configurar notificaciones de correo electronico para alarmas (sistema heredado)

Para recibir notificaciones por correo electrénico para el sistema de alarma heredado, los destinatarios deben
ser miembros de una lista de correo y esa lista debe afadirse a la pagina Notificaciones. Las notificaciones se
configuran para enviar correo electronico a los destinatarios sélo cuando se activa una alarma con un nivel de
gravedad especificado o cuando cambia el estado de un servicio. Por lo tanto, los destinatarios sélo reciben
las notificaciones que necesitan recibir.

Antes de empezar
* Debe iniciar sesion en Grid Manager mediante un "navegador web compatible".

» Debe tener permisos de acceso especificos.

* Debe haber configurado una lista de correo electrénico.

Acerca de esta tarea

Utilice estos ajustes para configurar notificaciones de alarmas heredadas. Esta configuracién no se utiliza para
las notificaciones de alerta.

Si una direccién de correo electronico (o lista) pertenece a varias listas de correo, sélo se envia una
notificacién de correo electronico cuando se produce un evento de activacion de notificacion. Por ejemplo, se
puede configurar un grupo de administradores dentro de la organizacién para recibir notificaciones de todas
las alarmas independientemente de su gravedad. Es posible que otro grupo soélo requiera notificaciones para
las alarmas con una gravedad critica. Puede pertenecer a ambas listas. Si se activa una alarma critica, solo
recibira una notificacion.

Pasos
1. Seleccione SUPPORT > Alarms (Legacy) > Configuracién de correo electronico heredado.

2. En el menu correo electrénico, seleccione Notificaciones.
3. Haga clic en *Editar*j (O *Insertar*@ si no es la primera notificacion).

4. En Lista de correo electrénico, seleccione la lista de correo.
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5. Seleccione uno o mas niveles de gravedad de alarma y estados de servicio.
6. Haga clic en aplicar cambios.

Las notificaciones se enviaran a la lista de correo cuando se activen o cambien las alarmas con el nivel de
gravedad de alarma o el estado de servicio seleccionado.

Suprimir notificaciones de alarma de una lista de correo (sistema heredado)

Puede suprimir las notificaciones de alarma de una lista de correo cuando ya no desee que la lista de correo
reciba notificaciones sobre alarmas. Por ejemplo, se recomienda suprimir notificaciones sobre alarmas
heredadas después de pasar a utilizar notificaciones por correo electrénico de alerta.

Antes de empezar

* Debe iniciar sesion en Grid Manager mediante un "navegador web compatible".
» Debe tener permisos de acceso especificos.

Utilice esta configuracion para suprimir las notificaciones por correo electronico del sistema de alarmas
heredado. Esta configuracién no se aplica a las notificaciones por correo electronico de alertas.

@ Aunque el sistema de alarma heredado sigue siendo compatible, el sistema de alerta ofrece
importantes ventajas y es mas facil de usar.

Pasos
1. Seleccione SUPPORT > Alarms (Legacy) > Configuracion de correo electrénico heredado.
2. En el menu correo electrénico, seleccione Notificaciones.
3. Haga clic en Editar j junto a la lista de correo para la que desea suprimir notificaciones.

4. En Suprimir, seleccione la casilla de verificacion situada junto a la lista de correo que desea suprimir o
seleccione Suprimir en la parte superior de la columna para suprimir todas las listas de correo.

5. Haga clic en aplicar cambios.

Las notificaciones de alarmas heredadas se suprimen para las listas de correo seleccionadas.

Ver alarmas heredadas

Las alarmas (sistema heredado) se activan cuando los atributos del sistema alcanzan los
valores de umbral de alarma. Puede ver las alarmas activas actualmente desde la pagina
Alarmas actuales.

@ Aunque el sistema de alarma heredado sigue siendo compatible, el sistema de alerta ofrece
importantes ventajas y es mas facil de usar.

Antes de empezar

* Debe iniciar sesion en Grid Manager mediante un "navegador web compatible".

Pasos
1. Seleccione SUPPORT > Alarms (Legacy) > Current Alarms.
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The alarm system is the legacy system. The alert system offers significant benefits and is easier to use. See Managing alerts and
alarms in the instructions for monitering and troubleshooting StorageGRID

Current Alarms
Last Refreshed: 2020-05-27 09:41:38 MDT

|| show Acknowledged Alarms {1-10of1)
’5 i'i l 2 = , o s - e - :l___ : l-... . = = -

a,

Show | 50 ¥ | Records Per Pags | Refresh |

El icono de alarma indica la gravedad de cada alarma de la siguiente manera:

Color Gravedad de Significado
alarma
- Amarillo Aviso El nodo esta conectado a la cuadricula, pero existe

una condicion poco habitual que no afecta a las
operaciones normales.

Naranja claro Menor El nodo esta conectado a la cuadricula, pero existe
una condicion anormal que podria afectar al
funcionamiento en el futuro. Debe investigar para
evitar el escalado.

n Naranja oscuro Importante El nodo esta conectado a la cuadricula, pero existe
una condicion anormal que afecta actualmente al
funcionamiento. Esto requiere atencion inmediata
para evitar un escalado.

a Rojo Critico El nodo esté conectado a la cuadricula, pero existe
una condicion anormal que ha detenido las
operaciones normales. Debe abordar el problema
de inmediato.

2. Para obtener informacion acerca del atributo que provoco la activacion de la alarma, haga clic con el botén
secundario del ratén en el nombre del atributo de la tabla.

3. Para ver detalles adicionales acerca de una alarma, haga clic en el nombre del servicio en la tabla.

Aparece la ficha Alarmas para el servicio seleccionado (SUPPORT > Tools > Topologia de cuadricula >
nodo de cuadricula > Servicio > Alarmas).
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Overview | Alarms \| Reports ‘ Configuration

Kain Hisfory
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Alarms: ARC (DC1-ARC1) - Replication
v Updated: 2019—05—241::1:46:48 MOT ) P

Severity Attribute Description Alarm Time Trigger Value  Current Value Acknowledge Time Acknowledge

D Reision ey Unevgae WOT o Uomgne Onedase
Apply Changes *

4. Si desea borrar el numero de alarmas actuales, puede realizar lo siguiente de forma opcional:

o Reconozca la alarma. Una alarma confirmada ya no se incluye en el recuento de alarmas heredadas,
a menos que se active en el siguiente nivel de gravedad o se resuelva y se vuelva a producir.

> Desactive una alarma predeterminada o Global Custom particular para todo el sistema para evitar que
se active de nuevo.

Informacion relacionada

"Referencia de alarmas (sistema heredado)"
"Confirmar alarmas actuales (sistema heredado)"

"Desactivar alarmas (sistema heredado)"

Referencia de alarmas (sistema heredado)

En la siguiente tabla se enumeran todas las alarmas predeterminadas heredadas. Si se
activa una alarma, puede buscar el codigo de alarma en esta tabla para encontrar las
acciones recomendadas.

@ Aunque el sistema de alarma heredado sigue siendo compatible, el sistema de alerta ofrece
importantes ventajas y es mas facil de usar.

Codificacion Nombre Servicio Accion recomendada
ABRL Relés de BDC, BAMS, Restaure la conectividad a un servicio (un servicio
atributos BARC, BCLB, ADC) que ejecuta un atributo Lo antes posible. de
disponibles BCMN, BLDR, servicio de retransmision. Si no hay relés de atributos
BNMS, BSSM, conectados, el nodo de cuadricula no puede informar
BDDS de los valores de atributos al servicio NMS. Por lo

tanto, el servicio NMS ya no puede supervisar el
estado del servicio ni actualizar los atributos del
servicio.

Si el problema persiste, pongase en contacto con el
soporte técnico.
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Codificacion

ACMS

HECHOS

ADCA

ADCE

Nombre Servicio

Servicios de BARC, BLDR,
metadatos BCMN
disponibles

Estado del ARCO
servicio de

organizacion en
niveles del cloud

Estado de ADC ADC

Estado ADC ADC

Accién recomendada

Se activa una alarma cuando un servicio LDR o ARC
pierde la conexién con un servicio DDS. Si esto
ocurre, las transacciones de procesamiento o
recuperacion no se pueden procesar. Si la falta de
disponibilidad de los servicios de DDS es so6lo un
breve problema transitorio, las transacciones pueden
retrasarse.

Compruebe y restaure las conexiones a un servicio
DDS para borrar esta alarma y devolver el servicio a
su funcionalidad completa.

Solo disponible para nodos de archivado con un tipo
objetivo de organizacion en niveles en cloud: Simple
Storage Service (S3).

Si el atributo ACTS del nodo de archivado esta
establecido en Read-only Enabled o Read-Write
Disabled, debe establecer el atributo en Read-Write
Enabled.

Si se activa una alarma principal debido a un fallo de
autenticacion, compruebe las credenciales asociadas
con el bloque de destino y los valores de
actualizacion, si es necesario.

Si se activa una alarma importante por cualquier otro
motivo, péngase en contacto con el soporte técnico.

Si se activa una alarma, seleccione SOPORTE >
Herramientas > Topologia de cuadricula. A
continuacién, seleccione site > grid node > ADC >
Overview > Main y ADC > Alarms > Main para
determinar la causa de la alarma.

Si el problema persiste, pongase en contacto con el
soporte técnico.

Si el valor del estado de ADC es en espera, continle
supervisando el servicio y si el problema persiste,
pongase en contacto con el soporte técnico.

Si el valor de Estado de ADC es sin conexion, reinicie

el servicio. Si el problema persiste, pdngase en
contacto con el soporte técnico.
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Codificacion Nombre

AITE Recuperar
estado

uiT Recuperar
estado

ALIS Sesiones de
atributos
entrantes

ALOS Sesiones de
atributos
salientes

68

Servicio

BARC

BARC

ADC

ADC

Accién recomendada

Salo disponible para nodos de archivado con un tipo
de destino de Tivoli Storage Manager (TSM).

Si el valor de Retrieve State esta esperando a Target,
compruebe el servidor de middleware TSM y
asegurese de que funciona correctamente. Si el nodo
de archivado se acaba de agregar al sistema
StorageGRID, asegurese de que la conexion del
nodo de archivado con el sistema de almacenamiento
de archivado externo objetivo esté configurada
correctamente.

Si el valor del Estado de recuperacion de archivo es
sin conexion, intente actualizar el estado a en linea.
Seleccione SUPPORT > Tools > Topologia de
cuadricula. A continuacion, seleccione site > grid
node > ARC > Retrieve > Configuracion >
Principal, seleccione Archivo recuperar estado >
Online y haga clic en aplicar cambios.

Si el problema persiste, pongase en contacto con el
soporte técnico.

Si el valor de Estado de recuperacion es error de
destino, compruebe si el sistema de almacenamiento
de archivos externo objetivo presenta errores.

Si se pierde el valor del estado de recuperacion de
archivo, compruebe el sistema de almacenamiento de
archivo externo objetivo para asegurarse de que esta
en linea y funciona correctamente. Compruebe la
conexion de red con el destino.

Si el valor de Archive Retrieve Status es Unknown
error, pongase en contacto con el soporte técnico.

Si el nUmero de sesiones de atributos entrantes en un
relé de atributos aumenta demasiado, puede ser una
indicacion de que el sistema StorageGRID se ha
desequilibrado. En condiciones normales, las
sesiones de atributos deben distribuirse
uniformemente entre los servicios ADC. Un
desequilibrio puede producir problemas de
rendimiento.

Si el problema persiste, pongase en contacto con el
soporte técnico.

El servicio ADC tiene un gran niumero de sesiones de
atributos y se esta sobrecargando. Si se activa esta
alarma, pongase en contacto con el soporte técnico.



Codificacion

ALUR

AQS

Nombre Servicio

Repositorios de  ADC
atributos
inaccesibles

Mensajes de BDC, BAMS,

auditoria en cola BARC, BCLB,
BCMN, BLDR,
BNMS, BDDS

Accién recomendada

Compruebe la conectividad de red con el servicio
NMS para asegurarse de que el servicio puede
ponerse en contacto con el repositorio de atributos.

Si se activa esta alarma y la conectividad de red es
buena, péngase en contacto con el servicio técnico.

Si los mensajes de auditoria no se pueden reenviar
inmediatamente a un relé de auditoria o repositorio,
los mensajes se almacenan en una cola de discos. Si
la cola de discos se llena, pueden producirse
interrupciones.

Para permitirle responder en tiempo para evitar una
interrupcion, las alarmas AMQS se activan cuando el
numero de mensajes en la cola de discos alcanza los
siguientes umbrales:

* Aviso: Mas de 100,000 mensajes
* Menor: Al menos 500,000 mensajes
* Importante: Al menos 2,000,000 mensajes

* Critico: Al menos 5,000,000 mensajes

Si se activa una alarma AMQS, compruebe la carga
en el sistema. Si ha habido un nimero significativo de
transacciones, la alarma debe resolverse con el
tiempo. En este caso, puede ignorar la alarma.

Si la alarma persiste y aumenta su gravedad, vea un
grafico del tamafio de la cola. Si el nUmero aumenta
constantemente durante horas o dias, es probable
que la carga de auditoria haya superado la capacidad
de auditoria del sistema. Reduzca la tasa de
operaciones del cliente o disminuya el numero de
mensajes de auditoria registrados cambiando el nivel
de auditoria a error o Desactivado. Consulte
"Configurar los mensajes de auditoria y los destinos
de registro".
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Codificacion Nombre Servicio

AOTE Estado de la BARC
tienda

uoT Estado de la BARC
tienda

APM Conectividad de SSM
acceso multiple
de
almacenamiento

70

Accién recomendada

Salo disponible para nodos de archivado con un tipo
de destino de Tivoli Storage Manager (TSM).

Si el valor de Estado de tienda esta esperando a
Target, compruebe el sistema de almacenamiento de
archivos externo y asegurese de que funciona
correctamente. Si el nodo de archivado se acaba de
agregar al sistema StorageGRID, asegurese de que
la conexién del nodo de archivado con el sistema de
almacenamiento de archivado externo objetivo esté
configurada correctamente.

Si el valor del estado del almacén es sin conexion,
compruebe el valor del estado del almacén. Corrija
cualquier problema antes de volver a poner el estado
de la tienda en linea.

Si el valor del estado del almacén es pérdida de
sesion, compruebe que el sistema de
almacenamiento de archivos externo esta conectado
y en linea.

Si el valor de Target error (error de destino),
compruebe si hay errores en el sistema de
almacenamiento de archivos externo.

Si el valor de estado de almacén es error
desconocido, pongase en contacto con el soporte
técnico.

Si la alarma de estado multipath aparece como
"degradado"” (seleccione SOPORTE > Herramientas
> Topologia de cuadricula y seleccione sitio > nodo
de cuadricula > SSM > Eventos), haga lo siguiente:

1. Conecte o sustituya el cable que no muestre
ninguna luz indicadora.

2. Espere de uno a cinco minutos.

No desenchufe el otro cable hasta al menos cinco
minutos después de enchufar el primero. La
desconexién demasiado temprana puede
provocar que el volumen raiz pase a ser de solo
lectura, lo que requiere reiniciar el hardware.

3. Vuelva a la pagina SSM > Recursos y
compruebe que el estado de "degradado”
Multipath ha cambiado a "nominal™ en la seccion
hardware de almacenamiento.



Codificacion

ARCE

ROQ

Nombre

Estado DEL
ARCO

Objetos en cola

Servicio

ARCO

ARCO

Accién recomendada

El servicio ARC tiene un estado de espera hasta que
se hayan iniciado todos los componentes ARC
(replicacion, almacenamiento, recuperacion, destino).
A continuacioén, pasa a Online.

Si el valor del estado ARC no pasa del modo en
espera a en linea, compruebe el estado de los
componentes del ARC.

Si el valor del estado de ARC es sin conexion, reinicie
el servicio. Si el problema persiste, pongase en
contacto con el soporte técnico.

Esta alarma se puede activar si el dispositivo de
almacenamiento extraible se esta ejecutando
lentamente debido a problemas con el sistema de
almacenamiento de archivos externo objetivo o si
encuentra varios errores de lectura. Compruebe si
hay errores en el sistema de almacenamiento de
archivos externo y asegurese de que funciona
correctamente.

En algunos casos, este error puede producirse como
resultado de una alta tasa de solicitudes de datos.
Supervise el numero de objetos en cola a medida que
disminuye la actividad del sistema.
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Codificacion

ARRF

ARRV

72

Nombre

Fallos de
solicitudes

Errores de
verificacion

Servicio

ARCO

ARCO

Accién recomendada

Si se produce un error en una recuperacion del
sistema de almacenamiento de archivado externo
objetivo, el nodo de archivado vuelve a intentar la
recuperacion, ya que el fallo puede deberse a un
problema transitorio. Sin embargo, si los datos del
objeto estan dafiados o se han marcado como no
disponibles permanentemente, la recuperacion no
falla. En su lugar, el nodo de archivado vuelve a
intentar la recuperacion de forma continua y el valor
de los fallos de solicitud continia aumentando.

Esta alarma puede indicar que el soporte de
almacenamiento que contiene los datos solicitados
esta dafiado. Compruebe el sistema de
almacenamiento de archivos externo para
diagnosticar el problema.

Si determina que los datos del objeto ya no estan en
el archivado, el objeto tendra que eliminarse del
sistema StorageGRID. Para obtener mas informacion,
pongase en contacto con el soporte técnico.

Una vez resuelto el problema que activo esta alarma,
restablezca el numero de fallos. Seleccione
SUPPORT > Tools > Topologia de cuadricula. A
continuacion, seleccione site > grid node > ARC >
Retrieve > Configuration > Main, seleccione Reset
Request Failure Count y haga clic en Apply
Changes.

Para diagnosticar y corregir este problema, péngase
en contacto con el soporte técnico.

Una vez resuelto el problema que activo esta alarma,
restablezca el numero de fallos. Seleccione
SUPPORT > Tools > Topologia de cuadricula. A
continuacion, seleccione site > grid node > ARC >
Retrieve > Configuration > Main, seleccione Reset
Verification Failure Count y haga clic en Apply
Changes.



Codificacion

ARVF

ASXP

AUMA

AUME

AUXS

BADD

Nombre Servicio

Errores de ARCO
almacenamiento

Acciones de AMS
auditoria

Estado de AMS AMS

Estado AMS AMS

Estado de AMS
exportacion de
auditoria

NuUmero de SSM
unidades con

errores del

controlador de
almacenamiento

Accién recomendada

Esta alarma puede producirse como resultado de
errores en el sistema de almacenamiento de archivos
externo objetivo. Compruebe si hay errores en el
sistema de almacenamiento de archivos externo y
asegurese de que funciona correctamente.

Una vez resuelto el problema que activo esta alarma,
restablezca el niumero de fallos. Seleccione
SUPPORT > Tools > Topologia de cuadricula. A
continuacion, seleccione site > grid node > ARC >
Retrieve > Configuration > Main, seleccione Reset
Store Failure Count y haga clic en Apply Changes.

Se activa una alarma si el valor de los recursos
compartidos de auditoria es Desconocido. Esta
alarma puede indicar un problema con la instalacion o
configuracion del nodo de administracion.

Si el problema persiste, pongase en contacto con el
soporte técnico.

Si el valor de Estado AMS es error de conectividad de
BD, reinicie el nodo de cuadricula.

Si el problema persiste, pongase en contacto con el
soporte técnico.

Si el valor del estado AMS es Standby, continte
monitorizando el sistema StorageGRID. Si el
problema persiste, pongase en contacto con el
soporte técnico.

Si el valor de Estado AMS es sin conexion, reinicie el
servicio. Si el problema persiste, pongase en contacto
con el soporte técnico.

Si se activa una alarma, corrija el problema
subyacente y, a continuacion, reinicie el servicio AMS.

Si el problema persiste, pongase en contacto con el
soporte técnico.

Esta alarma se activa cuando una o varias unidades
de un dispositivo StorageGRID presenta errores o no
estan en estado 6ptimo. Sustituya las unidades segun
sea necesario.
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Codificacion

BASF

GRAVES

BRDT

74

Nombre

Identificadores
de objetos
disponibles

Estado de
asignacion de
bloque de
identificador

Temperatura del
chasis de la
controladora de
computacion

Servicio

CMN

CMN

SSM

Accién recomendada

Cuando se aprovisiona un sistema StorageGRID, al
servicio CMN se le asigna un numero fijo de
identificadores de objeto. Esta alarma se activa
cuando el sistema StorageGRID comienza a agotar
su suministro de identificadores de objetos.

Para asignar mas identificadores, péngase en
contacto con el soporte técnico.

De forma predeterminada, se activa una alarma
cuando no se pueden asignar identificadores de
objeto porque no se puede alcanzar el quérum ADC.

La asignacion de bloques de identificador en el
servicio CMN requiere que haya un quérum (50% + 1)
de los servicios ADC conectado y conectado. Si el
quorum no esta disponible, el servicio CMN no puede
asignar nuevos bloques de identificador hasta que se
restablezca el quérum ADC. Si se pierde el quérum
de ADC, por lo general no se produce un impacto
inmediato en el sistema StorageGRID (los clientes
todavia pueden procesar y recuperar contenido), ya
que el suministro de identificadores de
aproximadamente un mes se almacena en caché en
otro lugar del grid; Sin embargo, si la condicién
continla, el sistema StorageGRID perdera la
capacidad para procesar contenido nuevo.

Si se activa una alarma, investigue el motivo de la
pérdida de quérum de ADC (por ejemplo, puede ser
un fallo de red o0 nodo de almacenamiento) y tome
medidas correctivas.

Si el problema persiste, pongase en contacto con el
soporte técnico.

Se activa una alarma si la temperatura de la
controladora de computacion en un dispositivo
StorageGRID supera un umbral nominal.

Compruebe los componentes de hardware y los
problemas medioambientales si hay un
sobrecalentamiento. Si es necesario, sustituir el
componente.



Codificacion Nombre Servicio

BTOF Desviacion BDC, BLDR,
BNMS, BAMS,
BCLB, BCMN,
BARC
BTSE Estado del reloj BDC, BLDR,
BNMS, BAMS,
BCLB, BCMN,
BARC
CAHP Porcentaje de DDS
uso de Java
Heap

Accién recomendada

Se activa una alarma si el tiempo de servicio
(segundos) difiere significativamente del tiempo del
sistema operativo. En condiciones normales, el
servicio debera volver a resincronizarse. Si el tiempo
de servicio se desvia demasiado lejos del tiempo del
sistema operativo, el funcionamiento del sistema
puede verse afectado. Confirme que el origen de la
hora del sistema StorageGRID es correcto.

Si el problema persiste, pongase en contacto con el
soporte técnico.

Se activa una alarma si el tiempo del servicio no esta
sincronizado con el tiempo de seguimiento del
sistema operativo. En condiciones normales, el
servicio debera volver a resincronizarse. Si el tiempo
se desvia demasiado lejos del tiempo del sistema
operativo, el funcionamiento del sistema puede verse
afectado. Confirme que el origen de la hora del
sistema StorageGRID es correcto.

Si el problema persiste, pongase en contacto con el
soporte técnico.

Se activa una alarma si Java no puede realizar la
recoleccion de basura a una velocidad que permita
suficiente espacio de pila para que el sistema
funcione correctamente. Una alarma podria indicar
una carga de trabajo de usuario que supere los
recursos disponibles en todo el sistema para el
almacén de metadatos de DDS. Compruebe la
actividad de ILM en el panel de control o seleccione
SUPPORT > Herramientas > Topologia de
cuadricula y, a continuacion, seleccione SITE >
GRID NODE > DDS > Recursos > Descripciéon
general > Principal.

Si el problema persiste, pongase en contacto con el
soporte técnico.
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Codificacion

CASA

CASO

CCNA

76

Nombre Servicio

Estado del DDS
almacén de
datos

Estado del DDS
almacén de
datos

Hardware de SSM
computacion

Accién recomendada

Se genera una alarma si el almacén de metadatos de
Cassandra deja de estar disponible.

Compruebe el estado de Cassandra:

1. En el nodo de almacenamiento, inicie sesion
como admin y. su A root utilizando la contrasena
que aparece en el archivo Passwords.txtl.

2. Introduzca: service cassandra status

3. Si Cassandra no se esta ejecutando, reinicie:
service cassandra restart

Esta alarma también puede indicar que el almacén de
metadatos (base de datos Cassandra) para un nodo
de almacenamiento debe recompilarse.

Consulte la informacion sobre como solucionar
problemas de los Servicios: Estado - alarma
Cassandra (SVST) en "Solucionar problemas de
metadatos".

Si el problema persiste, pongase en contacto con el
soporte técnico.

Esta alarma se activa durante la instalacion o
expansion para indicar que un nuevo almaceén de
datos se esta uniendo a la cuadricula.

Esta alarma se activa si el estado del hardware de la
controladora de computacion en un dispositivo
StorageGRID requiere atencion.
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Codificacion

CDLP

Nombre

Espacio usado
de metadatos
(porcentaje)

Servicio

DDS

Accién recomendada

Esta alarma se activa cuando el espacio efectivo de
metadatos (CEMS) alcanza un 70% de lleno (alarma
secundaria), un 90% de lleno (alarma principal) y un
100% de lleno (alarma critica).

Si esta alarma alcanza el umbral del 90%, aparecera
una advertencia en el panel de control de Grid
Manager. Debe realizar un procedimiento de
ampliacion para anadir un nuevo Lo antes posible. a
los nodos de almacenamiento. Consulte "Amplie su
grid".

Si esta alarma alcanza el umbral del 100%, debe
detener la incorporacién de objetos y afadir nodos de
almacenamiento inmediatamente. Cassandra
requiere una cierta cantidad de espacio para realizar
operaciones esenciales, como la compactacion y la
reparacion. Estas operaciones se veran afectadas si
los metadatos de los objetos utilizan mas del 100 %
del espacio permitido. Pueden producirse resultados
no deseados.

Nota: Pdngase en contacto con el servicio de
asistencia técnica si no puede agregar nodos de
almacenamiento.

Una vez que se afladen nodos de almacenamiento
nuevos, el sistema reequilibra automaticamente los
metadatos de los objetos en todos los nodos de
almacenamiento y la alarma se borra.

Consulte también informacion sobre la solucion de
problemas de la alerta de almacenamiento de
metadatos bajos en "Solucionar problemas de
metadatos”.

Si el problema persiste, pongase en contacto con el
soporte técnico.
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Codificacion

CMNA

CPRC

CPSA

CPSB

CPUT

78

Nombre

Estado de CMN

La capacidad
restante

Suministro de
alimentacion De
la controladora
de computacién
a

Suministro de
alimentacion B
de la
controladora de
computacion

Temperatura de
CPU dela
controladora de
computacion

Servicio

CMN

NMS

SSM

SSM

SSM

Accién recomendada

Si el valor de CMN Status es error, seleccione
SUPPORT > Tools > Grid topolog y seleccione site
> grid node > CMN > Overview > Main y CMN >
Alarms > Main para determinar la causa del error y
solucionar el problema.

Se activa una alarma y el valor de CMN Status es no
Online CMN durante una actualizacion de hardware
del nodo de administracién principal cuando se
cambian los CMN (el valor del estado antiguo de
CMN es Standby y el nuevo es Online).

Si el problema persiste, pédngase en contacto con el
soporte técnico.

Se activa una alarma si la capacidad restante
(numero de conexiones disponibles que se pueden
abrir a la base de datos NMS) cae por debajo de la
gravedad de alarma configurada.

Si se activa una alarma, pongase en contacto con el
soporte técnico.

Se activa una alarma si hay un problema con el
suministro De alimentacion A en el controlador de
computacion de un dispositivo StorageGRID.

Si es necesario, sustituir el componente.

Se activa una alarma si existe un problema con la
alimentacion B en el controlador de computacién de
un dispositivo StorageGRID.

Si es necesario, sustituir el componente.

Se activa una alarma si la temperatura de la CPU en
la controladora de computacién de un dispositivo
StorageGRID supera un umbral nominal.

Si el nodo de almacenamiento es un dispositivo
StorageGRID, el sistema StorageGRID indica que la
controladora requiere atencion.

Compruebe los componentes de hardware y los
problemas de entorno si hay un sobrecalentamiento.
Si es necesario, sustituir el componente.



Codificacion

DNST

ECCD

ECST

FONP

HSTE

Nombre

Estado de DNS

Se han
detectado
fragmentos
danados

Estado de
verificacion

Abra
Descriptores de
archivo

Estado HTTP

Servicio

SSM

LDR

LDR

BDC, BAMS,
BARC, BCLB,
BCMN, BLDR,
BNMS, BSSM,
BDDS

LDR

Accién recomendada

Una vez finalizada la instalacién, se activa una
alarma DNST en el servicio SSM. Una vez
configurado el DNS y la nueva informacion del
servidor llega a todos los nodos de la cuadricula, la
alarma se cancela.

Se activa una alarma cuando el proceso de
verificacion en segundo plano detecta un fragmento
codificado por borrado dafiado. Si se detecta un
fragmento dafado, se intenta reconstruir el
fragmento. Restablezca los fragmentos dafiados
detectados y copia los atributos perdidos a cero y
monitoréelos para ver si los recuentos vuelven a
subir. Si el numero aumenta, es posible que haya un
problema con el almacenamiento subyacente del
nodo de almacenamiento. No se considera que falte
una copia de los datos del objeto codificados para
borrado hasta que el nimero de fragmentos perdidos
o corruptos incumpla la tolerancia a fallos del codigo
de borrado; por lo tanto, es posible tener un
fragmento dafado y aun poder recuperar el objeto.

Si el problema persiste, pongase en contacto con el
soporte técnico.

Esta alarma indica el estado actual del proceso de
verificacion en segundo plano para los datos de
objetos codificados de borrado en este nodo de
almacenamiento.

Se activa una alarma importante si hay un error en el
proceso de verificacion en segundo plano.

La FONP puede hacerse grande durante la actividad
pico. Si no disminuye durante periodos de actividad
lenta, pongase en contacto con el soporte técnico.

Consulte acciones recomendadas para HSTU.
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Codificacion

HSTU

HTA

IRSU

80

Nombre

Estado HTTP

HTTP de inicio
automatico

Estado de
replicacion
entrante

Servicio

LDR

LDR

BLDR, BARC

Accién recomendada

HSTE y HSTU estan relacionados con HTTP para

todo el trafico LDR, incluido S3, Swift y otro trafico

StorageGRID interno. Una alarma indica que se ha
producido una de las siguientes situaciones:

« HTTP se ha desconectado manualmente.

» Se ha deshabilitado el atributo HTTP de inicio
automatico.

 El servicio LDR se esta cerrando.

El atributo HTTP de inicio automatico esta habilitado
de forma predeterminada. Si se cambia esta
configuracion, HTTP podria permanecer sin conexion
después de un reinicio.

Si es necesario, espere a que el servicio LDR se
reinicie.

Seleccione SUPPORT > Tools > Topologia de
cuadricula. A continuacion, seleccione Storage
Node > LDR > Configuracion. Si HTTP esta sin
conexion, coléquelo en linea. Compruebe que el
atributo HTTP de inicio automatico esta habilitado.

Si HTTP sigue sin conexién, pongase en contacto
con el soporte técnico.

Especifica si se deben iniciar los servicios HTTP
automaticamente al iniciar. Es una opcion de
configuracion especificada por el usuario.

Una alarma indica que se ha desactivado la
replicacion de entrada. Confirmar ajustes de
configuracion: Seleccione SUPPORT > Tools >
Topologia de cuadricula. A continuacion, seleccione
site > grid node > LDR > Replication >
Configuracion > Principal.



Codificacion

LATA

LDRE

PERDIDO

Nombre Servicio

Latencia media NMS

Estado LDR LDR

Objetos perdidos DDS, LDR

Accién recomendada

Compruebe si hay problemas de conectividad.

Compruebe la actividad del sistema para confirmar
que hay un aumento en la actividad del sistema. Un
aumento en la actividad del sistema provocara un
aumento de la actividad de los datos de atributos.
Este aumento de la actividad dara lugar a un retraso
en el procesamiento de datos de atributos. Esto
puede ser una actividad normal del sistema y se
resta.

Compruebe si hay varias alarmas. Un aumento en los
tiempos de latencia medios se puede indicar
mediante un numero excesivo de alarmas activadas.

Si el problema persiste, pongase en contacto con el
soporte técnico.

Si el valor de LDR State es Standby, continue
supervisando la situacién vy, si el problema persiste,
pongase en contacto con el soporte técnico.

Si el valor del estado LDR es sin conexion, reinicie el
servicio. Si el problema persiste, pdngase en contacto
con el soporte técnico.

Se activa cuando el sistema StorageGRID no logra
recuperar una copia del objeto solicitado desde
cualquier lugar del sistema. Antes de que se active
una alarma PERDIDA (objetos perdidos), el sistema
intenta recuperar y reemplazar un objeto que falta
desde cualquier otro lugar del sistema.

Los objetos perdidos representan una pérdida de
datos. El atributo objetos perdidos se incrementa
siempre que el numero de ubicaciones de un objeto
caiga a cero sin que el servicio DDS purice el
contenido de forma intencionada para satisfacer la
politica ILM.

Investigar inmediatamente las alarmas PERDIDAS
(OBJETOS PERDIDOS). Si el problema persiste,
pongase en contacto con el soporte técnico.

"Solucionar problemas de datos de objetos perdidos o
faltantes"
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Codificacion

MCEP

MINQ

MIN

SRA.

NANG

NDUP

82

Nombre Servicio

Caducidad del CMN
certificado de la
interfaz de

gestion

Notificaciones de NMS
correo

electrénico en

cola

Estado de las BNMS
notificaciones

por correo

electrénico

Estado del motor BNMS
de la interfaz
NMS

Configuracion de SSM
negociacion
automatica de

red

Configuracion SSM
duplex de red

Accién recomendada

Se activa cuando el certificado utilizado para acceder
a la interfaz de gestion esta a punto de expirar.

1. En Grid Manager, seleccione CONFIGURACION
> Seguridad > certificados.

2. En la ficha Global, seleccione Certificado de
interfaz de administracion.

3. "Cargue un nuevo certificado de interfaz de
gestién."

Compruebe las conexiones de red de los servidores
que alojan el servicio NMS y el servidor de correo
externo. Confirme también que la configuracion del
servidor de correo electronico sea correcta.

"Configurar los ajustes del servidor de correo
electrénico para las alarmas (sistema heredado)"

Se activa una alarma menor si el servicio NMS no
puede conectarse al servidor de correo. Compruebe
las conexiones de red de los servidores que alojan el
servicio NMS vy el servidor de correo externo.
Confirme también que la configuracién del servidor de
correo electronico sea correcta.

"Configurar los ajustes del servidor de correo
electrénico para las alarmas (sistema heredado)"

Se activa una alarma si el motor de interfaz NMS del
nodo de administracion que recopila y genera
contenido de interfaz se desconecta del sistema.
Compruebe el Administrador del servidor para
determinar si la aplicacién individual del servidor esta
inactiva.

Compruebe la configuracion del adaptador de red. La
configuracion debe coincidir con las preferencias de
los routers y switches de red.

Un ajuste incorrecto puede tener un impacto grave en
el rendimiento del sistema.

Compruebe la configuracion del adaptador de red. La
configuracion debe coincidir con las preferencias de
los routers y switches de red.

Un ajuste incorrecto puede tener un impacto grave en
el rendimiento del sistema.
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Codificacion

NLNK

NRER

NRLY

SCA

NSCE

Nombre

Deteccion de
enlace de red

Recibir errores

Relés de
auditoria
disponibles

Estado de NMS

Estado NMS

Servicio

SSM

SSM

BDC, BARC,
BCLB, BCMN,
BLDR, BNMS,
BDDS

NMS

NMS

Accién recomendada

Compruebe las conexiones de los cables de red en el
puerto y en el conmutador.

Compruebe las configuraciones del router de red, del
switch y del adaptador.

Reinicie el servidor.

Si el problema persiste, pédngase en contacto con el
soporte técnico.

Las siguientes pueden ser las causas de las alarmas
NRER:

* La correccion de errores de avance (FEC) no
coincide

* Discrepancia entre el puerto del switch y la MTU
de NIC

« indices altos de errores de enlace

» Desbordamiento del bufer de anillo NIC

Consulte la informacion sobre como solucionar
problemas de la alarma error de recepcion de red
(NRER) en "Solucionar problemas de red, hardware y
plataforma".

Si los relés de auditoria no estan conectados a los
servicios ADC, los eventos de auditoria no se pueden
informar. Los usuarios se ponen en cola y no estan
disponibles hasta que se restaura la conexion.

Restaure la conectividad a un Lo antes posible. de
servicio de ADC.

Si el problema persiste, pongase en contacto con el
soporte técnico.

Si el valor de Estado de NMS es error de
conectividad de BD, reinicie el servicio. Si el
problema persiste, pongase en contacto con el
soporte técnico.

Si el valor del estado de NMS es en espera, continle
la monitorizacion y si el problema persiste, pongase
en contacto con el servicio técnico.

Si el valor del estado NMS es sin conexion, reinicie el

servicio. Si el problema persiste, pdngase en contacto
con el soporte técnico.
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Codificacion

NSPD

NBR

NTER

NTFQ

NTLK

84

Nombre Servicio

Velocidad SSM
Tablespace NMS
gratis

Errores de SSM
transmision

Compensacion SSM
de frecuencia
NTP

Bloqueo NTP SSM

Accién recomendada

Esto puede deberse a problemas de conectividad de
red o de compatibilidad de controladores. Si el
problema persiste, pongase en contacto con el
soporte técnico.

Si se activa una alarma, compruebe la rapidez con la
que ha cambiado el uso de la base de datos. Una
caida repentina (a diferencia de un cambio gradual a
lo largo del tiempo) indica una condicion de error. Si
el problema persiste, pdngase en contacto con el
soporte técnico.

El ajuste del umbral de alarma permite gestionar de
manera proactiva cuando se debe asignar mas
almacenamiento.

Si el espacio disponible alcanza un umbral bajo
(consulte umbral de alarma), pongase en contacto
con el soporte técnico para cambiar la asignacién de
la base de datos.

Estos errores se pueden borrar sin que se
restablezcan manualmente. Si no se borran,
compruebe el hardware de la red. Compruebe que el
hardware y el controlador del adaptador estan
correctamente instalados y configurados para
funcionar con los routers y switches de la red.

Cuando se resuelva el problema subyacente,
restablezca el contador. Seleccione SUPPORT >
Tools > Topologia de cuadricula. A continuacion,
seleccione site > grid node > SSM > Recursos >
Configuracioén > Principal, seleccione Restablecer
recuento de errores de transmision y haga clic en
aplicar cambios.

Si el desvio de frecuencia supera el umbral
configurado, es probable que haya un problema de
hardware con el reloj local. Si el problema persiste,
pongase en contacto con el soporte técnico para
arreglar un reemplazo.

Si el daemon NTP no esta bloqueado en una fuente
de hora externa, compruebe la conectividad de red
con los origenes de tiempo externos designados, su
disponibilidad y su estabilidad.



Codificacion

NOTF

NTSJ

NTSU

OPST

OQRT

Nombre Servicio

Ajuste de tiempo SSM
NTP

Variacion de SSM
origen de tiempo
seleccionada

Estado de NTP SSM

Estado general SSM
de la
alimentacién

Objetos en LDR
cuarentena

Accién recomendada

Si el desfase de tiempo supera el umbral configurado,
es probable que haya un problema de hardware con
el oscilador del reloj local. Si el problema persiste,
pongase en contacto con el soporte técnico para
arreglar un reemplazo.

Este valor indica la fiabilidad y estabilidad del origen
de tiempo que NTP utiliza en el servidor local como
referencia.

Si se activa una alarma, puede ser una indicacion de
que el oscilador de la fuente de tiempo esta
defectuoso, o de que hay un problema con el enlace
WAN al origen de tiempo.

Si el valor del estado de NTP no esta en ejecucion,
pongase en contacto con el soporte técnico.

Se activa una alarma si la alimentacién de un
dispositivo StorageGRID se desvia del voltaje de
funcionamiento recomendado.

Compruebe el estado de la fuente de alimentacién A
o B para determinar qué fuente de alimentacion
funciona de forma anormal.

Si es necesario, sustituya la fuente de alimentacion.

Una vez que el sistema StorageGRID restaura
automaticamente los objetos, los objetos en
cuarentena se pueden quitar del directorio de
cuarentena.

1. Seleccione SUPPORT > Tools > Topologia de
cuadricula.

2. Seleccione sitio > nodo de almacenamiento >
LDR > verificacion > Configuraciéon >
Principal.

3. Seleccione Eliminar objetos en cuarentena.

4. Haga clic en aplicar cambios.

Los objetos en cuarentena se eliminan y el recuento
se restablece a cero.

85



Codificacion

ORSU

OSLF

PMEM

PSA

PSBS

86

Nombre Servicio

Estado de BLDR, BARC
replicacion
saliente

Estado de la SSM
bandeja

Uso de memoria BDC, BAMS,

de servicio BARC, BCLB,

(porcentaje) BCMN, BLDR,
BNMS, BSSM,
BDDS

Estado del SSM

suministro de
alimentacion de

Estado de la SSM
fuente de
alimentacion B

Accién recomendada

Una alarma indica que la replicacion saliente no es
posible: El almacenamiento esta en un estado en el
que los objetos no se pueden recuperar. Se activa
una alarma si la replicacioén saliente se desactiva
manualmente. Seleccione SUPPORT > Tools >
Topologia de cuadricula. A continuacion, seleccione
site > grid node > LDR > Replication >
Configuracion.

Se activa una alarma si el servicio LDR no esta
disponible para la replicacion. Seleccione SUPPORT
> Tools > Topologia de cuadricula. A continuacion,
seleccione site > grid node > LDR >
almacenamiento.

Se activa una alarma si el estado de uno de los
componentes de la bandeja de almacenamiento de
un dispositivo de almacenamiento esta degradado.
Los componentes de la bandeja de almacenamiento
incluyen los IOM, los ventiladores, los suministros de
alimentacion y los cajones de unidades.Si esta
alarma se activa, consulte las instrucciones de
mantenimiento del dispositivo.

Puede tener un valor superior al y% de RAM, donde y
representa el porcentaje de memoria que utiliza el
servidor.

Las cifras por debajo del 80% son normales. Mas del
90% se considera un problema.

Si el uso de la memoria es elevado para un uUnico
servicio, supervise la situacion e investigue.

Si el problema persiste, pongase en contacto con el
soporte técnico.

Se activa una alarma si la fuente De alimentacion A
de un dispositivo StorageGRID se desvia del voltaje
de funcionamiento recomendado.

Si es necesario, sustituya la fuente de alimentacion A.

Se activa una alarma si la fuente de alimentacion B
de un dispositivo StorageGRID se desvia del voltaje
de funcionamiento recomendado.

Si es necesario, sustituya la fuente de alimentacion B.



Codificacion Nombre

RDTE Estado de Tivoli
Storage
Manager

RDTU Estado de Tivoli
Storage
Manager

Servicio

BARC

BARC

Accién recomendada

Salo disponible para nodos de archivado con un tipo
de destino de Tivoli Storage Manager (TSM).

Si el valor de Estado de Tivoli Storage Manager es
sin conexion, compruebe el estado de Tivoli Storage
Manager y resuelva cualquier problema.

Vuelva a conectar el componente. Seleccione
SUPPORT > Tools > Topologia de cuadricula. A
continuacion, seleccione site > grid node > ARC >
Target > Configuration > Main, seleccione Tivoli
Storage Manager State > Online y haga clic en
Apply Changes.

Salo disponible para nodos de archivado con un tipo
de destino de Tivoli Storage Manager (TSM).

Si el valor de Estado de Tivoli Storage Manager es
error de configuracién y el nodo de archivado se
acaba de agregar al sistema StorageGRID,
asegurese de que el servidor de middleware TSM
esta configurado correctamente.

Si el valor de Estado de Tivoli Storage Manager es
error de conexion o error de conexion, Retraer,
comprobar la configuracion de red en el servidor de
middleware TSM y la conexion de red entre el
servidor de middleware TSM vy el sistema
StorageGRID.

Si el valor de Estado de Tivoli Storage Manager es
Fallo de autenticacion o Fallo de autenticacion,
Reconexion, el sistema StorageGRID puede
conectarse al servidor de middleware TSM, pero no
puede autenticar la conexion. Compruebe que el
servidor de middleware TSM esta configurado con el
usuario, la contrasefia y los permisos correctos y
reinicie el servicio.

Si el valor de Estado de Tivoli Storage Manager es
error de sesion, se ha perdido inesperadamente una
sesion establecida. Compruebe la conexion de red
entre el servidor de middleware TSM y el sistema
StorageGRID. Compruebe si hay errores en el
servidor de middleware.

Si el valor de Estado de Tivoli Storage Manager es
error desconocido, pongase en contacto con el
soporte técnico.
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Codificacion

RIRF

RIRQ

RORQ

VICEPRESIDEN
TE

88

Nombre Servicio

Replicaciones BLDR, BARC
entrantes —no

se han podido

realizar

Replicaciones BLDR, BARC
entrantes —en
cola

Replicaciones BLDR, BARC
salientes —en
cola

Espacio util total LDR
(porcentaje)

Accién recomendada

Se puede producir una alarma de réplicas

entrantes — fallo durante periodos de altas cargas o
interrupciones temporales de la red. Una vez que la
actividad del sistema se reduce, esta alarma debe
eliminarse. Si el nimero de repeticiones fallidas
continla aumentando, busque problemas de red y
compruebe que los servicios LDR y ARC de origen y
destino estan en linea y disponibles.

Para restablecer el recuento, seleccione SUPPORT >
Tools > Grid topolog y, a continuacion, seleccione
site > grid node > LDR > Replication >
Configuration > Main. Seleccione Restablecer
recuento de fallos de replicacion entrante y haga
clic en aplicar cambios.

Las alarmas pueden producirse durante periodos de
carga alta o interrupcion temporal de la red. Una vez
que la actividad del sistema se reduce, esta alarma
debe eliminarse. Si el recuento de réplicas en cola
continia aumentando, busque problemas de red y
compruebe que los servicios LDR y ARC de origen y
destino estan en linea y disponibles.

La cola de replicacion saliente contiene datos de
objeto que se copian para cumplir las reglas de ILM y
los objetos solicitados por los clientes.

Una alarma puede ocurrir como resultado de una
sobrecarga del sistema. Espere a ver si la alarma se
borra cuando disminuye la actividad del sistema. Si la
alarma vuelve a producirse, aiada capacidad
afiadiendo nodos de almacenamiento.

Si el espacio util alcanza un umbral bajo, las opciones
incluyen expandir el sistema StorageGRID o mover
datos de objeto para archivar a través de un nodo de
archivado.



Codificacion

CA

SCEP

SCHR

SCSA

Nombre Servicio

Estado CMN

Storage API CMN
Service finaliza

la caducidad del
certificado

Estado CMN

Controladora de SSM
almacenamiento
A

Accién recomendada

Si el valor de Estado de la tarea de cuadricula activa
es error, busque el mensaje de tarea de cuadricula.
Seleccione SUPPORT > Tools > Topologia de
cuadricula. A continuacion, seleccione site > grid
node > CMN > Grid Tasks > Overview > Main. El
mensaje de tarea de la cuadricula muestra
informacién sobre el error (por ejemplo, "check failed
on node 12130011™).

Después de investigar y corregir el problema, reinicie
la tarea de cuadricula. Seleccione SUPPORT > Tools
> Topologia de cuadricula. A continuacion,
seleccione site > grid node > CMN > Grid Tasks >
Configuration > Main y seleccione Actions > Run.

Si el valor de Estado de una tarea de cuadricula que
se esta deteniendo es Error, vuelva a intentar finalizar
la tarea de cuadricula.

Si el problema persiste, pongase en contacto con el
soporte técnico.

Se desencadena cuando el certificado utilizado para
acceder a extremos de API de almacenamiento esta
a punto de expirar.

1. Seleccione CONFIGURACION > Seguridad >
certificados.

2. En la ficha Global, seleccione S3 y Swift API
Certificate.

3. "Cargue un nuevo certificado APl S3 y Swift."

Si se cancela el valor de Estado de la tarea de
cuadricula historica, investigue el motivo y vuelva a
ejecutar la tarea si es necesario.

Si el problema persiste, pongase en contacto con el
soporte técnico.

Se activa una alarma si hay un problema con la
controladora A de almacenamiento en un dispositivo
StorageGRID.

Si es necesario, sustituir el componente.
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Codificacion

SCSB

SHLH

SLSA

SMST

90

Nombre Servicio

Controladora de SSM
almacenamiento
B

Salud LDR

Promedio de SSM
carga de CPU

Estado del SSM
monitor de
registro

Accién recomendada

Se activa una alarma si hay un problema con la
controladora B de almacenamiento en un dispositivo
StorageGRID.

Si es necesario, sustituir el componente.

Algunos modelos de dispositivos no tienen una
controladora de almacenamiento B.

Si el valor de Estado de un almacén de objetos es
error, compruebe y corrija:

 problemas con el volumen que se esta montando

* errores del sistema de archivos

Cuanto mayor sea el valor, mayor sera el numero de
bus del sistema.

Si la media de carga de la CPU persiste en un valor
alto, se debe investigar el numero de transacciones
del sistema para determinar si esto se debe a una
carga pesada en ese momento. Vea un grafico del
promedio de carga de CPU: Seleccione SUPPORT >
Tools > Topologia de cuadricula. A continuacion,
seleccione site > grid node > SSM > Recursos >
Informes > Cartas.

Si la carga del sistema no es pesada y el problema
persiste, pdngase en contacto con el soporte técnico.

Si el valor de Estado del Monitor de registro no esta
conectado durante un periodo de tiempo persistente,
pongase en contacto con el soporte técnico.



Codificacion

SMTT

SNST

SEDA

SSMA

Nombre Servicio

Total de eventos SSM

Estado CMN
Estado del SSM
sistema

operativo de
almacenamiento

Estado del SSM SSM

Accién recomendada

Si el valor total de eventos es mayor que cero,
compruebe si hay eventos conocidos (como errores
de red) que puedan ser la causa. A menos que se
hayan borrado estos errores (es decir, el recuento se
ha restablecido a 0), se pueden activar las alarmas
de eventos totales.

Cuando se resuelve un problema, restablezca el
contador para borrar la alarma. Seleccione NODES >
site > grid node > Eventos > Restablecer
recuentos de eventos.

Para restablecer los recuentos de

@ eventos, debe tener el permiso de
configuracion de la pagina de topologia
de cuadricula.

Si el valor total de eventos es cero o el numero
aumenta y el problema persiste, pdngase en contacto
con el soporte técnico.

Una alarma indica que hay un problema al almacenar
los paquetes de tareas de la cuadricula. Si el valor de
Estado es error de punto de comprobacion o quérum
no alcanzado, confirme que la mayoria de los
servicios de ADC estan conectados al sistema
StorageGRID (50% mas uno) y espere unos minutos.

Si el problema persiste, pongase en contacto con el
soporte técnico.

Una alarma se activa si SANtricity OS indica que hay
un problema de «necesita atencion» con un
componente de un dispositivo StorageGRID.

Seleccione NODES. A continuacion, seleccione
Appliance Storage Node > hardware. Desplacese
hacia abajo para ver el estado de cada componente.
En SANTtricity OS, compruebe otros componentes del
dispositivo para aislar el problema.

Si el valor del estado del SSM es error, seleccione
SUPPORT > Tools > Grid topolog y seleccione site
> grid node > SSM > Overview > Main y SSM >
Overview > Alarms para determinar la causa de la
alarma.

Si el problema persiste, pédngase en contacto con el
soporte técnico.
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Codificacion

SSME

SST
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Nombre

Estado SSM

Estado del
almacenamiento

Servicio

SSM

LDR

Accién recomendada

Si el valor del estado del SSM es en espera, continle
la monitorizacion y si el problema persiste, pongase
en contacto con el servicio técnico.

Si el valor del estado SSM es sin conexion, reinicie el
servicio. Si el problema persiste, pongase en contacto
con el soporte técnico.

Si el valor del Estado de almacenamiento es espacio
util insuficiente, no hay mas almacenamiento
disponible en el nodo de almacenamiento y los
ingestos datos se redirigen a otro nodo de
almacenamiento disponible. Las solicitudes de
recuperacion pueden seguir suministrandose desde
este nodo de grid.

Debe anadirse almacenamiento adicional. No afecta
al funcionamiento del usuario final, pero la alarma
permanece hasta que se afiade almacenamiento
adicional.

Si el valor del estado del almacenamiento es
volumenes no disponibles, una parte del
almacenamiento no esta disponible. No es posible
almacenar ni recuperar datos de estos volumenes.
Compruebe el estado del volumen para obtener mas
informacion: Seleccione SUPPORT > Tools >
Topologia de cuadricula. A continuacion, seleccione
site > grid node > LDR > Storage > Overview >
Main. El estado del volumen se enumera en
almacenes de objetos.

Si el valor del estado del almacenamiento es error,
pongase en contacto con el soporte técnico.

"Solucione los problemas de la alarma de estado de
almacenamiento (SST)"


https://docs.netapp.com/es-es/storagegrid-117/troubleshoot/troubleshooting-storage-status-alarm.html
https://docs.netapp.com/es-es/storagegrid-117/troubleshoot/troubleshooting-storage-status-alarm.html

Codificacion

VST DE
NETAPP

TMEM

TPOP

Nombre

Estado

Memoria
instalada

Operaciones
pendientes

Servicio

SSM

SSM

ADC

Accién recomendada

Esta alarma se borra cuando se resuelven otras
alarmas relacionadas con un servicio no en
ejecucion. Realice un seguimiento de las alarmas del
servicio de origen para restaurar la operacion.

Seleccione SUPPORT > Tools > Topologia de
cuadricula. A continuacion, seleccione site > grid
node > SSM > Servicios > Descripcion general >
Principal. Cuando el estado de un servicio se
muestra como no se esta ejecutando, su estado es
administrativamente inactivo. El estado del servicio
puede aparecer como no en ejecucion por los
siguientes motivos:

» El servicio se ha detenido manualmente
(/etc/init.d/<service\> stop).

» Hay un problema con la base de datos de MySQL
y Server Manager cierra EL servicio MI.

» Se afadio un nodo de cuadricula, pero no se
inicio.

* Durante la instalacion, un nodo de grid aun no se
ha conectado al nodo de administrador.

Si un servicio aparece como no en ejecucion, reinicie
el servicio (/etc/init.d/<service\> restart).

Esta alarma también puede indicar que el almacén de
metadatos (base de datos Cassandra) para un nodo
de almacenamiento debe recompilarse.

Si el problema persiste, pédngase en contacto con el
soporte técnico.

"Solucione los problemas de la alarma Servicios:
Estado - Cassandra (SVST)"

Los nodos que se ejecutan con menos de 24 GIB de
memoria instalada pueden provocar problemas de
rendimiento e inestabilidad del sistema. La cantidad
de memoria instalada en el sistema debe aumentarse
a al menos 24 GIB.

Una cola de mensajes puede indicar que el servicio
ADC esta sobrecargado. Se pueden conectar muy
pocos servicios ADC al sistema StorageGRID. En
una puesta en marcha de gran tamafio, el servicio de
ADC puede requerir la adicion de recursos
computacionales o el sistema puede requerir
servicios de ADC adicionales.
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Codificacion

UMEM

VMFI

VMFR

VMST

VPRI

VSTU

94

Nombre

Memoria
disponible

Entradas
disponibles

Espacio
disponible

Estado

Prioridad de
verificacion

Estado de
verificacion de
objetos

Servicio

SSM

SSM

SSM

SSM

BLDR, BARC

LDR

Accién recomendada

Si la RAM disponible es baja, determine si se trata de
un problema de hardware o software. Si no se trata
de un problema de hardware, o si la memoria
disponible cae por debajo de los 50 MB (el umbral de
alarma predeterminado), péngase en contacto con el
soporte técnico.

Esto indica que se requiere almacenamiento
adicional. Péngase en contacto con el soporte
técnico.

Si el valor de espacio disponible es demasiado bajo
(consulte umbrales de alarma), debe investigarse si
hay archivos de registro que crecen
desproporcionalmente o si los objetos ocupan
demasiado espacio en disco (consulte umbrales de
alarma) que se deben reducir o eliminar.

Si el problema persiste, pongase en contacto con el
soporte técnico.

Se activa una alarma si el valor de Estado del
volumen montado es Desconocido. Un valor de
Unknown o Sin conexion puede indicar que no se
puede montar o acceder al volumen debido a un
problema con el dispositivo de almacenamiento
subyacente.

De forma predeterminada, el valor de prioridad de
verificacion es adaptable. Si la prioridad de
verificacion esta establecida en Alta, se activa una
alarma porque la verificacion del almacenamiento
puede ralentizar las operaciones normales del
servicio.

Seleccione SUPPORT > Tools > Topologia de
cuadricula. A continuacion, seleccione site > grid
node > LDR > Storage > Overview > Main.

Compruebe si hay signos de errores en el sistema de
archivos o en el dispositivo de bloqueo.

Si el valor de Estado de verificacion de objetos es
error desconocido, normalmente indica un problema
de hardware o del sistema de archivos de bajo nivel
(error de E/S) que impide que la tarea verificacion de
almacenamiento acceda al contenido almacenado.
Pongase en contacto con el soporte técnico.



Codificacion

XAMS

Nombre

Repositorios de
auditoria
inalcanzables

Servicio

BDC, BARC,
BCLB, BCMN,
BLDR, BNMS

Accién recomendada

Compruebe la conectividad de red al servidor que
aloja el nodo de administracion.

Si el problema persiste, pdngase en contacto con el
soporte técnico.
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