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Configure el hardware

Configurar hardware: Descripciéon general

Después de aplicar la alimentacion al dispositivo, configure las conexiones de red que
utilizara StorageGRID.

Configure las conexiones de red necesarias

Para todos los dispositivos, debe realizar varias tareas para configurar las conexiones de red necesarias,
como:

» Acceda al instalador del dispositivo
» Configure los enlaces de red

* Verifique las conexiones de red a nivel de puerto

Configuracién adicional que puede ser necesaria

En funcién de los tipos de dispositivos que esté configurando, es posible que sea necesaria una configuracion
de hardware adicional.

System Manager de SANTtricity

Para SG6000 y SG5700, configura SANTtricity System Manager. El software SANTtricity se utiliza para
supervisar el hardware de estos dispositivos.

Interfaz BMC

Los siguientes dispositivos tienen una interfaz BMC que se debe configurar:

» SGF6112
» SG6000
» SG1000
+ SG100

Configuracién opcional

* Dispositivos de almacenamiento

o Configure SANtricity System Manager (SG6000 y SG5700) el software que utilizara para supervisar el
hardware

o Cambie el modo RAID
* Dispositivos de servicios
> Acceda a la interfaz BMC para SG100 y SG1000 y la controladora SG6000-CN

Configure las conexiones StorageGRID



Acceda al instalador de dispositivos de StorageGRID

Debe acceder al instalador de dispositivos de StorageGRID para verificar la version del
instalador y configurar las conexiones entre el dispositivo y las tres redes StorageGRID:
La red de grid, la red de administracion (opcional) y la red de cliente (opcional).

Antes de empezar

« Esta utilizando cualquier cliente de gestion que pueda conectarse a la red de administracion de
StorageGRID o que tenga un portatil de servicio.

* El cliente o portatil de servicio tiene un "navegador web compatible".

 El dispositivo de servicios o el controlador del dispositivo de almacenamiento esta conectado a todas las
redes StorageGRID que planea utilizar.

» Conoce la direccion IP, la puerta de enlace y la subred del dispositivo de servicios o la controladora del
dispositivo de almacenamiento de estas redes.

« Configuro los switches de red que planea utilizar.

Acerca de esta tarea

Para acceder inicialmente al instalador de dispositivos StorageGRID, puede utilizar la direccion IP asignada
por DHCP para el puerto de la red de administracion del dispositivo de servicios o del controlador del
dispositivo de almacenamiento (suponiendo que esté conectado a la red de administracion), también puede

conectar un portatil de servicio directamente al dispositivo de servicios o al controlador del dispositivo de
almacenamiento.

Pasos

1. Si es posible, utilice la direccion DHCP para el puerto de red de administracion en el controlador del
dispositivo de servicios o del dispositivo de almacenamiento. El puerto de la red de administracion se

resalta en la siguiente figura. (Utilice la direccion IP en la red de grid si la red de administracion no esta
conectada).


https://docs.netapp.com/es-es/storagegrid-117/admin/web-browser-requirements.html

SGF6112

E5700SG
Para el E5700SG, puede realizar una de las siguientes acciones:

o Observe la pantalla de siete segmentos en la controladora E5700SG. Si los puertos 1y 10/25-
GbE 2 y 4 de la controladora E5700SG estan conectados a redes con servidores DHCP, la
controladora intenta obtener direcciones IP asignadas de forma dinamica cuando se enciende en
el compartimento. Una vez que el controlador ha completado el proceso de encendido, su
pantalla de siete segmentos muestra HO, seguido de una secuencia repetida de dos numeros.

HO -- IP address for Admin Network -- IP address for Grid Network
HO

En la secuencia:

= El primer conjunto de numeros es la direccion DHCP para el nodo de almacenamiento del
dispositivo en la red de administracion, si esta conectado. Esta direccion IP se asigna al
puerto de gestion 1 en la controladora E5700SG.

= El segundo conjunto de numeros es la direcciéon DHCP del nodo de almacenamiento del
dispositivo en la red de grid. Esta direccion IP se asigna a los puertos 10/25-GbE 2 y 4
cuando se enciende por primera vez el aparato.

@ Si no se pudo asignar una direccién IP con DHCP, se muestra 0.0.0.0.

a. Busque la etiqueta de direccion MAC en la parte frontal del dispositivo de servicios o del dispositivo de
almacenamiento y determine la direccion MAC del puerto de red de administracion.



La etiqueta de direccion MAC incluye la direccion MAC para el puerto de gestion del BMC.

Para determinar la direccion MAC del puerto de la red de administracion, agregue 2 al numero
hexadecimal de la etiqueta. Por ejemplo, si la direccion MAC de la etiqueta termina en 09, la direccion
MAC del puerto de administracion finalizara en 0B. Si la direccién MAC de la etiqueta termina en (y
)FF, la direccion MAC del puerto de administracion finalizara en (y+1)01. Puede realizar este calculo
facilmente abriendo Calculadora en Windows, establecerlo en modo Programador, seleccionando hex,
escribiendo la direccion MAC y, a continuacion, escribiendo + 2 =.

. Proporcione la direccion MAC al administrador de red, de modo que puedan buscar la direccion DHCP
del dispositivo en la red de administracion.

- Desde el cliente, introduzca esta URL para el instalador de dispositivos StorageGRID:
https://Appliance IP:8443

Para Appliance IPp, Utilice la direccion DHCP (utilice la direccion IP para la red de administracion si
la tiene).

. Si se le solicita una alerta de seguridad, vea e instale el certificado con el asistente de instalacion del
explorador.

La alerta no aparecera la proxima vez que acceda a esta URL.

Aparece la pagina de inicio del instalador de dispositivos de StorageGRID. La informacién y los
mensajes que se muestran cuando accede por primera vez a esta pagina dependen de como el
dispositivo esta conectado actualmente a redes StorageGRID. Pueden aparecer mensajes de error
que se resolveran en pasos posteriores.



NetApp® StorageGRID® Appliance Installer

Home Configure Networking = Configure Hardware - Monitor Installation Advanced -
Home

€ The installation is ready to be started. Review the settings below, and then click Start Installation.

This Node

MNode type Storage

Mode name MM-2-108-SGA-lab25

Primary Admin Node connection

Enable Admin Node discovery [
Primary Admin MNode [P 172.16.1.178

Connection state Connection to 172.16.1.178 ready

Installation

Current state Ready to start installation of MM-2-108-5GA-1ab25 into grid with
Admin Mede 172.16.1.178 running StorageGRID 11.2.0, using
StorageGRID software downloaded from the Admin Mode.

Start Installation

2. Si no puede obtener una direccion IP mediante DHCP, puede utilizar una conexion de enlace local.



SGF6112

Conecte un ordenador portatil de servicio directamente al puerto RJ-45 situado mas a la derecha del
aparato mediante un cable Ethernet.

SG6000-CN

Conecte un portatil de servicio directamente al puerto RJ-45 mas derecho del controlador SG6000-
CN mediante un cable Ethernet.

E5700SG

Conecte el portatil de servicio al puerto de gestion 2 de la controladora E5700SG mediante un cable
Ethernet.

SG100

Conecte un ordenador portatil de servicio directamente al puerto RJ-45 mas derecho del dispositivo
de servicios mediante un cable Ethernet.

SG1000

Conecte un ordenador portatil de servicio directamente al puerto RJ-45 mas derecho del dispositivo
de servicios mediante un cable Ethernet.

a. Abra un explorador Web en el portatil de servicios.

b. Introduzca esta URL para el instalador del dispositivo StorageGRID:
https://169.254.0.1:8443

Aparece la pagina de inicio del instalador de dispositivos de StorageGRID. La informacién y los
mensajes que se muestran cuando accede por primera vez a esta pagina dependen de cémo el
dispositivo esta conectado actualmente a redes StorageGRID. Pueden aparecer mensajes de error



que se resolveran en pasos posteriores.

@ Si no puede acceder a la pagina de inicio a través de una conexion local de enlace,
configure la direccién IP del portatil de servicio como 169.254.0.2y vuelva a intentarlo.

Después de terminar
Tras acceder al instalador de dispositivos de StorageGRID:
« Compruebe que la versién de instalador de dispositivos StorageGRID del dispositivo coincide con la
version de software instalada en el sistema StorageGRID. Si es necesario, actualice el instalador de
dispositivos StorageGRID.

"Comprobar y actualizar la version de StorageGRID Appliance Installer"

* Revise los mensajes que se muestran en la pagina principal del instalador de dispositivos de StorageGRID
y configure la configuracion del enlace y la configuracion IP, segun sea necesario.

MNetApp® StorageGRID® Appliance Installer

‘ Hame Configure Networking - ‘ Configure Hardware - ‘ Manitor Installation Advanced -

Home

This Node

Nede type Gateway W

MNode name | xlrEsa10

Primary Admin Node connection

Enable Admin Node |
discovery

Primany Admin Node IP 192.188.7.44

Conngction state  Conngction 1o 132,188.7.44 ready

G

Installation

Current state  Feady to stan instaliaton of xirge-10
into grid with Admin Node 132.188.7.44
running StorageGRID 11.8.0, using
SterageGRID software downikoaded
from the Admin Node.




Comprobar y actualizar la versién de StorageGRID Appliance Installer

La version de instalador del dispositivo StorageGRID en el dispositivo debe coincidir con
la version de software instalada en el sistema StorageGRID para garantizar que todas
las funciones de StorageGRID sean compatibles.

Antes de empezar
Ha accedido al instalador de dispositivos de StorageGRID.

Acerca de esta tarea

Los dispositivos StorageGRID vienen de fabrica preinstalados con el instalador de dispositivos StorageGRID.
Si va a anadir un dispositivo a un sistema StorageGRID actualizado recientemente, es posible que deba
actualizar manualmente el instalador de dispositivos StorageGRID antes de instalar el dispositivo como un
nodo nuevo.

El instalador de dispositivos de StorageGRID se actualiza automaticamente cuando se actualiza a una nueva
version de StorageGRID. No es necesario que actualice el instalador de dispositivos StorageGRID en los
nodos de dispositivos instalados. Este procedimiento s6lo es necesario cuando se instala un dispositivo que
contiene una version anterior del instalador de dispositivos de StorageGRID.

Pasos
1. En el instalador del dispositivo StorageGRID, seleccione Avanzado > Actualizar firmware.
2. Compare la version actual del firmware con la version de software instalada en el sistema StorageGRID.
(En la parte superior de Grid Manager, seleccione el icono de ayuda y seleccione Acerca de).

El segundo digito de las dos versiones debe coincidir. Por ejemplo, si el sistema StorageGRID esta
ejecutando la version 11.6.x.y, la version del instalador de dispositivos StorageGRID debe ser 3.6.z.

3. Si el dispositivo tiene una version de nivel inferior del instalador de dispositivos de StorageGRID, vaya a.
"Descargas de NetApp: Dispositivo de StorageGRID".

Inicie sesion con el nombre de usuario y la contrasefia de su cuenta de NetApp.

4. Descargue la version adecuada del archivo Soporte para dispositivos StorageGRID y el archivo de
suma de comprobacién correspondiente.

El archivo de soporte para los dispositivos StorageGRID es un . zip Fichero que contiene las versiones
de firmware actual y anterior para todos los modelos de dispositivos StorageGRID.

Después de descargar el archivo de soporte para dispositivos StorageGRID, extraiga el . zip archive y
consulte el archivo README para obtener informacion importante sobre la instalacion del instalador de
dispositivos StorageGRID.

5. Siga las instrucciones de la pagina Actualizar firmware del instalador de dispositivos StorageGRID para
realizar estos pasos:

a. Cargue el archivo de soporte (imagen de firmware) adecuado para el tipo de controladora. Algunas
versiones de firmware también requieren la carga de un archivo de suma de comprobacion. Si se le
solicita un archivo de suma de comprobacion, también se puede encontrar en el archivo de soporte
para dispositivos StorageGRID.

b. Actualice la particion inactiva.

c. Reiniciar e intercambiar particiones.


https://mysupport.netapp.com/site/products/all/details/storagegrid-appliance/downloads-tab

d. Vuelva a cargar el archivo de soporte apropiado (imagen de firmware) para el tipo de controladora.
Algunas versiones de firmware también requieren la carga de un archivo de suma de comprobacion. Si
se le solicita un archivo de suma de comprobacion, también se puede encontrar en el archivo de
soporte para dispositivos StorageGRID.

e. Actualice la segunda particion (inactiva).

Informacion relacionada
"Acceso al instalador de dispositivos de StorageGRID"

Configure los enlaces de red

Puede configurar los enlaces de red para los puertos utilizados para conectar el
dispositivo a la red de grid, la red de cliente y la red de administracion. Puede establecer
la velocidad de enlace, asi como los modos de enlace de red y puerto.

Si utiliza ConfigBuilder para generar un archivo JSON, puede configurar los enlaces de red
automaticamente. Consulte "Automatice la instalacion y configuracion de los dispositivos".

Antes de empezar

* Ya tienes "obtuvo el equipo adicional" necesario para su tipo de cable y velocidad de enlace.

* Ha instalado los transceptores correctos en los puertos en funcién de la velocidad de enlace que planea
utilizar.

» Ha conectado los puertos de red a los switches que admiten la velocidad elegida.
Si planea utilizar el modo de enlace de puerto de agregado, el modo de enlace de red LACP o el etiquetado
de VLAN:

» Conect6 los puertos de red del dispositivo a los switches que admiten VLAN y LACP.

« Si varios switches participan en el enlace LACP, los switches admiten grupos de agregacion de enlaces de
varios chasis (MLAG) o equivalente.

« Comprende como configurar los switches para que utilicen VLAN, LACP y MLAG o equivalente.
» Conoce la etiqueta de VLAN unica que se utilizara para cada red. Esta etiqueta VLAN se afiadira a cada
paquete de red para garantizar que el trafico de red se dirija a la red correcta.

Acerca de esta tarea

Solo tiene que configurar los ajustes en la pagina Configuracion de vinculos si desea utilizar un valor no
predeterminado.

@ La politica hash de transmision de LACP es layer2+3.

En las figuras y las tablas se resumen las opciones del modo de enlace de puerto y el modo de enlace de red
para cada dispositivo. En la siguiente seccion, se ofrece mas informacion:

* "Modos de enlace de puertos (SGF6112)"

* "Modos de enlace de puertos (SG6000-CN)"

* "Modos de enlace de puertos (E5700SG)"

* "Modos de enlace de puertos (SG1000 y SG100)"


https://docs.netapp.com/es-es/storagegrid-117/installconfig/automating-appliance-installation-and-configuration.html
https://docs.netapp.com/es-es/storagegrid-117/installconfig/obtaining-additional-equipment-and-tools.html
https://docs.netapp.com/es-es/storagegrid-117/installconfig/port-bond-modes-for-sgf6112.html
https://docs.netapp.com/es-es/storagegrid-117/installconfig/port-bond-modes-for-sg6000-cn-controller.html
https://docs.netapp.com/es-es/storagegrid-117/installconfig/port-bond-modes-for-e5700sg-controller-ports.html
https://docs.netapp.com/es-es/storagegrid-117/installconfig/port-bond-modes-for-sg100-and-sg1000.html

SGF6112

Modo de enlace de puerto fijo (predeterminado)

La figura muestra cémo estan unidos los cuatro puertos de red en modo de enlace de puerto fijo
(configuracion predeterminada).

Llamada

C

G

Qué puertos estan Unidos

Los puertos 1y 3 se unen para la red cliente, si se utiliza esta red.

Los puertos 2 y 4 estan Unidos para la red de cuadricula.

La tabla resume las opciones para configurar los puertos de red. Solo tiene que configurar los ajustes en
la pagina Configuracién de vinculos si desea utilizar un valor no predeterminado.

Modo de enlace
de red

Active-Backup
(predeterminado)

LACP (802.3ad)

Red de cliente desactivada
(predeterminada)

Los puertos 2 y 4 utilizan un vinculo
de copia de seguridad activa para la
red Grid.

Los puertos 1y 3 no se utilizan.

Una etiqueta de VLAN es opcional.

Los puertos 2 y 4 utilizan un enlace
LACP para la red de grid.

Los puertos 1y 3 no se utilizan.

Una etiqueta de VLAN es opcional.

Modo de enlace de puerto agregado
En la figura, se muestra como estan unidos los cuatro puertos de red en el modo de enlace de puertos

agregados.

10

Red de cliente habilitada

Los puertos 2 y 4 utilizan un vinculo
de copia de seguridad activa para la
red Grid.

Los puertos 1y 3 utilizan un vinculo
de backup activo para la red cliente.

Las etiquetas de VLAN se pueden
especificar para ambas redes, por
conveniencia del administrador de
red.

Los puertos 2 y 4 utilizan un enlace
LACP para la red de grid.

Los puertos 1y 3 utilizan un enlace
LACP para la red de cliente.

Las etiquetas de VLAN se pueden
especificar para ambas redes, por
conveniencia del administrador de
red.



Llamada Qué puertos estan Unidos

1 Los cuatro puertos se agrupan en un enlace LACP unico, lo que permite que
se usen todos los puertos para el trafico de red de grid y de red de cliente.

La tabla resume las opciones para configurar los puertos de red. Solo tiene que configurar los ajustes en
la pagina Configuracién de vinculos si desea utilizar un valor no predeterminado.

Modo de enlace Red de cliente desactivada Red de cliente habilitada

de red (predeterminada)

Solo LACP * Los puertos 1-4 utilizan un enlace * Los puertos 1-4 utilizan un enlace
(802.3ad) LACP unico para la red de grid. LACP Unico paralared de gridy la

+ Una Unica etiqueta VLAN identifica red de cliente.

los paquetes de red Grid. * Dos etiquetas VLAN permiten que
los paquetes de red de cuadricula se
separen de los paquetes de red de
cliente.

Active-Backup: Modo de vinculacion de red para los puertos de gestion

Esta figura muestra como los dos puertos de gestion de 1 GbE en SGF6112 estan vinculados en el modo
de enlace de red Active-Backup para la red de administracion.

S$G6000
Modo de enlace de puerto fijo (predeterminado)

En esta figura, se muestra como los cuatro puertos de red estan unidos en modo de enlace de puerto fijo
(configuracion predeterminada).

11



Llamada Qué puertos estan Unidos

C Los puertos 1y 3 se unen para la red cliente, si se utiliza esta red.

G Los puertos 2 y 4 estan Unidos para la red de cuadricula.

La tabla resume las opciones para configurar los puertos de red. Sélo tiene que configurar los ajustes en
la pagina Configuracién de vinculos si desea utilizar un valor no predeterminado.

Modo de Red de cliente desactivada Red de cliente habilitada

enlace de (predeterminada)

red

Active- * Los puertos 2 y 4 utilizan un vinculo de » Los puertos 2 y 4 utilizan un vinculo de
Backup copia de seguridad activa para la red copia de seguridad activa para la red
(predetermin Grid. Grid.

ado) * Los puertos 1y 3 no se utilizan. » Los puertos 1y 3 utilizan un vinculo de

« Una etiqueta de VLAN es opcional. backup activo para la red cliente.

* Las etiquetas de VLAN se pueden
especificar para ambas redes, por
conveniencia del administrador de red.

LACP * Los puertos 2 y 4 utilizan un enlace * Los puertos 2 y 4 utilizan un enlace
(802.3ad) LACP para la red de grid. LACP para la red de grid.
* Los puertos 1y 3 no se utilizan. * Los puertos 1y 3 utilizan un enlace

* Una etiqueta de VLAN es opcional. LACP para la red de cliente.

* Las etiquetas de VLAN se pueden
especificar para ambas redes, por
conveniencia del administrador de red.

Modo de enlace de puerto agregado

En esta figura, se muestra cémo los cuatro puertos de red estan Unidos en el modo de enlace de puerto
agregado.

Llamada Qué puertos estan Unidos

1 Los cuatro puertos se agrupan en un enlace LACP unico, lo que permite que
se usen todos los puertos para el trafico de red de grid y de red de cliente.

La tabla resume las opciones para configurar los puertos de red. Sélo tiene que configurar los ajustes en
la pagina Configuracién de vinculos si desea utilizar un valor no predeterminado.



Modo de Red de cliente desactivada Red de cliente habilitada

enlace de (predeterminada)

red

Solo LACP * Los puertos 1-4 utilizan un enlace * Los puertos 1-4 utilizan un enlace
(802.3ad) LACP unico para la red de grid. LACP unico para la red de grid y la red

» Una unica etiqueta VLAN identifica los de cliente.

paquetes de red Grid. * Dos etiquetas VLAN permiten que los
paquetes de red de cuadricula se
separen de los paquetes de red de
cliente.

Active-Backup: Modo de vinculacion de red para los puertos de gestion

Esta figura muestra como los dos puertos de gestién de 1 GbE del controlador SG6000-CN estan Unidos
en el modo de enlace de red Active-Backup para la red Admin.

SG5700
Modo de enlace de puerto fijo (predeterminado)

Esta figura muestra como los cuatro puertos 10/25-GbE se bonifican en modo de enlace de puerto fijo
(configuracion predeterminada).

Llamada Qué puertos estan Unidos
C Los puertos 1y 3 se unen para la red cliente, si se utiliza esta red.
G Los puertos 2 y 4 estan Unidos para la red de cuadricula.

La tabla resume las opciones para configurar los cuatro puertos 10/25-GbE. Sdlo tiene que configurar los
ajustes en la pagina Configuracién de vinculos si desea utilizar un valor no predeterminado.

13
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Modo de enlace
de red

Active-Backup .
(predeterminado)

LACP (802.3ad) .

Red de cliente desactivada
(predeterminada)

Los puertos 2 y 4 utilizan un vinculo
de copia de seguridad activa para la
red Grid.

Los puertos 1y 3 no se utilizan.

Una etiqueta de VLAN es opcional.

Los puertos 2 y 4 utilizan un enlace
LACP para la red de grid.

Los puertos 1y 3 no se utilizan.

Una etiqueta de VLAN es opcional.

Modo de enlace de puerto agregado
Esta figura muestra como los cuatro puertos 10/25-GbE estan Unidos en modo de enlace de puerto

agregado.

Red de cliente habilitada

Los puertos 2 y 4 utilizan un vinculo
de copia de seguridad activa para la
red Grid.

Los puertos 1y 3 utilizan un vinculo
de backup activo para la red cliente.

Las etiquetas de VLAN se pueden
especificar para ambas redes, por
conveniencia del administrador de
red.

Los puertos 2 y 4 utilizan un enlace
LACP para la red de grid.

Los puertos 1y 3 utilizan un enlace
LACP para la red de cliente.

Las etiquetas de VLAN se pueden
especificar para ambas redes, por
conveniencia del administrador de
red.

Llamada

1

Qué puertos estan Unidos

Los cuatro puertos se agrupan en un enlace LACP unico, lo que permite que
se usen todos los puertos para el trafico de red de grid y de red de cliente.

La tabla resume las opciones para configurar los cuatro puertos 10/25-GbE. Sdlo tiene que configurar los
ajustes en la pagina Configuracion de vinculos si desea utilizar un valor no predeterminado.



Modo de enlace
de red

Solo LACP
(802.3ad)

Red de cliente desactivada Red de cliente habilitada
(predeterminada)

* Los puertos 1-4 utilizan un enlace * Los puertos 1-4 utilizan un enlace
LACP unico para la red de grid. LACP unico para lared de grid y la

« Una Unica etiqueta VLAN identifica red de cliente.

los paquetes de red Grid. * Dos etiquetas VLAN permiten que
los paquetes de red de cuadricula se
separen de los paquetes de red de
cliente.

Active-Backup: Modo de vinculacion de red para los puertos de gestion

En esta figura, se muestra como los dos puertos de gestion de 1-GbE de la controladora E5700SG estan
Unidos en el modo de enlace de red Active-Backup para la red Admin.

SG100 y SG1000

Modo de enlace de puerto fijo (predeterminado)

Las cifras muestran como los cuatro puertos de red en SG1000 o SG100 estan unidos en modo de
enlace de puerto fijo (configuracion predeterminada).

SG1000:

Llamada

C

G

Qué puertos estan Unidos

Los puertos 1y 3 se unen para la red cliente, si se utiliza esta red.

Los puertos 2 y 4 estan Unidos para la red de cuadricula.
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La tabla resume las opciones para configurar los cuatro puertos de red. Sélo tiene que configurar los
ajustes en la pagina Configuracion de vinculos si desea utilizar un valor no predeterminado.

16

Modo de enlace
de red

Active-Backup
(predeterminado)

LACP (802.3ad)

Red de cliente desactivada
(predeterminada)

Los puertos 2 y 4 utilizan un vinculo
de copia de seguridad activa para la
red Grid.

Los puertos 1 y 3 no se utilizan.

Una etiqueta de VLAN es opcional.

Los puertos 2 y 4 utilizan un enlace
LACP para la red de grid.

Los puertos 1y 3 no se utilizan.

Una etiqueta de VLAN es opcional.

Modo de enlace de puerto agregado
Estas cifras muestran como se unen los cuatro puertos de red en el modo de enlace de puertos

agregados.

SG1000:

Red de cliente habilitada

Los puertos 2 y 4 utilizan un vinculo
de copia de seguridad activa para la
red Grid.

Los puertos 1 y 3 utilizan un vinculo
de backup activo para la red cliente.

Las etiquetas de VLAN se pueden
especificar para ambas redes, por
conveniencia del administrador de
red.

Los puertos 2 y 4 utilizan un enlace
LACP para la red de grid.

Los puertos 1y 3 utilizan un enlace
LACP para la red de cliente.

Las etiquetas de VLAN se pueden
especificar para ambas redes, por
conveniencia del administrador de
red.

EssansEEang
EEssssERan




Llamada Qué puertos estan Unidos

1 Los cuatro puertos se agrupan en un enlace LACP Uunico, lo que permite que
se usen todos los puertos para el trafico de red de grid y de red de cliente.

La tabla resume las opciones para configurar los cuatro puertos de red. Sélo tiene que configurar los
ajustes en la pagina Configuracion de vinculos si desea utilizar un valor no predeterminado.

Modo de enlace Red de cliente desactivada Red de cliente habilitada

de red (predeterminada)

Solo LACP * Los puertos 1-4 utilizan un enlace * Los puertos 1-4 utilizan un enlace
(802.3ad) LACP unico para la red de grid. LACP unico para lared de grid y la

* Una unica etiqueta VLAN identifica red de cliente.

los paquetes de red Grid. * Dos etiquetas VLAN permiten que

los paquetes de red de cuadricula se

separen de los paquetes de red de
cliente.

Active-Backup: Modo de vinculacion de red para los puertos de gestion

Estas cifras muestran como los dos puertos de gestion de 1 GbE de los dispositivos se unen en el modo

de enlace de red Active-Backup para la red de administracion.

SG1000:

Pasos

1.

En la barra de menus del instalador del dispositivo StorageGRID, haga clic en Configurar redes >
Configuracion de vinculo.

La pagina Network Link Configuration muestra un diagrama del dispositivo con los puertos de red y
administracion numerados.

La tabla Estado del enlace muestra el estado del enlace, la velocidad del enlace y otras estadisticas de los

puertos numerados.
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La primera vez que acceda a esta pagina:

> Velocidad de enlace se ajusta en Auto.

> El modo de enlace de puerto esta establecido en fijo.

> El modo de enlace de red se establece en Active-Backup para la red de cuadricula.

> La Red de administracion esta activada y el modo de enlace de red se establece en independiente.

o La Red cliente esta desactivada.

2. Seleccione la velocidad de enlace para los puertos de red en la lista desplegable velocidad de enlace.

4.
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Los switches de red que utiliza para la red de cuadricula y la red de cliente también deben ser compatibles
y configurados para esta velocidad. Debe utilizar los adaptadores o transceptores adecuados para la
velocidad de enlace configurada. Utilice la velocidad de enlace automatico cuando sea posible porque
esta opcion negocia tanto la velocidad de enlace como el modo de correccion de error de avance (FEC)
con el interlocutor de enlace.

Si tiene pensado utilizar la velocidad de enlace de 25 GbE para los puertos de red de SG6000 o SG5700:

o Utilice transceptores SFP28 y cables Twinax SFP28 o cables 6pticos.
o Para el SG6000, selecciona Auto en la lista desplegable Velocidad de enlace.
o Para el SG5700, seleccione 25GbE en la lista desplegable Velocidad de enlace.

Habilite o deshabilite las redes StorageGRID que tiene previsto utilizar.
Se requiere la red de red. No puede desactivar esta red.

a. Si el dispositivo no esta conectado a la red de administracion, desactive la casilla de verificacion
Habilitar red para la red de administracion.

b. Si el aparato esta conectado a la red cliente, seleccione la casilla de verificacién Habilitar red para la
red cliente.

Ahora se muestra la configuracion de la red de cliente para los puertos NIC de datos.
Consulte la tabla y configure el modo de enlace de puerto y el modo de enlace de red.
Este ejemplo muestra:

- Agregado y LACP seleccionados para la red Grid y las redes cliente. Debe especificar una etiqueta
de VLAN exclusiva para cada red. Puede seleccionar valores entre 0 y 4095.

o Active-Backup seleccionado para la red de administracion.



Link Settings
Link spead

Part bond mode

Grid Network

Enabie network

Netwerk bord mode

Enabiz VLAN (802,13} tagging

VLAN {202 Tq) tag

MAC Addresses

Admin Metwork
Enable network

Network bond mode

WAC Addresses

Client Metwork
Enable network

Network bord mods

Ensbie VLAN {802, Tq} tagging

VLAN (B0Z. 1q) tag

MAC Addresses

OFmad { e |
AL _J\-'- “

Choos= Fooed n"ﬁde|I'3,,-nuwar|tmLrsemnsZamF4lmﬂEGmNem'ﬂrkandpun&‘:aerBEnrme

Client Network (if enabled). Choose Aggregate port bond mode if you want all connected ports to share a single

LAGF bond for both the Grd and Client Netaorks,

e

7
| Active-Backup
If the port bond mode is

{802 3ad)
masst be in LACP (B02. 3ad) mode.

ENBbdb:42:dT:00 5XEb:db:42:d7:01 ElBbodb 424724 BDBb4b:42:d725

I you are using DHCP, it is recommended that you configure a permanent DHCP reservation. Use all of these
MAL addressec in the reservation to assign one |P address fo this network interiace.

&

(yindependent @cﬁve—ﬂaﬁﬂqﬁ

Connect the Admin Metwork to ports & and 8. |f necessany, you can maks a temporzry dirsct Ethernat
connection by disconnecting ports 5 and &, then comnecting to port & and using link-local IP addreses 1692584001

for sooess.

d8:c4:5T7:2a:24:55

If you are using DHCP, it is recommended that you configurs 3 permanent DHCP reservation. Use sl of these
MALC addresses in the reservation to assign one |P address fo this network interfzce.

b1
(T Aptive-Backup t"@_ LACP (802.3ad) )

If the port bond mode is.ﬁwega‘be: all bonds must be in LACP (B02.2ad) mode.

b
R

5D:8b:4b:42:dT:00 ED:6bidb 42:d7:01 BQBb:4b42.d7T:24 5lGb4b:42:d7T:2E

If you are using DHCP, it = recommended that you configure 3 permanent DHCP reservation. Use all of these
MAC sddrecses in the reservation to assign ong |P address to this netwerk interface

5. Cuando esté satisfecho con sus selecciones, haga clic en Guardar.
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Puede perder la conexion si ha realizado cambios en la red o el enlace que esta conectado
a través de. Si no se vuelve a conectar en 1 minuto, vuelva a introducir la URL del

@ instalador de dispositivos de StorageGRID mediante una de las otras direcciones IP
asignadas al dispositivo:
https://appliance IP:8443

Configure las direcciones IP de StorageGRID

Puede usar el instalador de dispositivos de StorageGRID para configurar las direcciones
IP y la informacion de enrutamiento utilizada para el nodo de almacenamiento del
dispositivo o el dispositivo de servicios en las redes de grid, de administracion y de
cliente de StorageGRID.

Si utiliza ConfigBuilder para generar un archivo JSON, puede configurar direcciones IP automaticamente.
Consulte "Automatice la instalacion y configuracion de los dispositivos”.

Acerca de esta tarea

Debe asignar una IP estatica al dispositivo en cada red conectada o asignar una concesion permanente a la
direccién del servidor DHCP.

Para cambiar la configuracion del vinculo, consulte las siguientes instrucciones:

« "Cambie la configuracion de enlace del dispositivo SGF6112"
« "Cambie la configuracién de enlace del controlador SG6000-CN"
» "Cambie la configuracion del enlace de la controladora E5700SG"

+ "Cambie la configuracién de enlace del dispositivo de servicios SG100 o SG1000"

Pasos
1. En el instalador del dispositivo StorageGRID, seleccione Configurar redes > Configuracion IP.

Aparece la pagina Configuracion de IP.

2. Para configurar Grid Network, seleccione Static o DHCP en la seccion Grid Network de la pagina.
3. Si ha seleccionado estatico, siga estos pasos para configurar la red de cuadricula:
a. Introduzca la direccion IPv4 estatica utilizando la notaciéon CIDR.

b. Introduzca la puerta de enlace.
Si la red no tiene una puerta de enlace, vuelva a introducir la misma direccién IPv4 estatica.

c. Si desea utilizar tramas gigantes, cambie el campo MTU a un valor adecuado para tramas gigantes,
como 9000. De lo contrario, mantenga el valor predeterminado de 1500.

El valor de MTU de la red debe coincidir con el valor configurado en el puerto del switch
@ al que esta conectado el nodo. De lo contrario, pueden ocurrir problemas de
rendimiento de red o pérdida de paquetes.
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Para obtener el mejor rendimiento de red, todos los nodos deben configurarse con
valores MTU similares en sus interfaces de Grid Network. La alerta Red de cuadricula

@ MTU se activa si hay una diferencia significativa en la configuracion de MTU para la
Red de cuadricula en nodos individuales. No es necesario que los valores de MTU sean
los mismos para todos los tipos de red.

d. Haga clic en Guardar.
Al cambiar la direccién IP, la pasarela y la lista de subredes también pueden cambiar.

Si pierde la conexidn con el instalador de dispositivos StorageGRID, vuelva a introducir la URL con la
nueva direccion IP estatica que acaba de asignar. Por ejemplo,
https://appliance IP:8443

e. Confirme que la lista de subredes de red es correcta.

Si tiene subredes de cuadricula, se requiere la puerta de enlace de red de cuadricula. Todas las
subredes de la cuadricula especificadas deben ser accesibles a través de esta puerta de enlace. Estas
subredes de red de cuadricula también deben definirse en la Lista de subredes de red de cuadricula
del nodo de administracion principal al iniciar la instalacién de StorageGRID.

@ La ruta predeterminada no aparece en la lista. Si la red de cliente no esta activada, la
ruta predeterminada utilizara la puerta de enlace de red de cuadricula.

= Para agregar una subred, haga clic en el icono de insercion = a la derecha de la ultima entrada.
= Para eliminar una subred no utilizada, haga clic en el icono de eliminacion .
f. Haga clic en Guardar.

4. Si ha seleccionado DHCP, siga estos pasos para configurar Grid Network:
a. Después de seleccionar el boton de opciéon DHCP, haga clic en Guardar.

Los campos Direccién IPv4, Puerta de enlace y subredes se rellenan automaticamente. Si el
servidor DHCP esta configurado para asignar un valor MTU, el campo MTU se rellena con ese valor y
el campo pasa a ser de sélo lectura.

El navegador web se redirige automaticamente a la nueva direccion IP para el instalador de
dispositivos StorageGRID.

b. Confirme que la lista de subredes de red es correcta.

Si tiene subredes de cuadricula, se requiere la puerta de enlace de red de cuadricula. Todas las
subredes de la cuadricula especificadas deben ser accesibles a través de esta puerta de enlace. Estas
subredes de red de cuadricula también deben definirse en la Lista de subredes de red de cuadricula
del nodo de administracion principal al iniciar la instalacion de StorageGRID.

@ La ruta predeterminada no aparece en la lista. Si la red de cliente no esta activada, la
ruta predeterminada utilizara la puerta de enlace de red de cuadricula.

= Para agregar una subred, haga clic en el icono de insercion = a la derecha de la ultima entrada.
= Para eliminar una subred no utilizada, haga clic en el icono de eliminacion %.

c. Si desea utilizar tramas gigantes, cambie el campo MTU a un valor adecuado para tramas gigantes,
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como 9000. De lo contrario, mantenga el valor predeterminado de 1500.

El valor de MTU de la red debe coincidir con el valor configurado en el puerto del switch
(D al que esta conectado el nodo. De lo contrario, pueden ocurrir problemas de
rendimiento de red o pérdida de paquetes.

Para obtener el mejor rendimiento de red, todos los nodos deben configurarse con valores

MTU similares en sus interfaces de Grid Network. La alerta Red de cuadricula MTU se
@ activa si hay una diferencia significativa en la configuracion de MTU para la Red de

cuadricula en nodos individuales. No es necesario que los valores de MTU sean los mismos

para todos los tipos de red.

a. Haga clic en Guardar.

5. Para configurar la red administrativa, seleccione Static o DHCP en la seccion Admin Network de la
pagina.

@ Para configurar la red de administracion, active la red de administracion en la pagina
Configuracién de enlaces.

Admin Metwork

The Admin Metwork is a closed network used for system administration and maintenance. The Admin
Metwork is typically a private network and does not need to be routable between sites.

P @ Static () DHCE
Assignment
IPvd Address 10.224 3. 72/21
(CIDR)
Gateway 1022401
Subnets 0.0.0.0/32 +
(CIDR}
MTL 1500 K

6. Si ha seleccionado estatico, siga estos pasos para configurar la red de administracion:

a. Introduzca la direccion IPv4 estatica, mediante la notacion CIDR, para el puerto de gestion 1 del
dispositivo.

El puerto de gestion 1 esta a la izquierda de los dos puertos RJ45 de 1-GbE del extremo derecho del
dispositivo.
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b. Introduzca la puerta de enlace.
Si la red no tiene una puerta de enlace, vuelva a introducir la misma direccion IPv4 estatica.

c. Si desea utilizar tramas gigantes, cambie el campo MTU a un valor adecuado para tramas gigantes,
como 9000. De lo contrario, mantenga el valor predeterminado de 1500.

El valor de MTU de la red debe coincidir con el valor configurado en el puerto del switch
@ al que esta conectado el nodo. De lo contrario, pueden ocurrir problemas de
rendimiento de red o pérdida de paquetes.

d. Haga clic en Guardar.
Al cambiar la direccidn IP, la pasarela y la lista de subredes también pueden cambiar.

Si pierde la conexion con el instalador de dispositivos StorageGRID, vuelva a introducir la URL con la
nueva direccion IP estatica que acaba de asignar. Por ejempilo,
https://appliance:8443

e. Confirme que la lista de subredes de la red administrativa es correcta.

Debe verificar que se pueda acceder a todas las subredes mediante la puerta de enlace que ha

proporcionado.
@ La ruta predeterminada no se puede realizar para utilizar la puerta de enlace de la red
de administracion.

= Para agregar una subred, haga clic en el icono de insercion = a la derecha de la ultima entrada.
= Para eliminar una subred no utilizada, haga clic en el icono de eliminacion .
f. Haga clic en Guardar.
7. Si ha seleccionado DHCP, siga estos pasos para configurar la red de administracion:
a. Después de seleccionar el boton de opciéon DHCP, haga clic en Guardar.
Los campos Direccién IPv4, Puerta de enlace y subredes se rellenan automaticamente. Si el

servidor DHCP esta configurado para asignar un valor MTU, el campo MTU se rellena con ese valor y
el campo pasa a ser de sélo lectura.

El navegador web se redirige automaticamente a la nueva direccion IP para el instalador de
dispositivos StorageGRID.

b. Confirme que la lista de subredes de la red administrativa es correcta.

Debe verificar que se pueda acceder a todas las subredes mediante |la puerta de enlace que ha

proporcionado.
@ La ruta predeterminada no se puede realizar para utilizar la puerta de enlace de la red
de administracion.

= Para agregar una subred, haga clic en el icono de insercion <= a la derecha de la ultima entrada.

= Para eliminar una subred no utilizada, haga clic en el icono de eliminacion %.
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c. Si desea utilizar tramas gigantes, cambie el campo MTU a un valor adecuado para tramas gigantes,
como 9000. De lo contrario, mantenga el valor predeterminado de 1500.

El valor de MTU de la red debe coincidir con el valor configurado en el puerto del switch
al que esta conectado el nodo. De lo contrario, pueden ocurrir problemas de
rendimiento de red o pérdida de paquetes.

d. Haga clic en Guardar.

8. Para configurar la red de cliente, seleccione Static o DHCP en la seccion Client Network de la pagina.

(D Para configurar la red cliente, active la red cliente en la pagina Configuracion de enlaces.

Client Network

The Client Netwark is an open network used to provide access to client applications. including 53 and Swift.
The Client MNetwork enables grid nodes to communicate with any subnet reachable through the Client Metwiork
gateway. The Client Network does not become operational until you complete the StorageGRID configuration
steps

I (@ Static () DHCP
Assignment
IPvd Address AT AT T 18321
(CIDR}
Gateway 47.47.0.1
MTU 1500 =

9. Si ha seleccionado estatico, siga estos pasos para configurar la red de cliente:
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a. Introduzca la direccion IPv4 estatica utilizando la notacion CIDR.
b. Haga clic en Guardar.

c. Confirme que la direccion IP de la puerta de enlace de red de cliente es correcta.

Si la red de cliente esta activada, se muestra la ruta predeterminada. La ruta
predeterminada utiliza la puerta de enlace de red cliente y no se puede mover a otra
interfaz mientras la red cliente esta habilitada.

d. Sidesea utilizar tramas gigantes, cambie el campo MTU a un valor adecuado para tramas gigantes,
como 9000. De lo contrario, mantenga el valor predeterminado de 1500.



El valor de MTU de la red debe coincidir con el valor configurado en el puerto del switch
al que esta conectado el nodo. De lo contrario, pueden ocurrir problemas de
rendimiento de red o pérdida de paquetes.

e. Haga clic en Guardar.

10. Si ha seleccionado DHCP, siga estos pasos para configurar la red de cliente:
a. Después de seleccionar el boton de opciéon DHCP, haga clic en Guardar.

Los campos Direccién IPv4 y Puerta de enlace se rellenan automaticamente. Si el servidor DHCP
esta configurado para asignar un valor MTU, el campo MTU se rellena con ese valor y el campo pasa
a ser de solo lectura.

El navegador web se redirige automaticamente a la nueva direccion IP para el instalador de dispositivos
StorageGRID.

a. Confirme que la puerta de enlace es correcta.

Si la red de cliente esta activada, se muestra la ruta predeterminada. La ruta
predeterminada utiliza la puerta de enlace de red cliente y no se puede mover a otra
interfaz mientras la red cliente esta habilitada.

b. Si desea utilizar tramas gigantes, cambie el campo MTU a un valor adecuado para tramas gigantes,
como 9000. De lo contrario, mantenga el valor predeterminado de 1500.

El valor de MTU de la red debe coincidir con el valor configurado en el puerto del switch
al que esta conectado el nodo. De lo contrario, pueden ocurrir problemas de
rendimiento de red o pérdida de paquetes.

Compruebe las conexiones de red

Debe confirmar que puede acceder a las redes StorageGRID que esta utilizando desde
el dispositivo. Para validar el enrutamiento mediante puertas de enlace de red, debe
probar la conectividad entre el instalador de dispositivos de StorageGRID y las
direcciones IP en subredes diferentes. También puede verificar la configuracién de MTU.

Pasos

1. En la barra de menus del instalador del dispositivo StorageGRID, haga clic en Configurar redes > Ping y
prueba de MTU.

Aparece la pagina pruebas de ping y MTU.
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FPing and MTU Test

Use a ping request to check the appliance’s connectivity to a remote host. Select the network you want to check connectivity
through, and enter the IP address of the host you want to reach. To verify the MTU setting for the entire path through the network to
the destination. select Test MTU

Ping and MTU Test
Metwork Grid e

Destination [Py
Address or FQDN

Test MTU [

En el cuadro desplegable Red, seleccione la red que desea probar: Grid, Admin o Client.

Introduzca la direccion IPv4 o el nombre de dominio completo (FQDN) correspondiente a un host en esa
red.

Por ejemplo, puede hacer ping a la puerta de enlace de la red o al nodo de administracién principal.

. Opcionalmente, seleccione la casilla de verificacion Probar MTU para verificar la configuracion de MTU

para toda la ruta a través de la red hasta el destino.
Por ejemplo, puede probar la ruta entre el nodo del dispositivo y un nodo en un sitio diferente.
Haga clic en probar conectividad.

Si la conexion de red es valida, aparece el mensaje "Ping test pased", con la salida del comando ping en
la lista.



Ping and MTU Test

lUse a ping request to check the appliance’s connectivity to a remote host. Select the network you want to check connectraty
through, and enter the |P address of the host you want to reach. To verify the MTU setting for the entire path through the network to
the destination, select Test MTU

Ping and MTU Test

Metwiork Grid [

Destination |Pvd 10.96.104 223
Address or FQDOMN

Test MTU

Test Connectivity

Ping test passed

Fing command output

PING 18.96.184,223 (1€.95.184,223) 1472(1588) bytes of data.
1438 bytes from 18.96.164.223: icmp_seq=1 ttl=64 time=8,318 ms

--- 18.96.184.223 ping statistics ---
1 packets transmitted, 1 received, 8% packet loss, time @ms
rtt min/favg/max/mdev = 8.318/8.318/8.318/8.808 ms

Found MTU 1588 for 18.96.164.223 via bre

Informacion relacionada
+ "Configure los enlaces de red"

+ "Cambie la configuracién de MTU"

Verifique las conexiones de red a nivel de puerto

Para garantizar que los firewalls no obstruyan el acceso entre el instalador del dispositivo
StorageGRID y otros nodos, confirme que el instalador del dispositivo StorageGRID
puede conectarse a un puerto TCP o0 a un conjunto de puertos en la direccion IP o el
rango de direcciones especificados.

Acerca de esta tarea

Con la lista de puertos que se incluye en el instalador de dispositivos de StorageGRID, puede probar la
conectividad entre el dispositivo y los demas nodos de la red de grid.

Ademas, puede probar la conectividad en las redes de administracion y cliente y en los puertos UDP, como los

que se utilizan para servidores NFS o DNS externos. Para ver una lista de estos puertos, consulte "referencia
de puerto de red".
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Los puertos de red de grid que aparecen en la tabla de conectividad de puertos son validos sélo
para StorageGRID version 11,7.0. Para verificar qué puertos son correctos para cada tipo de
nodo, siempre debe consultar las directrices de red para su version de StorageGRID.

Pasos

1. En el instalador del dispositivo StorageGRID, haga clic en Configurar red > Prueba de conectividad de
puerto (nmap).

Aparece la pagina Prueba de conectividad de puerto.
La tabla de conectividad de puertos enumera los tipos de nodos que requieren conectividad TCP en la red
de cuadricula. Para cada tipo de nodo, la tabla enumera los puertos de red de cuadricula a los que el

dispositivo debe acceder.

Puede probar la conectividad entre los puertos del dispositivo que aparecen en la tabla y los demas nodos
de la red de grid.

2. En el menu desplegable Red, seleccione la red que desea probar: Grid, Admin o Cliente.

3. Especifique un rango de direcciones IPv4 para los hosts en esa red.

Por ejemplo, es posible que desee sondear la puerta de enlace en la red o en el nodo de administracién
principal.

Especifique un rango utilizando un guion, como se muestra en el ejemplo.

4. Introduzca un numero de puerto TCP, una lista de puertos separados por comas o un intervalo de puertos.

Port Connectivity Test

Network Grid v
IPv4 Address 10.224.6.160-161
Ranges
Port Ranges 22,2022
Protocol ® TCP UDP
Test Connectivity

5. Haga clic en probar conectividad.
o Si las conexiones de red a nivel de puerto seleccionadas son validas, el mensaje "Prueba de

conectividad de puerto superada™ aparece en un banner verde. El resultado del comando nmap se
muestra debajo del banner.
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Port connectivity test passed

Nmap command output. Note: Unreachable hosts will not appear in the output

# Nmap 7.70@ scan initiated Fri Nov 13 18:32:03 2820 as: /usr/bin/nmap -n -oN - -e br@ -p 22,2022 10.224.6.168-161
Nmap scan report for 10.224.6.160
Host is up (0.80872s latency).

PORT STATE SERVICE
22/tcp open ssh
2022/tcp open down

Nmap scan report for 10.224.6.161
Host is up (@.00860s latency).

PORT STATE SERVICE
22/tcp open ssh
2022/tcp open down

# Nmap done at Fri Nov 13 18:32:04 2020 -- 2 IP addresses (2 hosts up) scanned in 9.55 seconds

> Si se realiza una conexion de red a nivel de puerto al host remoto, pero el host no escucha en uno o

mas de los puertos seleccionados, el mensaje "'error de prueba de conectividad de puerto™ aparece
en un banner amarillo. El resultado del comando nmap se muestra debajo del banner.
Cualquier puerto remoto al que no esté escuchando el host tiene un estado de "'cerrado™. Por ejemplo,

puede ver este banner amarillo cuando el nodo al que intenta conectarse esta en estado preinstalado
y el servicio NMS de StorageGRID aun no se esta ejecutando en ese nodo.

© Port connectivity test failed
Connection not established. Services might not be listening on target ports

Nmap command output. Note: Unreachable hosts will not appear in the output.

# Nmap 7.7@ scan initiated Sat May 16 17:07:02 2020 as: fusr/bin/nmap -n -oN - -e br@ -p 22,80,443,1504,1505,1506,1508,7443,9999
Nmap scan report for 172.16.4.71
Host is up (@.00020s latency).

PORT STATE SERVICE

22f/tcp open ssh

80/tcp open  http

443/tcp open  https

15@4/tcp closed evb-elm
1505/tcp open  funkproxy
1506/tcp open  utcd

1508/tcp open  diagmond
7443/tcp open  oracleas-https
9999/tcp open  abyss

MAC Address: 00:50:56:87:39:AE (VMware)

# Nmap done at Sat May 16 17:07:03 2020 -- 1 IP address (1 host up) scanned in @.59 seconds

> Si no se puede realizar una conexion de red a nivel de puerto para uno o mas puertos seleccionados,
el mensaje ««Error de prueba de conectividad de puerto» aparece en un banner rojo. El resultado del
comando nmap se muestra debajo del banner.

El banner rojo indica que se ha realizado un intento de conexion TCP a un puerto en el host remoto,
pero no se ha devuelto nada al remitente. Cuando no se devuelve ninguna respuesta, el puerto tiene
un estado de "filtrado" y es probable que sea bloqueado por un firewall.

@ También se enumeran los puertos con «'cerrado'».
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© Port connectivity test failed
Connection failed to one or more ports.

Nmap command output. Note: Unreachable hosts will not appear in the output.

# Nmap 7.70 scan initiated Sat May 16 17:11:01 2020 as: fusr/bin/nmap -n -oN - -e br@ -p 22,79,80,443,1504,1505,1506,1508,7443,9999 172.16.4.71
Nmap scan report for 172.16.4.71
Host is up (@.00029s latency).

PORT STATE SERVICE
22/tcp open ssh
79/tcp  filtered finger
80/tcp  open http
443/tcp open https
15@4/tcp closed evb-elm
1505/tcp open funkproxy
1506/tcp open utcd
1508/tcp open diagmond
7443/tcp open oracleas-https
9999/tcp open abyss

MAC Address: 0@:50:56:87:39:AE (VMware)

# Nmap done at Sat May 16 17:11:02 202@ -- 1 IP address (1 host up) scanned in 1.6@ seconds

Configuracién del administrador del sistema de SANtricity (SG6000 y SG5700)

Puede usar System Manager de SANTtricity para supervisar el estado de las
controladoras de almacenamiento, los discos de almacenamiento y otros componentes
de hardware en la bandeja de controladoras de almacenamiento. También puede
configurar un proxy para AutoSupport E-Series que permite enviar mensajes de
AutoSupport desde el dispositivo sin utilizar el puerto de gestién.

Configuracion y acceso a System Manager de SANtricity

Es posible que tenga que acceder a System Manager de SANtricity en la controladora de almacenamiento
para supervisar el hardware de la bandeja de controladoras de almacenamiento o configurar AutoSupport de
E-Series.

Antes de empezar
 Esta utilizando un "navegador web compatible”.

» Para acceder a SANTtricity System Manager a través de Grid Manager, instalé StorageGRID vy tiene los
permisos de administrador o de acceso raiz de la aplicacion de almacenamiento.

« Para acceder a System Manager de SANTtricity mediante el instalador de dispositivos de StorageGRID,
tiene el nombre de usuario y la contrasena de administrador de SANTtricity.

« Para acceder a SANTtricity System Manager directamente mediante un explorador web, tiene el nombre de
usuario y la contrasefia de administrador de SANTtricity System Manager.

Debe tener firmware de SANtricity 8.70 o superior para acceder a System Manager de

@ SANTtricity mediante Grid Manager o el instalador de dispositivos de StorageGRID. Puede
comprobar su version de firmware mediante el instalador del dispositivo StorageGRID y
seleccionando Ayuda > Acerca de.
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Acceder a SANTtricity System Manager desde Grid Manager o desde el instalador de
dispositivos generalmente se realiza solo para supervisar el hardware y configurar E-Series

@ AutoSupport. Muchas funciones y operaciones de SANtricity System Manager, como la
actualizacion del firmware, no se aplican a la supervision de su dispositivo StorageGRID. Para
evitar problemas, siga siempre las instrucciones de instalaciéon y mantenimiento del hardware
del dispositivo.

Acerca de esta tarea

Existen tres formas de acceder a System Manager de SANTtricity, en funcion de la fase del proceso de
instalacion y configuracion en la que se encuentre:

« Si el dispositivo aun no se ha puesto en marcha como nodo en su sistema StorageGRID, debe usar la
pestafia Avanzada del instalador de dispositivos de StorageGRID.

@ Una vez que el nodo se pone en marcha, ya no podra utilizar el instalador de dispositivos de
StorageGRID para acceder a System Manager de SANTtricity.

« Si el dispositivo se ha implementado como nodo en el sistema StorageGRID, use la pestafia SANtricity
System Manager de la pagina Nodes de Grid Manager.

* Si no puede usar el instalador o Grid Manager de StorageGRID, puede acceder a System Manager de
SANtricity directamente mediante un explorador web conectado al puerto de gestion.

Este procedimiento incluye los pasos para su acceso inicial a System Manager de SANTtricity. Si ya ha
configurado SANTtricity System Manager, vaya a la configure el paso de alertas de hardware.

Utilizar Grid Manager o el instalador de dispositivos de StorageGRID le permite acceder a
SANTtricity System Manager sin necesidad de configurar ni conectar el puerto de gestion del
dispositivo.

Utilice System Manager de SANtricity para supervisar lo siguiente:
» Datos de rendimiento como el rendimiento en cabinas de almacenamiento, la latencia de I/o, el uso de
CPU y el rendimiento
» Estado de los componentes de hardware

* Entre las funciones de soporte se incluyen la visualizacion de datos de diagndstico
Puede usar System Manager de SANTtricity para configurar las siguientes opciones:

« Alertas por correo electronico, alertas SNMP o alertas de syslog para los componentes de la bandeja de
controladoras de almacenamiento

» Configuracion de AutoSupport de E-Series para los componentes de la bandeja de la controladora de
almacenamiento.

Si quiere mas informacion sobre E-Series AutoSupport, consulte "Sitio de documentacion para sistemas E-
Series y EF-Series de NetApp".

 Claves Drive Security, que se necesitan para desbloquear unidades seguras (este paso es necesario si la
funcion Drive Security esta habilitada)

* Contrasefia de administrador para acceder a System Manager de SANTtricity

Pasos
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1. Debe realizar una de las siguientes acciones:

o Utilice el instalador del dispositivo StorageGRID y seleccione Avanzado > Administrador del sistema
SANtricity

° Utilice Grid Manager y seleccione NODOS > appliance Storage Node > Administrador del
sistema SANTtricity

Si estas opciones no estan disponibles o la pagina de inicio de sesidn no aparece, utilice
@ Las direcciones IP para las controladoras de almacenamiento. Para acceder a SANTtricity
System Manager, vaya a la IP de la controladora de almacenamiento.

2. Defina o introduzca la contrasena del administrador.

SANftricity System Manager utiliza una unica contraseia de administrador que comparten todos los
usuarios.

Set Up SANtricity® System Manager b ¢

More (10 total) »

Welcome to the SANtricity® System Manager! With System Manager, you can...
® Configure your storage array and set up alerts.
® Monitor and troubleshoot any problems when they occur.

o Keep track of how your system is performing in real time.

.f.. : 1.\'.
W

3. Seleccione Cancelar para cerrar el asistente.

@ No complete el asistente de configuracion para un dispositivo StorageGRID.
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Configurar las alertas de hardware.

a.
b.

Seleccione Ayuda para acceder a la ayuda en linea del Administrador del sistema de SANTtricity.

Utilice la seccion Configuracion > Alertas de la ayuda en linea para obtener informacion sobre las
alertas.

Siga las instrucciones de configuracion para configurar alertas por correo electronico, alertas SNMP o
alertas syslog.

5. Gestione AutoSupport para los componentes de la bandeja de controladoras de almacenamiento.

Seleccione Ayuda para acceder a la ayuda en linea del Administrador del sistema de SANTtricity.

Utilice la seccion SUPPORT > Support Center de la ayuda en linea para obtener mas informacion
sobre la funcién AutoSupport.

Siga las instrucciones «¢ Como?» para gestionar AutoSupport.
Para obtener instrucciones especificas sobre como configurar un proxy de StorageGRID para enviar

mensajes de AutoSupport de E-Series sin utilizar el puerto de gestion, vaya a la "instrucciones para
configurar la configuracion del proxy de almacenamiento".

6. Sila funcion Drive Security esta habilitada para el dispositivo, cree y gestione la clave de seguridad.

a. Seleccione Ayuda para acceder a la ayuda en linea del Administrador del sistema de SANTtricity.

b. Utilice la secciéon Configuracion > sistema > Gestion de claves de seguridad de la ayuda en linea

para obtener informacion sobre Drive Security.

c. Siga las instrucciones de «Como» para crear y gestionar la clave de seguridad.

7. Silo desea, puede cambiar la contrasefa del administrador.

a. Seleccione Ayuda para acceder a la ayuda en linea del Administrador del sistema de SANTtricity.

b. Utilice la seccién Inicio > Administracion de matrices de almacenamiento de la ayuda en linea
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para obtener informacion sobre la contrasefia de administrador.

c. Siga las instrucciones de "Como™ para cambiar la contrasefia.

Revisar el estado del hardware en System Manager de SANtricity

Puede usar System Manager de SANTtricity para supervisar y gestionar componentes de hardware individuales
de la bandeja de controladoras de almacenamiento y para revisar la informacién medioambiental y los
diagnésticos de hardware, como la temperatura de los componentes, asi como los problemas relacionados
con las unidades.

Antes de empezar
* Esta utilizando un "navegador web compatible".

« Para acceder a SANTtricity System Manager mediante Grid Manager, tiene el permiso de administrador de
dispositivos de almacenamiento o permiso de acceso de raiz.

« Para acceder a System Manager de SANTtricity mediante el instalador de dispositivos de StorageGRID,
tiene el nombre de usuario y la contrasefia de administrador de SANTricity.

» Para acceder a SANTtricity System Manager directamente mediante un explorador web, tiene el nombre de
usuario y la contrasefia de administrador de SANTtricity System Manager.

@ Debe tener firmware de SANtricity 8.70 o superior para acceder a System Manager de
SANTtricity mediante Grid Manager o el instalador de dispositivos de StorageGRID.

Acceder a SANTtricity System Manager desde Grid Manager o desde el instalador de
dispositivos generalmente se realiza solo para supervisar el hardware y configurar E-Series

@ AutoSupport. Muchas funciones y operaciones de SANTtricity System Manager, como la
actualizacion del firmware, no se aplican a la supervision de su dispositivo StorageGRID. Para
evitar problemas, siga siempre las instrucciones de instalacion y mantenimiento del hardware
del dispositivo.

Pasos
1. Acceda a SANTtricity System Manager.
2. Introduzca el nombre de usuario y la contrasefa del administrador si es necesario.
3. Haga clic en Cancelar para cerrar el asistente de configuracion y mostrar la pagina de inicio del
Administrador del sistema de SAN:tricity.

Se mostrara la pagina de inicio de SANTtricity System Manager. En SANTtricity System Manager, la bandeja
de controladoras se denomina cabina de almacenamiento.

34


https://docs.netapp.com/es-es/storagegrid-117/admin/web-browser-requirements.html

Unmamead

(%) four siorage aray is optimai Vi Cpabsn = Pragres
Wscorme in SEnchy® System Wanager el staried by creaing o pool o g
LT e B your lorago anay

odtm @ sl |.:l Tt gD
STORATE AR LEVEL PERFCRAMANGE [ voum Pastmanss Tt » |
IO ¢ L. EmmmmEeEn ooeor-
e——
Tol -2 fr T CRUE

CAPACITT

hy a-

111 Fiise

22V D T -4
Niiini -

4. Revise la informacion mostrada para el hardware del dispositivo y confirme que todos los componentes de
hardware tienen un estado 6ptimo.

a. Haga clic en la ficha hardware.

b. Haga clic en Mostrar parte posterior de la bandeja.

Home Hardware

HARDWARE

Learn More »

Legend v ™ Show status icon details g
Controller Shetf 99~ £ [ & [ Show front of shelf
Fan Canister 1 Powrer Canister 1 E Fan Canister 2
Controller A
Controller B
Powrer Canister 2 E

Desde la parte posterior de la bandeja, puede ver ambas controladoras de almacenamiento, la bateria de
cada controladora de almacenamiento, los dos contenedores de alimentacion, los dos compartimentos de
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ventiladores y las bandejas de expansion (si los hubiera). También puede ver las temperaturas de los
componentes.

a. Para ver los ajustes de cada controlador de almacenamiento, seleccione el controlador y seleccione
Ver ajustes en el menu contextual.

b. Para ver la configuracion de otros componentes de la parte posterior de la bandeja, seleccione el
componente que desea ver.

c. Haga clic en Mostrar frente de la bandeja y seleccione el componente que desea ver.

Desde el frente de la bandeja, es posible ver las unidades y los cajones de unidades de la bandeja de
controladoras de almacenamiento o las bandejas de expansion (si las hubiera).

Si el estado de cualquier componente es necesita atencion, siga los pasos de Recovery Guru para resolver el
problema o péngase en contacto con el soporte técnico.

Establezca las direcciones IP para las controladoras de almacenamiento mediante el instalador de
dispositivos de StorageGRID

El puerto de gestion 1 de cada controladora de almacenamiento conecta el dispositivo a la red de gestion para
SANftricity System Manager. Si no puede acceder a System Manager de SANTtricity desde el instalador de
dispositivos de StorageGRID, establezca una direccion IP estatica para cada controladora de almacenamiento
para garantizar que no se pierda la conexion de gestidn con el hardware y el firmware de la controladora de la
bandeja de controladoras.

Antes de empezar

« Esta utilizando cualquier cliente de gestion que pueda conectarse a la red de administracion de
StorageGRID o que tenga un portatil de servicio.

« El cliente o el portatil de servicio tienen un navegador web compatible.

Acerca de esta tarea

Las direcciones asignadas por DHCP pueden cambiar en cualquier momento. Asigne direcciones IP estaticas
a las controladoras para garantizar una accesibilidad constante.

Siga este procedimiento solo si no tiene acceso al Administrador del sistema de SANTtricity
@ desde el Instalador de dispositivos de StorageGRID (Avanzado > Administrador del sistema
de SANTtricity) o Administrador de grid (NODOS > Administrador del sistema de SANTtricity).

Pasos

1. Desde el cliente, introduzca la URL del instalador de dispositivos de StorageGRID:
https://Appliance Controller IP:8443

Para Appliance Controller IP, Utilice la direccion IP del dispositivo en cualquier red StorageGRID.
Aparece la pagina de inicio del instalador de dispositivos de StorageGRID.

2. Seleccione Configurar hardware > Configuracion de red del controlador de almacenamiento.
Aparece la pagina Storage Controller Network Configuration.

3. En funcion de la configuracion de la red, seleccione habilitado para IPv4, IPv6 o ambos.

4. Anote la direccion IPv4 que se muestra automaticamente.
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DHCP es el método predeterminado para asignar una direccién IP al puerto de gestion de la controladora
de almacenamiento.

@ Puede que los valores de DHCP deban tardar varios minutos en aparecer.
IPv4 Address Assignment 1 Static = DHCP
IPv4 Address (CIDR) 10.224.5.166/21
Cefault Gateway 10.224 01

5. De manera opcional, configurar una direccién IP estatica para el puerto de gestion de la controladora de
almacenamiento.

@ Debe asignar una IP estatica al puerto de gestion o una concesion permanente para la
direccion en el servidor DHCP.

a. Seleccione estatico.
b. Introduzca la direccidon IPv4 mediante la notacion CIDR.

c. Introduzca la pasarela predeterminada.

IPvd Address Assignment = Static CHCP
IPvd Address (CIDR) 10.224.2 200/21
Default Gateway 10.224 0.1

d. Haga clic en Guardar.

Puede que los cambios se apliquen en unos minutos.

Cuando se conecta a SANTtricity System Manager, utilizara la nueva direccion IP estatica como la URL:
https://Storage Controller IP

Configuracién de la interfaz BMC (SGF6112, SG6000, SG100
y SG1000)

Interfaz BMC: Descripcién general (SGF6112, SG6000, SG100 y SG1000)

La interfaz de usuario del controlador de gestion de placa base (BMC) en el dispositivo
de servicios SGF6112, SG6000 o proporciona informacion de estado sobre el hardware y
permite configurar los ajustes de SNMP y otras opciones para los dispositivos.

Utilice los siguientes procedimientos en esta seccion para configurar BMC al instalar el dispositivo:

37



+ "Cambie la contrasefa de administrador o de raiz de la interfaz de BMC"
 "Establezca la direccién IP para el puerto de administracion de BMC"

» "Acceda a la interfaz de BMC"

+ "Configure los ajustes de SNMP"

+ "Configurar notificaciones por correo electrénico para las alertas de BMC"

Si el dispositivo ya se ha instalado en un grid y esta ejecutando el software StorageGRID, siga
estos procedimientos:

» "Coloque el dispositivo en modo de mantenimiento" Para acceder al instalador del
CD dispositivo StorageGRID.

» Consulte "Establezca la direccion IP para el puerto de administracion de BMC" Para obtener
informacién sobre cémo acceder a la interfaz de BMC mediante el instalador de dispositivos
StorageGRID.

Cambie la contrasefa de administrador o de raiz de la interfaz de BMC
Por seguridad, debe cambiar la contrasefa del usuario raiz o administrador de BMC.

Antes de empezar
El cliente de gestion esta usando un "navegador web compatible”.

Acerca de esta tarea

La primera vez que se instala el dispositivo, BMC utiliza una contrasefa predeterminada para el usuario
administrador o raiz. Debe cambiar la contrasefia del usuario admin o raiz para proteger el sistema.

El usuario predeterminado depende de la fecha en que haya instalado el dispositivo StorageGRID. El usuario
predeterminado es admin para nuevas instalaciones y root para instalaciones mas antiguas.

Pasos

1. Desde el cliente, introduzca la URL del instalador de dispositivos de StorageGRID:
https://Appliance IP:8443

Para Appliance IP, Utilice la direccion IP del dispositivo en cualquier red StorageGRID.

Aparece la pagina de inicio del instalador de dispositivos de StorageGRID.

2. Seleccione Configurar hardware > Configuracion BMC.

NetApp® StorageGRID® Appliance Installer

Home Configure Networking + Configure Hardware « Monitor Installation

BMC Configuration
Home Storage Controller Metwork Configuration

Aparece la pagina Configuracion de la controladora de gestién de placa base.
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3. Introduzca una contrasefa nueva para la cuenta de administrador o raiz en los dos campos que se
proporcionan.

4. Haga clic en Guardar.

Establezca la direccion IP para el puerto de administracion de BMC

Para poder acceder a la interfaz de BMC, configure la direccion IP para el puerto de
gestion BMC en las aplicaciones SGF6112, SG6000-CN o de servicios.

Si utiliza ConfigBuilder para generar un archivo JSON, puede configurar direcciones IP automaticamente.
Consulte "Automatice la instalacion y configuracion de los dispositivos".

Antes de empezar
* El cliente de gestidon estd usando un "navegador web compatible".

» Esta usando cualquier cliente de gestion que pueda conectarse a una red StorageGRID.

 El puerto de gestion del BMC esta conectado a la red de gestion que tiene previsto utilizar.

SG6112

Acerca de esta tarea
Para fines de soporte, el puerto de gestion del BMC permite un acceso bajo al hardware.

Solo debe conectar este puerto a una red de gestion interna segura y de confianza. Si no hay
ninguna red disponible, deje el puerto BMC desconectado o bloqueado, a menos que el soporte
técnico solicite una conexion a BMC.

Pasos
1. Desde el cliente, introduzca la URL del instalador de dispositivos de StorageGRID:
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https://Appliance IP:8443
Para Appliance IP, Utilice la direccion IP del dispositivo en cualquier red StorageGRID.

Aparece la pagina de inicio del instalador de dispositivos de StorageGRID.

2. Seleccione Configurar hardware > Configuraciéon BMC.

NetApp® StorageGRID® Appliance Installer

Home Configure Networking « Configure Hardware « Monitor Installation

BMC Configuration
Home Storage Coniroller Metwark Configuration

Aparece la pagina Configuracion de la controladora de gestién de placa base.
3. Anote la direccién IPv4 que se muestra automaticamente.

DHCP es el método predeterminado para asignar una direccion IP a este puerto.

@ Puede que los valores de DHCP deban tardar varios minutos en aparecer.

Baseboard Management Controller Configuration

LAN IP Settings

IP Assignment " Static & DHCP
MAC Address d8:c4:97:28:50:62
IPv4 Address (CIDR) 1
Default gateway 10.224.01

Cancel Save

4. De manera opcional, establezca una direccion IP estatica para el puerto de gestion del BMC.

CD Debe asignar una IP estatica al puerto de gestiéon de BMC o una concesion permanente
para la direccion en el servidor DHCP.

a. Seleccione estatico.
b. Introduzca la direccidon IPv4 mediante la notacion CIDR.

c. Introduzca la pasarela predeterminada.
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Baseboard Management Controller Configuration

LAN IP Settings

IP Assignment &+ Static " DHCP
MAC Address d8:c4:97:28:50:62
IPv4 Address (CIDR) 10.224.3.225/21
Default gateway 1022401

R

d. Haga clic en Guardar.

Puede que los cambios se apliquen en unos minutos.

Acceda a la interfaz de BMC

Puede acceder a la interfaz de BMC mediante la direccién IP estatica o DHCP para el
puerto de gestion BMC en los siguientes modelos de dispositivos:

+ SGF6112

+ SG6000

+ SG1000

+ SG100

Antes de empezar

« El cliente de gestidon esta usando un "navegador web compatible".

* El puerto de gestion BMC en el dispositivo esta conectado a la red de gestidon que planea utilizar.
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SGF6112

Pasos

1. Introduzca la direccién URL de la interfaz del BMC:
https://BMC_Port IP

Para BMC Port IPp, Utilice la direccion IP estatica o DHCP para el puerto de administracion del BMC.

Aparece la pagina de inicio de sesion de BMC.

Si aun no ha configurado BMC Port IP, siga las instrucciones de "Configurar la interfaz de
BMC". Si no puede seguir este procedimiento debido a un problema de hardware y ain no
ha configurado una direccién IP de BMC, es posible que aun pueda acceder al BMC. De
forma predeterminada, el BMC obtiene una direccion IP mediante DHCP. Si DHCP esta
@ activado en la red de BMC, el administrador de red puede proporcionar la direccion IP
asignada al MAC de BMC, que esta impresa en la etiqueta de la parte frontal del dispositivo.
Si DHCP no esta habilitado en la red BMC, el BMC no respondera después de unos
minutos y se asignara la IP estatica predeterminada 192.168.0.120. Es posible que
necesite conectar su portatil directamente al puerto BMC y cambiar la configuracion de red
para asignar una IP a su portatil 192.168.0.200/24, paranavegara. 192.168.0.120.

2. Introduzca el nombre de usuario y la contrasefa de administrador o raiz, con la contrasefa que configurd
cuando lo hizo "se ha cambiado la contraseia raiz predeterminada":

El usuario predeterminado depende de la fecha en que haya instalado el dispositivo
StorageGRID. El usuario predeterminado es admin para nuevas instalaciones y root para
instalaciones mas antiguas.

3. Seleccione Iniciar sesion.
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4 events 32 events
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4. Opcionalmente, cree usuarios adicionales seleccionando Configuracion > Gestion de usuarios y
haciendo clic en cualquier usuario “discapacitado”.

@ Cuando los usuarios inician sesion por primera vez, es posible que se les pida que cambien
su contrasefa para aumentar la seguridad.

Configurar los ajustes de SNMP para BMC

Si esta familiarizado con la configuracion de SNMP para hardware, puede usar la interfaz
de BMC para configurar los ajustes de SNMP de los dispositivos SGF6112, SG6000 y
servicios. Puede proporcionar cadenas de comunidad seguras, habilitar capturas SNMP
y especificar hasta cinco destinos SNMP.

Antes de empezar
» Sabe como acceder al panel de BMC.

« Tiene experiencia en la configuracion de la configuracion de SNMP para el equipo SNMPv1-v2c.

Es posible que los ajustes del BMC realizados con este procedimiento no se conserven si el

@ aparato falla y se tiene que sustituir. Asegurese de que tiene un registro de todos los ajustes
que ha aplicado, para que se puedan volver a aplicar facilmente después de reemplazar el
hardware si es necesario.

Pasos
1. En el panel de control de BMC, selecciona Configuraciéon > Configuracion SNMP.

2. En la pagina SNMP Settings (Configuracion SNMP), seleccione Enable SNMP V1/V2 (Activar SNMP
V1/V2*) y, a continuacion, proporcione una cadena de comunidad de solo lectura y una cadena de
comunidad de lectura y escritura.

La cadena de comunidad de soélo lectura es como un ID de usuario o una contrasefia. Debe cambiar este
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valor para evitar que los intrusos obtengan informacion acerca de la configuracion de la red. La cadena de
comunidad de lectura y escritura protege el dispositivo contra cambios no autorizados.

3. Opcionalmente, seleccione Activar solapamiento e introduzca la informacion necesaria.

@ Introduzca la IP de destino para cada captura SNMP mediante una direccion IP. No se
admiten nombres de dominio completos.

Habilite traps si desea que el dispositivo envie notificaciones inmediatas a una consola SNMP cuando se
encuentra en un estado inusual. Dependiendo del dispositivo, las trampas pueden indicar fallos de
hardware de varios componentes, condiciones de conexidn activa/inactiva, umbrales de temperatura
excedidos o trafico alto.

4. Opcionalmente, haga clic en Enviar captura de prueba para probar la configuracion.

5. Si la configuracion es correcta, haga clic en Guardar.

Configurar notificaciones por correo electrénico para las alertas de BMC

Si desea que las notificaciones por correo electrénico se envien cuando se produzcan
alertas, utilice la interfaz de BMC para configurar los ajustes SMTP, los usuarios, los
destinos LAN, las politicas de alertas y los filtros de eventos.

Es posible que la configuracion de BMC realizada con este procedimiento no se conserve si la

@ controladora SG6000-CN o el dispositivo de servicios fallan y deben sustituirse. Asegurese de
que tiene un registro de todos los ajustes que ha aplicado, para que se puedan volver a aplicar
facilmente después de reemplazar el hardware si es necesario.

Antes de empezar
Sabe cémo acceder al panel de BMC.

Acerca de esta tarea

En la interfaz del BMC, utilice las opciones Configuracion SMTP, Administracion de usuarios y Filtros de
sucesos de plataforma de la pagina Configuracion para configurar notificaciones por correo electrénico.

# Home - Settings

Settlngs Configure BMC options

L

g & ai

External User Services KVM Mouse Setting Log Settings Network Settings

© Q

Platform Event Filters RAID Management SAS IT Management SMTP Settings

s 3 1} 2

S5L Settings System Firewall User Management SOL Settings

= )]

SNMP Settings Cold Redundancy NIC Selection

L ¥k |

Pasos
1. "Configurar los ajustes de SNMP para BMC".

a. Selecciona Ajustes > Ajustes SMTP.
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b. Para el ID de correo electrénico del remitente, introduzca una direcciéon de correo electronico valida.

Esta direccion de correo electrénico se proporciona como direccion de origen cuando el BMC envia
correo electrénico.
2. Configurar los usuarios para que reciban alertas.
a. En el panel de control de BMC, seleccione Configuracion > Gestion de usuarios.
b. Adada al menos un usuario para recibir notificaciones de alerta.
La direccion de correo electrénico que configure para un usuario es la direccion a la que el BMC envia
notificaciones de alerta. Por ejemplo, puede agregar un usuario genérico, como «'usuario de
notificacion'» y utilizar la direccion de correo electrénico de una lista de distribucion de correo
electronico del equipo de soporte técnico.
3. Configure el destino de LAN para las alertas.
a. Selecciona Ajustes > Filtros de eventos de plataforma > Destinos LAN.
b. Configure al menos un destino de LAN.
= Seleccione correo electréonico como tipo de destino.

= En Nombre de usuario de BMC, seleccione un nombre de usuario que haya afiadido
anteriormente.

= Si ha agregado varios usuarios y desea que todos ellos reciban correos electronicos de
notificacion, agregue un destino LAN para cada usuario.

c. Envia una alerta de prueba.
4. Configurar directivas de alerta para poder definir cuando y donde envia alertas el BMC.
a. Selecciona Ajustes > Filtros de eventos de plataforma > Politicas de alerta.
b. Configure al menos una directiva de alerta para cada destino de LAN.
= Para numero de grupo de directivas, seleccione 1.
= Para Accion de directiva, seleccione siempre enviar alerta a este destino.
= Para el canal LAN, seleccione 1.
= En el Selector de destinos, seleccione el destino LAN de la directiva.

5. Configurar filtros de eventos para dirigir las alertas de diferentes tipos de eventos a los usuarios
correspondientes.

a. Selecciona Ajustes > Filtros de eventos de plataforma > Filtros de eventos.
b. Para el numero de grupo de politicas de alerta, introduzca 1.
c. Cree filtros para cada evento del que desee que se notifique al grupo de directivas de alerta.

= Puede crear filtros de eventos para acciones de alimentacion, eventos de sensor especificos o
todos los eventos.

= Si no esta seguro de qué eventos debe supervisar, seleccione todos los sensores para el tipo de
sensor y todos los eventos para las opciones de evento. Si recibe notificaciones no deseadas,
puede cambiar sus selecciones mas adelante.

Opcional: Habilite el cifrado de nodos

Si habilita el cifrado de nodos, los discos del dispositivo pueden protegerse mediante el
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cifrado del servidor de gestién de claves seguro (KMS) contra la pérdida fisica o la
eliminacion del sitio. Debe seleccionar y habilitar el cifrado de nodos durante la
instalacion del dispositivo. No puede desactivar el cifrado de nodo después de que se
inicie el proceso de cifrado de KMS.

Si utiliza ConfigBuilder para generar un archivo JSON, puede habilitar el cifrado de nodos automaticamente.
Consulte "Automatice la instalacion y configuracion de los dispositivos".

Antes de empezar
Revise la informacién acerca de "Configurando KMS".

Acerca de esta tarea

Un dispositivo con el cifrado de nodos habilitado se conecta al servidor de gestion de claves (KMS) externo
que esta configurado para el sitio StorageGRID. Cada KMS (o cluster KMS) administra las claves de cifrado
de todos los nodos de dispositivos del sitio. Estas claves cifran y descifran los datos de cada disco de un
dispositivo que tiene habilitado el cifrado de nodos.

Se puede configurar un KMS en Grid Manager antes o después de instalar el dispositivo en StorageGRID.
Consulte la informacion sobre la configuracion de KMS y del dispositivo en las instrucciones para administrar
StorageGRID para obtener mas detalles.

« Si se configura un KMS antes de instalar el dispositivo, el cifrado controlado por KMS comienza cuando se
habilita el cifrado de nodos en el dispositivo y se lo agrega a un sitio StorageGRID donde se configura
KMS.

« Si no se configura un KMS antes de instalar el dispositivo, el cifrado controlado por KMS se lleva a cabo
en cada dispositivo que tenga activado el cifrado de nodos en cuanto se configure un KMS y esté
disponible para el sitio que contiene el nodo del dispositivo.

Cuando se instala un dispositivo con el cifrado de nodo habilitado, se asigna una clave

@ temporal. Los datos del dispositivo no estan protegidos hasta que el dispositivo se conecta al
sistema de gestion de claves (KMS) y se establece una clave de seguridad KMS. Consulte
"Descripcion general de la configuracion del dispositivo KM" para obtener mas informacion.

Sin la clave KMS necesaria para descifrar el disco, los datos del dispositivo no se pueden recuperar y se
pierden efectivamente. Este es el caso cuando la clave de descifrado no se puede recuperar del KMS. La
clave se vuelve inaccesible si un cliente borra la configuracion de KMS, caduca una clave KMS, se pierde la
conexion con el KMS o se elimina el dispositivo del sistema StorageGRID donde se instalan sus claves KMS.

Pasos

1. Abra un explorador e introduzca una de las direcciones IP para la controladora de computacion del
dispositivo.

https://Controller IP:8443

Controller IPEs ladireccion IP de la controladora de computacion (no la controladora de
almacenamiento) en cualquiera de las tres redes StorageGRID.

Aparece la pagina de inicio del instalador de dispositivos de StorageGRID.

@ Después de que el dispositivo se haya cifrado con una clave KMS, los discos del dispositivo
no se pueden descifrar sin usar la misma clave KMS.
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2. Seleccione Configurar hardware > cifrado de nodos.

NetApp® StorageGRID® Appliance Installer Help +

Home Configure Networking - Configure Hardware ~ IMonitor Installation Advanced -

Node Encryption

Mode encryption allows you to use an external key management server (KMS) to encrypt all StorageGRID data on this appliance. If node encryption is enabled for the
appliance and a KMS is configured for the site, you cannot access any data on the appliance unless the appliance can communicate with the KMS.

Encryption Status

A\ You can only enable node encryption for an appliance during installation. You cannot enable or disable the node encryption setting after the appliance is installed.

Enable node encryption |

Kev Manaaement Server Details

3. Seleccione Activar cifrado de nodo.

Antes de la instalacion del aparato, puede borrar Habilitar cifrado de nodo sin riesgo de pérdida de
datos. Cuando comienza la instalacion, el nodo del dispositivo accede a las claves de cifrado KMS en su
sistema StorageGRID e inicia el cifrado del disco. Después de instalar el dispositivo, no se puede
deshabilitar el cifrado de nodo.

CD Después de agregar un dispositivo que tiene activado el cifrado de nodos a un sitio de
StorageGRID que tiene un KMS, no puede dejar de usar el cifrado KMS para el nodo.

4. Seleccione Guardar.

5. Ponga en marcha el dispositivo como nodo en su sistema StorageGRID.

El cifrado controlado POR KMS se inicia cuando el dispositivo accede a las claves KMS configuradas para
el sitio StorageGRID. El instalador muestra mensajes de progreso durante el proceso de cifrado KMS, que
puede tardar unos minutos en funcién del nimero de volumenes de disco del dispositivo.

Los dispositivos se configuran inicialmente con una clave de cifrado no KMS aleatoria

CD asignada a cada volumen de disco. Los discos se cifran con esta clave de cifrado temporal,
qgue no es segura, hasta que el dispositivo con cifrado de nodos habilitado acceda a las
claves KMS configuradas para el sitio StorageGRID.

Después de terminar

Puede ver el estado de cifrado de nodo, los detalles de KMS vy los certificados en uso cuando el nodo del
dispositivo esta en modo de mantenimiento. Consulte "Supervise el cifrado del nodo en modo de
mantenimiento" para obtener mas informacion.

Opcional: Cambie el modo RAID

En algunos modelos de dispositivos, puede cambiar a un modo RAID diferente en el
dispositivo para satisfacer los requisitos de almacenamiento y recuperacion. Solo puede
cambiar el modo antes de implementar el nodo de almacenamiento del dispositivo.
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Si utiliza ConfigBuilder para generar un archivo JSON, puede cambiar el modo RAID automaticamente.
Consulte "Automatice la instalacion y configuracion de los dispositivos".

Acerca de esta tarea

Si el dispositivo es compatible con él, puede elegir una de las siguientes opciones de configuracién de
volumen:

* Dynamic Disk Pools (DDP): Este modo utiliza dos unidades de paridad por cada ocho unidades de datos.

48

Este es el modo predeterminado y recomendado para todos los dispositivos. En comparacién con RAID 6,
DDP ofrece un mejor rendimiento del sistema, menores tiempos de recompilacion tras los fallos de una
unidad y facilidad de gestion. DDP también proporciona proteccion contra pérdida de cajon en dispositivos
SG5760.

DDP no proporciona proteccion contra pérdida de cajon en dispositivos SG6060 debido a
los dos SSD. La proteccion contra pérdida de cajon resulta efectiva en cualquier bandeja de
expansién que se afiada a un SG6060.

DDP16: Este modo utiliza dos unidades de paridad por cada 16 unidades de datos, lo que da como
resultado una mayor eficiencia de almacenamiento en comparaciéon con DDP. En comparacién con RAID
6, DDP16 ofrece un mejor rendimiento del sistema, menores tiempos de recompilacion tras los fallos de
una unidad, facilidad de gestion y eficiencia del almacenamiento comparable. Para utilizar el modo
DDP16, la configuracién debe contener al menos 20 unidades. DDP16 no ofrece proteccion contra pérdida
de cajon.

RAIDG6: Este modo utiliza dos unidades de paridad por cada 16 o mas unidades de datos. Se trata de un
esquema de proteccion de hardware que utiliza franjas de paridad en cada disco y permite la aparicion de
fallos de dos discos en el conjunto de RAID antes de que se pierdan datos. Para utilizar el modo RAID 6,
la configuracion debe contener al menos 20 unidades. Aunque RAID 6 puede aumentar la eficiencia del
almacenamiento del dispositivo en comparacion con DDP, no se recomienda para la mayoria de los
entornos de StorageGRID.

Si alguno de los volumenes ya esta configurado o si StorageGRID se instald anteriormente, al
cambiar el modo RAID se quitan y se reemplazan los volumenes. Se perderan todos los datos
de estos volumenes.
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SG6000
Antes de empezar

« Esta utilizando cualquier cliente que pueda conectarse a StorageGRID.

* El cliente tiene un "navegador web compatible”.

Pasos

1. Abra un explorador e introduzca una de las direcciones IP para la controladora de computacion del
dispositivo.

https://Controller IP:8443

Controller IPEs ladireccion IP de la controladora de computacion (no la controladora de
almacenamiento) en cualquiera de las tres redes StorageGRID.

Aparece la pagina de inicio del instalador de dispositivos de StorageGRID.

2. Seleccione Avanzado > modo RAID.

3. En la pagina Configurar el modo RAID, seleccione el modo RAID deseado en la lista desplegable
modo.

4. Haga clic en Guardar.

SG5760
Antes de empezar

» Tiene un SG5760 con unidades de 60 TB. Si tiene SG5712, debe usar el modo de DDP
predeterminado.

« Esta utilizando cualquier cliente que pueda conectarse a StorageGRID.

* El cliente tiene un "navegador web compatible”.

Pasos

1. Con el portatil de servicio, abra un explorador web y acceda al instalador de dispositivos de
StorageGRID:
https://E5700SG _Controller IP:8443

Donde E5700SG _Controller IPEs cualquiera de las direcciones IP de la controladora E5700SG.

2. Seleccione Avanzado > modo RAID.

3. En la pagina Configurar el modo RAID, seleccione el modo RAID deseado en la lista desplegable
modo.

4. Haga clic en Guardar.

Informacion relacionada

"Sitio de documentacion para sistemas E-Series y EF-Series de NetApp"

Opcional: Reasignar puertos de red para el dispositivo

Opcionalmente, puede volver a asignar los puertos internos de un nodo de dispositivo a
diferentes puertos externos. Por ejemplo, es posible que tenga que reasignar puertos
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debido a un problema de firewall.

Antes de empezar

* Ya ha accedido anteriormente al instalador de dispositivos de StorageGRID.

Acerca de esta tarea

No puede utilizar puertos reasignados para puntos finales de equilibrio de carga. Si necesita quitar un puerto
reasignado, siga los pasos de "Eliminar reasignaciones de puertos".

Pasos

1.

En el instalador de dispositivos StorageGRID, seleccione Configurar red > Puertos de reinstalacion.
Aparecera la pagina Remap Port.

En el cuadro desplegable Red, seleccione la red para el puerto que desea reasignar: Grid, Admin o Client.

3. En el cuadro desplegable Protocolo, seleccione el protocolo IP: TCP o UDP.

En el cuadro desplegable Direccion de salida, seleccione la direccion de trafico que desea reasignar para
este puerto: Entrante, saliente o bidireccional.

Para Puerto original, introduzca el niumero del puerto que desea reasignar.

En Puerto asignado a, introduzca el numero del puerto que desea utilizar en su lugar.

7. Selecciona Anadir regla.
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La nueva asignacion de puertos se agrega a la tabla y la reasignacion tiene efecto inmediatamente.

Para eliminar una asignacion de puertos, seleccione el botdn de opcion de la regla que desea eliminar y
seleccione * Eliminar regla seleccionada *.
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de Defensa se limitan a los derechos identificados en la clausula 252.227-7015(b) de la seccién DFARS (FEB
de 2014).

Informacién de la marca comercial
NETAPP, el logotipo de NETAPP y las marcas que constan en http://www.netapp.com/TM son marcas

comerciales de NetApp, Inc. El resto de nombres de empresa y de producto pueden ser marcas comerciales
de sus respectivos propietarios.
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