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Mas informacion sobre StorageGRID
¢, Qué es StorageGRID?

NetApp® StorageGRID® es una suite de almacenamiento de objetos definido por
software que admite una amplia gama de casos de uso en entornos multicloud publicos,
privados e hibridos. StorageGRID ofrece compatibilidad nativa con la APl de Amazon S3
y proporciona innovaciones lideres en el sector, como la gestion automatizada del ciclo
de vida, para almacenar, proteger y conservar datos no estructurados de forma rentable
durante largos periodos.

StorageGRID proporciona almacenamiento seguro y duradero para datos no estructurados a escala. Las
politicas integradas de gestion del ciclo de vida basadas en metadatos optimizan la ubicacién de los datos a lo
largo de toda su vida. El contenido se sitla en la ubicacion adecuada, en el momento justo y en el nivel de
almacenamiento adecuado para reducir los costes.

StorageGRID se compone de nodos heterogéneos, redundantes y distribuidos geograficamente, que se
pueden integrar con las aplicaciones de cliente existentes y de proxima generacion.
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La compatibilidad con los nodos de archivo (tanto para archivar en la nube mediante la APl S3

como para archivar en cinta mediante el middleware TSM) esta obsoleta y se eliminara en una
@ version futura. Mover objetos de un nodo de archivado a un sistema de almacenamiento de

archivado externo ha sido reemplazado por ILM Cloud Storage Pools, que ofrecen mas

funcionalidad.

Ventajas de StorageGRID
Algunas de las ventajas del sistema StorageGRID son:

» Escalable de forma masiva y facil de usar un repositorio de datos distribuido geograficamente para datos
no estructurados.

* Protocolos de almacenamiento de objetos estandar:

o Simple Storage Service (S3) de Amazon Web Services



o OpenStack Swift

@ Se eliminé la compatibilidad con aplicaciones cliente de Swift y se quitara en unas
versiones futuras.

 Habilitado para el cloud hibrido. La gestion del ciclo de vida de la informacion (ILM) basada en politicas
almacena objetos en clouds publicos, incluidos Amazon Web Services (AWS) y Microsoft Azure. Los
servicios de la plataforma StorageGRID permiten la replicacion de contenido, la notificacion de eventos y
la busqueda de metadatos de objetos almacenados en clouds publicos.

* Proteccion de datos flexible que garantiza la durabilidad y la disponibilidad. Se pueden proteger los datos
mediante replicacion y cédigos de borrado por capas. La verificacion de datos en reposo y en transito
garantiza la integridad a largo plazo.

» Gestion dinamica del ciclo de vida de los datos para ayudar a gestionar los costes de almacenamiento. Se
pueden crear reglas de ILM que gestionen el ciclo de vida de los datos en el nivel de los objetos y
personalicen la ubicacion de los datos, la durabilidad, el rendimiento, el coste y el tiempo de retencion.

+ Alta disponibilidad del almacenamiento de datos y algunas funciones de gestidn, con equilibrio de carga
integrado para optimizar la carga de datos en todos los recursos de StorageGRID.

» Compatibilidad con varias cuentas de inquilino de almacenamiento para segregar los objetos almacenados
en su sistema por diferentes entidades.

* Numerosas herramientas para supervisar el estado del sistema StorageGRID, incluidas un completo
sistema de alertas, un panel grafico y Estados detallados para todos los nodos y sitios.

» Soporte para puesta en marcha basada en software o hardware. Puede implementar StorageGRID en
cualquiera de los siguientes elementos:

o Equipos virtuales que se ejecutan en VMware.
o Motores de contenedor en hosts Linux.
o Dispositivos a medida StorageGRID.
= Los dispositivos de almacenamiento proporcionan almacenamiento de objetos.
= Los dispositivos de servicios proporcionan servicios de administracion de grid y equilibrio de carga.
« Cumplir con los requisitos de almacenamiento pertinentes de estas normativas:

o Comisién de valores y Bolsa (SEC) en 17 CFR, seccion 240.17a-4(f), que regula a los miembros de
bolsa, corredores o distribuidores.

o Ley de la Autoridad reguladora de la Industria financiera (FINRA), regla 4511(c), que desafia el formato
y los requisitos de medios de la normativa SEC 17a-4(f).

o Commodity Futures Trading Commission (CFTC) en la regulacion 17 CFR, seccion 1.31(c)-(d), que
regula el comercio de futuros de materias primas.

* Operaciones de mantenimiento y actualizacion no disruptivas. Mantenga el acceso al contenido durante
los procedimientos de actualizacidén, ampliacion, retirada y mantenimiento.

Gestion de identidades federada. Se integra con Active Directory, OpenLDAP u Oracle Directory Service
para la autenticacion de usuarios. Admite el inicio de sesién unico (SSO) con el estandar Security
Assertion Markup Language 2.0 (SAML 2.0) para intercambiar datos de autenticacion y autorizacion entre
StorageGRID vy Active Directory Federation Services (AD FS).

Clouds hibridos con StorageGRID

Utilice StorageGRID en una configuracion de cloud hibrido implementando gestion de



datos condicionada por politicas para almacenar objetos en pools de almacenamiento de
cloud, aprovechando los servicios de plataforma StorageGRID y organizando los datos
en niveles desde ONTAP a StorageGRID con FabricPool de NetApp.

Pools de almacenamiento en cloud

Los pools de almacenamiento en cloud permiten almacenar objetos fuera del sistema StorageGRID. Por
ejemplo, es posible que desee mover objetos a los que se accede con poca frecuencia a un almacenamiento
en cloud de bajo coste, como Amazon S3 Glacier, S3 Glacier Deep Archive, Google Cloud o el nivel de acceso
de archivado en el almacenamiento de Microsoft Azure Blob. O bien, es posible que desee mantener un
backup en cloud de objetos de StorageGRID, que pueden utilizarse para recuperar datos perdidos debido a un
fallo del volumen de almacenamiento o del nodo de almacenamiento.

También es compatible el almacenamiento de partners de terceros, incluido el almacenamiento en disco y en
cinta.

@ No se puede usar Cloud Storage Pools con FabricPool debido a la latencia afiadida de
recuperar un objeto del destino de Cloud Storage Pool.

Servicios de plataforma S3

Los servicios de plataforma S3 le dan la posibilidad de usar servicios remotos como extremos para la
replicacion de objetos, notificaciones de eventos o la integracion de busquedas. Los servicios de plataforma
operan con independencia de las reglas de ILM del grid, y se habilitan para bloques individuales de S3. Se
admiten los siguientes servicios:

« El servicio de replicacion de CloudMirror hace automaticamente mirroring de los objetos especificados en
un bloque de S3 de destino, que puede estar en un segundo sistema Amazon S3 o en un segundo
sistema StorageGRID.

« El servicio de notificacion de eventos envia mensajes sobre las acciones especificadas a un punto final
externo que admite la recepcion de eventos de Simple Notification Service (Amazon SNS).

* El servicio de integracion de busqueda envia metadatos de objetos a un servicio de Elasticsearch externo,
lo que permite buscar, visualizar y analizar los metadatos con herramientas de terceros.

Por ejemplo, podria usar la replicacion de CloudMirror para reflejar registros de clientes especificos en
Amazon S3 y, a continuacion, aprovechar los servicios de AWS para realizar analisis de los datos.

Organizacion en niveles de datos de ONTAP mediante FabricPool

Puede reducir el coste del almacenamiento de ONTAP organizando en niveles los datos en StorageGRID
utilizando FabricPool. FabricPool permite organizar los datos en niveles de forma automatica en niveles de
almacenamiento de objetos de bajo coste, tanto dentro como fuera de las instalaciones.

A diferencia de las soluciones de organizacion por niveles manual, FabricPool reduce el coste total de
propiedad mediante la automatizacién de la organizacion en niveles de los datos para reducir el coste del
almacenamiento. Ofrece las ventajas de la rentabilidad del cloud organizando en niveles en clouds publicos y
privados incluyendo StorageGRID.

Informacion relacionada
» ": Qué es Cloud Storage Pool?"

+ ": Qué son los servicios de plataforma?"


https://docs.netapp.com/es-es/storagegrid-117/ilm/what-cloud-storage-pool-is.html
https://docs.netapp.com/es-es/storagegrid-117/tenant/what-platform-services-are.html

+ "Configure StorageGRID para FabricPool"

Arquitectura de StorageGRID y topologia de red

Un sistema StorageGRID consta de varios tipos de nodos de grid en uno o varios sitios
de centros de datos.

Para obtener informacion adicional sobre la topologia de red, los requisitos y las comunicaciones de grid de
StorageGRID, consulte "Directrices sobre redes".

Topologias de puesta en marcha

El sistema StorageGRID se puede poner en marcha en un solo centro de datos o en varios sitios de centros
de datos.

Sitio Unico

En una puesta en marcha con un unico sitio, la infraestructura y las operaciones del sistema StorageGRID
estan centralizadas.

(—

Client

Data Center

Primary Admin Gateway Node

Node (optional)
Storage Nodes

Multiples sitios

En una implementacion con varios sitios, se pueden instalar diferentes tipos y numeros de recursos de
StorageGRID en cada sitio. Por ejemplo, es posible que se necesite mas almacenamiento en un centro de


https://docs.netapp.com/es-es/storagegrid-117/fabricpool/index.html
https://docs.netapp.com/es-es/storagegrid-117/network/index.html

datos que en otro.

Con frecuencia, se ubican en distintas ubicaciones geograficas en diferentes dominios de fallo, como una
linea de fallo de terremotos o un flujo de inundacion. El uso compartido de datos y la recuperacion ante
desastres se consigue mediante la distribucién automatizada de datos a otros sites.

(—— (——
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Primary Admin Gateway Node Non-primary  Gateway Node
Node (optional) <« WAN —» Admin Node (optional)
HENB HENB
Storage Nodes Storage Nodes

También pueden existir varios sitios I6gicos en un unico centro de datos y asi permitir el uso de replicacion
distribuida y codigo de borrado para aumentar la disponibilidad y la resiliencia.

Redundancia de nodos de grid

En una puesta en marcha de un unico sitio o de varios sitios, de manera opcional, puede incluir mas de un
nodo de administracién o un nodo de puerta de enlace para obtener redundancia. Por ejemplo, puede instalar
mas de un nodo de administracion en un solo sitio o en varios sitios. Sin embargo, cada sistema StorageGRID
solo puede tener un nodo de administrador principal.

Arquitectura del sistema

Este diagrama muestra como se organizan los nodos de cuadricula en un sistema StorageGRID.
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Los clientes de S3 y Swift almacenan y recuperan objetos en StorageGRID. Otros clientes se usan para enviar
notificaciones por correo electronico, para acceder a la interfaz de gestion de StorageGRID y, opcionalmente,
para acceder al recurso compartido de auditoria.

Los clientes S3 y Swift pueden conectarse a un nodo de puerta de enlace o un nodo de administrador para
usar la interfaz de equilibrio de carga en los nodos de almacenamiento. De manera alternativa, los clientes S3
y Swift pueden conectarse directamente a los nodos de almacenamiento mediante HTTPS.

Los objetos pueden almacenarse en StorageGRID en nodos de almacenamiento basados en software o en
hardware, o en pools de almacenamiento en cloud, que constan de bloques S3 externos o contenedores de

almacenamiento de Azure Blob.



Nodos de grid y servicios

El elemento basico de un sistema StorageGRID es el nodo de Grid. Los nodos contienen servicios, que son
modulos de software que proporcionan un conjunto de funcionalidades a un nodo de grid.

El sistema StorageGRID utiliza cuatro tipos de nodos de grid:

* Los nodos de administracion proporcionan servicios de administracion tales como la configuracion del
sistema, la supervision y el registro. Cuando inicia sesion en Grid Manager, se conecta a un nodo de
administracion. Cada grid debe tener un nodo de administrador primario y puede tener nodos de
administrador no primarios adicionales para la redundancia. Puede conectarse a cualquier nodo de
administrador y cada nodo de administrador muestra una vista similar del sistema StorageGRID. Sin
embargo, se deben realizar los procedimientos de mantenimiento usando el nodo de administracion
principal.

Los nodos de administracion también se pueden usar para equilibrar la carga del trafico de clientes S3 y
Swift.

* Nodos de almacenamiento gestionar y almacenar metadatos y datos de objetos. Cada sistema
StorageGRID debe tener al menos tres nodos de almacenamiento. Si tiene varios sitios, cada sitio dentro
del sistema StorageGRID también debe tener tres nodos de almacenamiento.

* Los nodos de puerta de enlace (opcionales) proporcionan una interfaz de equilibrio de carga que las
aplicaciones cliente pueden utilizar para conectarse a StorageGRID. Un equilibrador de carga dirige sin
problemas a los clientes a un nodo de almacenamiento 6ptimo, de modo que el fallo de los nodos o
incluso de todo un sitio sea transparente. Puede utilizar una combinacion de nodos de puerta de enlace y
nodos de administracion para el equilibrio de carga o puede implementar un equilibrador de carga HTTP
de terceros.

» * Los nodos de archivo (anticuados)* proporcionan una interfaz opcional a través de la cual los datos de
objetos se pueden archivar en cinta.

Para obtener mas informacion, consulte "Administre StorageGRID".

Nodos basados en software

Los nodos de grid basados en software se pueden poner en marcha de las siguientes formas:

* Como maquinas virtuales en VMware vSphere

* Dentro de los motores de contenedor en los hosts Linux. Se admiten los sistemas operativos siguientes:
o Red Hat Enterprise Linux
> CentOS
> Ubuntu

o Debian
En la siguiente secciodn, se ofrece mas informacion:

¢ "Instale VMware"
* "Instale Red Hat Enterprise Linux o CentOS"
* "Instalar Ubuntu o Debian"

Utilice la "Herramienta de matriz de interoperabilidad de NetApp (IMT)" para obtener una lista de las versiones
compatibles.


https://docs.netapp.com/es-es/storagegrid-117/admin/index.html
https://docs.netapp.com/es-es/storagegrid-117/vmware/index.html
https://docs.netapp.com/es-es/storagegrid-117/rhel/index.html
https://docs.netapp.com/es-es/storagegrid-117/ubuntu/index.html
https://imt.netapp.com/matrix/#welcome

Nodos del dispositivo StorageGRID

Los dispositivos de hardware StorageGRID estan especialmente disefiados para su uso en un sistema
StorageGRID. Algunos dispositivos se pueden usar como nodos de almacenamiento. Otros dispositivos se
pueden usar como nodos de administrador o nodos de puerta de enlace. Puede combinar nodos de
dispositivos con nodos basados en software o poner en marcha grids de dispositivo completamente disefiados
que no tengan dependencias en hipervisores externos, almacenamiento ni hardware de computacion.

Se encuentran disponibles los siguientes tipos de dispositivos StorageGRID:

+ El dispositivo de almacenamiento SGF6112 es un servidor all-flash de 1 unidades de rack (1U) que cuenta
con 12 unidades SSD NVMe (memoria no volatil exprés) con controladores de computacion y
almacenamiento integrados.

* Los dispositivos SG100 y SG1000 de servicios son servidores de 1 unidad de bastidor (1U) que pueden
funcionar como el nodo de administracion principal, un nodo de administraciéon no primario o un nodo de
puerta de enlace. Ambos dispositivos pueden funcionar al mismo tiempo como nodos de puerta de enlace
y nodos de administracion (principal y no primario).

« El dispositivo de almacenamiento SG6000 funciona como nodo de almacenamiento y combina el
controlador de computacion SG6000-CN 1U con una bandeja de controladoras de almacenamiento 2U o
4U. EI SG6000 esta disponible en dos modelos:

o SGF6024: Combina el controlador informatico SG6000-CN con una bandeja de controlador de
almacenamiento 2U que incluye 24 unidades de estado sdlido (SSD) y controladores de
almacenamiento redundantes.

> 8G6060: Combina el controlador de computaciéon SG6000-CN con un alojamiento de 4U que incluye
58 unidades NL-SAS, 2 SSD y controladoras de almacenamiento redundantes. Cada dispositivo
SG6060 admite una o dos bandejas de expansion de 60 unidades, que ofrecen hasta 178 unidades
dedicadas al almacenamiento de objetos.

« El dispositivo de almacenamiento SG5700 es una plataforma de almacenamiento e informatica integrada
que funciona como nodo de almacenamiento. SG5700 esta disponible en dos modelos:

> 8G5712: Carcasa 2U que incluye 12 unidades NL-SAS y controladoras integradas de almacenamiento
e informatica.

> 8G5760: Carcasa 4U que incluye 60 unidades NL-SAS y controladoras de almacenamiento e
informatica integradas.

En la siguiente seccidn, se ofrece mas informacion:

* "Hardware Universe de NetApp"

+ "Dispositivo de almacenamiento SGF6112"

* "Servicios de aplicaciones SG100 y SG1000"
+ "Dispositivos de almacenamiento SG6000"

+ "Dispositivos de almacenamiento SG5700"

Servicios primarios para nodos de administracion

En la siguiente tabla se muestran los servicios principales de los nodos de administrador; sin embargo, esta
tabla no enumera todos los servicios de nodo.


https://hwu.netapp.com
https://docs.netapp.com/es-es/storagegrid-117/installconfig/hardware-description-sg6100.html
https://docs.netapp.com/es-es/storagegrid-117/installconfig/hardware-description-sg100-and-1000.html
https://docs.netapp.com/es-es/storagegrid-117/installconfig/hardware-description-sg6000.html
https://docs.netapp.com/es-es/storagegrid-117/installconfig/hardware-description-sg5700.html

Servicio
Sistema de gestion de auditorias
(AMS)

Nodo de gestion de
configuraciones (CMN)

Interfaz de programas de
aplicaciones de gestion (API de
gestion)

Alta disponibilidad

Equilibrador de carga

Sistema de gestion de redes
(NMS)

Prometheus

Monitor de estado del servidor
(SSM)

Funcion de la tecla

Realiza un seguimiento de la actividad y los eventos del sistema.

Gestiona la configuracion en todo el sistema. Solo nodo de
administrador principal.

Procesa las solicitudes de la API de gestion de grid y la API de gestion
de inquilinos.

Administra direcciones IP virtuales de alta disponibilidad para grupos de
nodos de administracion y nodos de puerta de enlace.

Nota: este servicio también se encuentra en los nodos Gateway.

Proporciona el equilibrio de carga del trafico de S3 y Swift desde los
clientes a los nodos de almacenamiento.

Nota: este servicio también se encuentra en los nodos Gateway.

Proporciona funcionalidad para Grid Manager.

Recopila y almacena métricas de series temporales de los servicios en
todos los nodos.

Supervisa el sistema operativo y el hardware subyacente.

Servicios principales para nodos de almacenamiento

En la siguiente tabla se muestran los servicios principales de los nodos de almacenamiento; sin embargo, esta
tabla no enumera todos los servicios de los nodos.

@ Algunos servicios, como el servicio ADC y el servicio RSM, normalmente solo existen en tres
nodos de almacenamiento de cada sitio.

Servicio

Cuenta (acct)

Controlador de dominio
administrativo (ADC)

Cassandra

10

Funcion de la tecla

Administra cuentas de arrendatario.

Mantiene la topologia y la configuracién en todo el grid.

Almacena y protege los metadatos de objetos.



Servicio

Cassandra Reaper

Segmento

Transmisor de datos (dmv)

Almacén de datos distribuidos
(DDS)

Identidad (no)

Router de distribucion local (LDR)

Maquina de estado replicada
(RSM)

Monitor de estado del servidor
(SSM)

Funcion de la tecla

Realiza reparaciones automaticas de metadatos de objetos.
Gestiona datos codificados de borrado y fragmentos de paridad.
Transfiere datos a Cloud Storage Pools.

Supervisa el almacenamiento de metadatos de objetos.

Federe las identidades de usuario de LDAP y Active Directory.

Procesa las solicitudes del protocolo de almacenamiento de objetos y
gestiona los datos de objetos en el disco.

Garantiza que las solicitudes de servicios de la plataforma S3 se envien
a sus respectivos puntos finales.

Supervisa el sistema operativo y el hardware subyacente.

Servicios principales para nodos de puerta de enlace

La siguiente tabla muestra los servicios principales para los nodos de puerta de enlace; sin embargo, esta
tabla no enumera todos los servicios de nodo.

Servicio

Alta disponibilidad

Equilibrador de carga

Monitor de estado del servidor
(SSM)

Funcion de la tecla

Administra direcciones IP virtuales de alta disponibilidad para grupos de
nodos de administracion y nodos de puerta de enlace.

Nota: este servicio también se encuentra en los nodos de
administracion.

Proporciona un equilibrio de carga de capa 7 del trafico de S3 y Swift de
clientes a nodos de almacenamiento. Este es el mecanismo de
equilibrio de carga recomendado.

Nota: este servicio también se encuentra en los nodos de
administracion.

Supervisa el sistema operativo y el hardware subyacente.

Servicios principales para nodos de archivado

En la siguiente tabla se muestran los servicios principales para los nodos de archivado (ahora anticuados); sin
embargo, esta tabla no muestra todos los servicios de nodo.

11



@ La compatibilidad con los nodos de archivo esta obsoleta y se eliminara en una version futura.

Servicio Funcion de la tecla

Archivo (ARC) Se comunica con un sistema de almacenamiento en cinta externo Tivoli
Storage Manager (TSM).

Monitor de estado del servidor Supervisa el sistema operativo y el hardware subyacente.
(SSM)

Servicios de StorageGRID

A continuacion, se muestra una lista completa de los servicios StorageGRID.

« Servicio de cuenta Forwarder
Proporciona una interfaz para que el servicio Load Balancer pueda consultar el Servicio de cuenta en
hosts remotos y proporciona notificaciones de cambios de configuracion de Load Balancer Endpoint al
servicio Load Balancer. El servicio Load Balancer esta presente en los nodos de administracion y de
puerta de enlace.

« Servicio ADC (controlador de dominio administrativo)
Mantiene informacién de topologia, proporciona servicios de autenticacion y responde a las consultas de
los servicios LDR y CMN. El servicio de ADC esta presente en cada uno de los tres primeros nodos de
almacenamiento instalados en un sitio.

» Servicio AMS (sistema de Gestion de Auditoria)

Supervisa y registra todos los eventos y transacciones auditados del sistema en un archivo de registro de
texto. El servicio AMS esta presente en los nodos Admin.

» Servicio ARC (Archivo)
Ofrece la interfaz de gestion con la que se configuran las conexiones a un almacenamiento de archivado
externo, como cloud a través de una interfaz S3 o una cinta a través del middleware TSM. El servicio ARC
esta presente en los nodos de archivado.

» Cassandra Servicio Reaper

Realiza reparaciones automaticas de metadatos de objetos. El servicio Cassandra Reaper esta presente
en todos los nodos de almacenamiento.

» Servicio de Chunk

Gestiona datos codificados de borrado y fragmentos de paridad. El servicio Chunk esta presente en los
nodos de almacenamiento.

» Servicio CMN (nodo de administracion de configuracién)

Gestiona las configuraciones de todo el sistema y las tareas de grid. Cada cuadricula tiene un servicio
CMN, que esta presente en el nodo de administracion principal.

12



« Servicio DDS (almacén de datos distribuido)

Interactua con la base de datos de Cassandra para gestionar los metadatos de objetos. El servicio DDS
esta presente en los nodos de almacenamiento.

» Servicio DMV (Data Mover)
Mueve los datos a extremos de cloud. El servicio DMV esta presente en los nodos de almacenamiento.
+ Servicio IP dinamico

Supervisa la cuadricula para los cambios dinamicos de IP y actualiza las configuraciones locales. El
servicio IP dinamica (dynip) esta presente en todos los nodos.

» Servicio Grafana

Se utiliza para la visualizacion de métricas en Grid Manager. El servicio Grafana se encuentra en los
nodos de administracion.

 Servicio de alta disponibilidad
Administra IP virtuales de alta disponibilidad en nodos configurados en la pagina grupos de alta
disponibilidad. El servicio de alta disponibilidad esta presente en los nodos de administracion y de puerta
de enlace. Este servicio también se conoce como servicio de keepalived.

« Servicio de identidad (idnt)

Federe las identidades de usuario de LDAP y Active Directory. El servicio de identidades (idnt) esta
presente en tres nodos de almacenamiento en cada sitio.

« Servicio de Arbitros Lambda
Gestiona solicitudes S3 Select ObjectContent.

+ Servicio de equilibrador de carga
Proporciona el equilibrio de carga del trafico de S3 y Swift desde los clientes a los nodos de
almacenamiento. El servicio Load Balancer se puede configurar a través de la pagina de configuracion
Load Balancer Endpoints. El servicio Load Balancer esta presente en los nodos de administracion y de
puerta de enlace. Este servicio también se conoce como servicio nginx-gw.

« Servicio LDR (router de distribucion local)

Gestiona el almacenamiento y la transferencia de contenido dentro de la cuadricula. El servicio LDR esta
presente en los nodos de almacenamiento.

» Servicio de MDaemon de control de servicio de informacién MISCd
Proporciona una interfaz para consultar y gestionar servicios en otros nodos y para gestionar
configuraciones de entorno en el nodo, como consultar el estado de los servicios que se ejecutan en otros
nodos. El servicio MISCd esta presente en todos los nodos.

* servicio nginx
Actla como mecanismo de autenticacion y comunicacion segura para que varios servicios de grid (como

Prometheus y Dynamic IP) puedan comunicarse con servicios de otros nodos a través de las API HTTPS.
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El servicio nginx esta presente en todos los nodos.
* servicio nginx-gw

Activa el servicio Load Balancer. El servicio nginx-gw esta presente en los nodos Admin y Gateway.
» Servicio NMS (sistema de administraciéon de redes)

Activa las opciones de supervision, generacion de informes y configuracion que se muestran a través de
Grid Manager. El servicio NMS esta presente en los nodos Admin.

» Servicio de persistencia

Administra los archivos del disco raiz que deben persistir durante un reinicio. El servicio de persistencia
esta presente en todos los nodos.

» Servicio Prometheus

Recopila métricas de series temporales de los servicios en todos los nodos. El servicio Prometheus esta
presente en los nodos de administracion.

» Servicio RSM (Servicio de maquina de estado replicado)

Garantiza que las solicitudes de servicio de la plataforma se envien a sus respectivos extremos. El servicio
RSM esta presente en los nodos de almacenamiento que utilizan el servicio ADC.

» Servicio SSM (Monitor de estado del servidor)

Supervisa las condiciones del hardware e informa al servicio NMS. En todos los nodos de cuadricula hay
una instancia del servicio SSM.

» Servicio de colector de traza
Realiza la recogida de seguimiento para recopilar informacion que el soporte técnico utiliza. El servicio de

colector de traza utiliza el software de cédigo abierto Jager y esta presente en los nodos de
administracion.

Cémo StorageGRID gestiona los datos

Qué es un objeto

Con el almacenamiento de objetos, la unidad de almacenamiento es un objeto, en lugar
de un archivo o un bloque. A diferencia de la jerarquia de arbol de un sistema de
archivos o almacenamiento basado en bloques, el almacenamiento de objetos organiza
los datos en un disefio plano y sin estructura.

El almacenamiento de objetos separa la ubicacion fisica de los datos del método utilizado para almacenar y
recuperar esos datos.

Cada objeto de un sistema de almacenamiento basado en objetos tiene dos partes: Datos de objetos y
metadatos de objetos.
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Object 3
Metadata

Data

¢ Qué son los datos de objetos?

Los datos del objeto pueden ser cualquier cosa; por ejemplo, una fotografia, una pelicula o un registro médico.

¢ Qué son los metadatos de objetos?

Los metadatos de objetos son cualquier informacion que describa un objeto. StorageGRID utiliza metadatos
de objetos para realizar un seguimiento de las ubicaciones de todos los objetos en el grid y gestionar el ciclo
de vida de cada objeto a lo largo del tiempo.

Los metadatos de objetos incluyen informacion como la siguiente:

* Metadatos del sistema, incluidos un ID Unico para cada objeto (UUID), el nombre del objeto, el nombre del
blogue de S3 o el contenedor Swift, el nombre o el ID de la cuenta de inquilino, el tamafo légico del
objeto, la fecha y la hora en que se creo6 el objeto por primera vez, y la fecha y hora en que se modificé por
ultima vez el objeto.

 La ubicacion actual de almacenamiento de cada copia de objeto o fragmento con cédigo de borrado.

» Todos los metadatos de usuario asociados con el objeto.
Los metadatos de objetos son personalizables y ampliables, por lo que es flexible para las aplicaciones.

Para obtener informacion detallada sobre como y donde almacena StorageGRID metadatos de objetos, vaya
a. "Gestione el almacenamiento de metadatos de objetos".

¢ Como se protegen los datos de objetos?

El sistema StorageGRID ofrece dos mecanismos para proteger los datos de objetos contra la pérdida: La
replicacion y la codificacion de borrado.

Replicacion

Cuando StorageGRID enlaza objetos con una regla de gestion del ciclo de vida de la informacion (ILM) que se
configura para crear copias replicadas, el sistema crea copias exactas de datos de objetos y los almacena en
nodos de almacenamiento, nodos de archivado o pools de almacenamiento en el cloud. Las reglas de ILM
determinan el numero de copias realizadas, donde se almacenan esas copias y durante el tiempo que el
sistema retiene. Si se pierde una copia, por ejemplo, como resultado de la pérdida de un nodo de
almacenamiento, el objeto sigue disponible si existe una copia en otro lugar del sistema StorageGRID.

En el ejemplo siguiente, la regla make 2 copies especifica que se coloquen dos copias replicadas de cada
objeto en un pool de almacenamiento que contenga tres nodos de almacenamiento.
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- Make 2 Copies

Storage Pool

Codificacion de borrado

Cuando StorageGRID enlaza objetos con una regla de ILM que se configura para crear copias con codigo de
borrado, corta los datos de objetos en fragmentos de datos, calcula fragmentos de paridad adicionales y
almacena cada fragmento en un nodo de almacenamiento diferente. Cuando se accede a un objeto, se vuelve
a ensamblar utilizando los fragmentos almacenados. Si un dato o un fragmento de paridad se corrompen o se
pierden, el algoritmo de codificacién de borrado puede recrear ese fragmento con un subconjunto de los datos
restantes y fragmentos de paridad. Las reglas de ILM y los perfiles de codificacion de borrado determinan el
esquema de codificacion de borrado utilizado.

En el siguiente ejemplo, se muestra el uso de codigos de borrado en los datos de un objeto. En este ejemplo,
la regla ILM utiliza un esquema de codificacion de borrado 4+2. Cada objeto se divide en cuatro fragmentos de
datos iguales y dos fragmentos de paridad se calculan a partir de los datos del objeto. Cada uno de los seis
fragmentos se almacena en un nodo de almacenamiento diferente en tres centros de datos para proporcionar
proteccion de datos ante fallos de nodos o pérdidas de sitios.
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Informacion relacionada

+ "Gestidn de objetos con ILM"

+ "Utilizar la gestion del ciclo de vida de la informacion”

La vida de un objeto

La vida de un objeto consta de varias etapas. Cada etapa representa las operaciones
que ocurren con el objeto.

La vida util de un objeto incluye las operaciones de procesamiento, gestion de copias, recuperacion y
eliminacion.

* Procesamiento: Proceso de una aplicacion cliente S3 o Swift que guarda un objeto a través de HTTP en
el sistema StorageGRID. En este momento, el sistema StorageGRID comienza a gestionar el objeto.

» Gestion de copias: El proceso de administracion de copias replicadas y codificadas por borrado en
StorageGRID, como se describe en las reglas de ILM de la politica activa de ILM. Durante la fase de
gestion de copias, StorageGRID protege los datos de objetos frente a la pérdida mediante la creacién vy el
mantenimiento del numero y el tipo especificados de copias de objetos en los nodos de almacenamiento,
en un pool de almacenamiento en cloud o en el nodo de archivado.

» Recuperar: Proceso de una aplicacion cliente que accede a un objeto almacenado por el sistema
StorageGRID. El cliente lee el objeto, que se recupera de un nodo de almacenamiento, un pool de
almacenamiento de cloud o un nodo de archivado.

 Eliminar: El proceso de eliminar todas las copias de objetos de la cuadricula. Los objetos se pueden
eliminar como resultado de que la aplicacion cliente envie una solicitud de eliminacion al sistema
StorageGRID o como resultado de un proceso automatico que StorageGRID realiza cuando finaliza la vida
util del objeto.
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Copy Management

Ingest
< Retrieve StorageGRID" Jiammsaill LLLLLL
Delete »
Client

Archive Storage

Cloud Storage Pool

Informacion relacionada
+ "Gestidn de objetos con ILM"

« "Utilizar la gestion del ciclo de vida de la informacion"

Flujo de datos de ingesta

Una operacion de ingesta, o guardado, consta de un flujo de datos definido entre el
cliente y el sistema StorageGRID.
Flujo de datos

Cuando un cliente procesa un objeto al sistema StorageGRID, el servicio LDR en los nodos de
almacenamiento procesa la solicitud y almacena los metadatos y los datos en el disco.

[
Metadata l

¢ Metadata
Metadta

Client

<« ——Metadata————

Disk
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1. La aplicacion cliente crea el objeto y lo envia al sistema StorageGRID mediante una solicitud PUT HTTP.
2. El objeto se evalua segun la politica de ILM del sistema.

3. El servicio LDR guarda los datos de los objetos como una copia replicada o como una copia codificada por
borrado. (El diagrama muestra una version simplificada del almacenamiento de una copia replicada en el
disco).

4. El servicio LDR envia los metadatos del objeto al almacén de metadatos.
5. El almacén de metadatos guarda los metadatos del objeto en el disco.

6. El almacén de metadatos propaga copias de metadatos de objetos a otros nodos de almacenamiento.
Estas copias también se guardan en el disco.

7. El servicio LDR devuelve una respuesta HTTP 200 OK al cliente para reconocer que el objeto se ha
ingerido.

Gestion de copias

Los datos de objetos se gestionan mediante la politica de ILM activa y sus reglas de ILM.
Las reglas de ILM hacen copias replicadas o codificadas de borrado para proteger los
datos de los objetos ante pérdidas.

Es posible que sean necesarios diferentes tipos o ubicaciones de copias de objetos en distintos momentos de
la vida del objeto. Las reglas de ILM se evaltan periddicamente para asegurarse de que los objetos estén
ubicados segun sea necesario.

El servicio LDR gestiona los datos de objetos.

Proteccion de contenido: Replicacion

Si las instrucciones de colocacién del contenido de una regla de ILM requieren copias replicadas de datos de
objetos, los nodos de almacenamiento que componen el pool de almacenamiento configurado y las
almacenan en disco.

El motor de gestion del ciclo de vida de la informacion del servicio LDR controla la replicacion y garantiza que
se almacene el numero correcto de copias en las ubicaciones correctas y la cantidad de tiempo correcta.
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Replication Request

onfim ation

Data

Metadata

Disk Disk

1. El motor de ILM consulta al servicio ADC para determinar el mejor servicio LDR de destino dentro del pool
de almacenamiento especificado por la regla de ILM. A continuacién, envia ese servicio LDR un comando
para iniciar la replicacion.

2. El servicio LDR de destino consulta al servicio ADC para obtener la mejor ubicacion de origen. A
continuacion, envia una solicitud de replicacion al servicio LDR de origen.

3. El servicio LDR de origen envia una copia al servicio LDR de destino.
4. El servicio LDR de destino notifica al motor de ILM que los datos del objeto se han almacenado.

5. El motor de ILM actualiza el almacén de metadatos con los metadatos de la ubicacion de objetos.

Proteccioén de contenido: Codificacion de borrado

Si una regla de ILM incluye instrucciones para hacer copias codificadas de borrado de datos de objetos, el
esquema de cadigo de borrado correspondiente divide los datos de los objetos en datos y fragmentos de
paridad y los distribuye por los nodos de almacenamiento configurados en el perfil de cédigo de borrado.

El motor de ILM, que es un componente del servicio LDR, controla el codigo de borrado y garantiza que el
perfil de cédigo de borrado se aplique a los datos de objetos.
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1. El motor ILM consulta al servicio ADC para determinar qué servicio DDS puede realizar mejor la operacion
de codificacion de borrado. Una vez determinado, el motor de ILM envia una solicitud para "iniciar" a ese
servicio.

2. El servicio DDS indica a un LDR que borre los datos del objeto.
3. El servicio LDR de origen envia una copia al servicio LDR seleccionado para codificacion de borrado.

4. Una vez dividido en el niumero adecuado de fragmentos de datos y paridad, el servicio LDR distribuye
estos fragmentos por los nodos de almacenamiento (servicios Chunk) que forman el pool de
almacenamiento del perfil de codificaciéon de borrado.

5. El servicio LDR notifica al motor de ILM y confirma que los datos del objeto se han distribuido
correctamente.

6. El motor de ILM actualiza el almacén de metadatos con los metadatos de la ubicacién de objetos.

Proteccioén de contenido: Pool de almacenamiento en cloud

Si las instrucciones de colocacién de contenido de una regla de ILM requieren que se almacene una copia
replicada de los datos de objetos en un Cloud Storage Pool, los datos de objetos se duplican en el bloque de
S3 externo o en el contenedor de almacenamiento de Azure Blob que se especificd para el Cloud Storage
Pool.

El motor de ILM, que es un componente del servicio LDR, y el servicio Data mover controla el movimiento de
objetos a Cloud Storage Pool.

21



Replication Request

ILMEﬁQhﬁ ¢« Confirmation— it HIGKEE

@

. Metadata Cloud Storage

v Pool
‘Store | Metadata—»

1. El motor de ILM selecciona un servicio Data mover para replicar en el Cloud Storage Pool.

2. El servicio Data mover envia los datos del objeto al Pool de almacenamiento en la nube.
3. El servicio Data mover notifica al motor ILM que los datos del objeto se han almacenado.

4. El motor de ILM actualiza el almacén de metadatos con los metadatos de la ubicacion de objetos.

Recuperar el flujo de datos

Una operacion de recuperacion consta de un flujo de datos definido entre el sistema
StorageGRID vy el cliente. El sistema utiliza atributos para realizar el seguimiento de la
recuperacion del objeto desde un nodo de almacenamiento o, si fuera necesario, un pool
de almacenamiento en cloud o un nodo de archivado.

El servicio LDR del nodo de almacenamiento consulta el almacén de metadatos para localizar los datos del
objeto y los recupera del servicio LDR de origen. Preferentemente, la recuperacion se realiza desde un nodo
de almacenamiento. Si el objeto no esta disponible en un nodo de almacenamiento, la solicitud de
recuperacion se dirige a un pool de almacenamiento de cloud o a un nodo de archivado.

Si la Unica copia de objetos esta en el almacenamiento AWS Glacier o el nivel Azure Archive, la
aplicacion cliente debe emitir una solicitud DE restauracion DE objetos S3 POSTERIOR para
restaurar una copia recuperable al Cloud Storage Pool.
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. El servicio LDR recibe una solicitud de recuperacion de la aplicacion cliente.

El servicio LDR consulta al almacén de metadatos de la ubicacion y los metadatos de los datos de objetos.
El servicio LDR reenvia la solicitud de recuperacién al servicio LDR de origen.

El servicio LDR de origen devuelve los datos de objeto del servicio LDR consultado y el sistema devuelve
el objeto a la aplicacion cliente.

Eliminar flujo de datos

Todas las copias de objetos se eliminan del sistema StorageGRID cuando un cliente
realiza una operacion de eliminacidon o cuando finaliza la vida util del objeto, lo que activa
su eliminacién automatica. Hay un flujo de datos definido para la eliminacién de objetos.

Suprimir jerarquia

StorageGRID proporciona varios métodos para controlar cuando se retienen o se eliminan objetos. Los
objetos se pueden eliminar por solicitud del cliente o de forma automatica. StorageGRID siempre prioriza la
configuracion de cualquier bloqueo de objetos S3 sobre las solicitudes de eliminacién del cliente, cuya
prioridad superan las instrucciones de colocacion de ILM y el ciclo de vida de los bloques S3.

» S3 Object Lock: Si la configuracion global de S3 Object Lock esta habilitada para la cuadricula, los

clientes S3 pueden crear cubos con S3 Object Lock habilitado y, a continuacién, utilizar la APl REST de
S3 para especificar la configuracion de retencion legal y hasta la fecha para cada version de objeto
afiadida a ese bloque.

> Una version de objeto que esta bajo una conservacion legal no se puede eliminar con ningun método.

> Antes de que se alcance la fecha de retencion hasta la version de un objeto, esa version no se puede
eliminar con ningun método.

> Los objetos en bloques con bloqueo de objetos S3 activado quedan retenidos por ILM "eternamente™.
Sin embargo, una vez alcanzada la fecha de retencién hasta la fecha, una solicitud de cliente puede
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eliminar una version de objeto o la expiracion del ciclo de vida de la cuchara.

o Silos clientes S3 aplican una fecha de retencion hasta el depodsito por defecto, no es necesario
especificar una fecha de retencién hasta cada objeto.

« Solicitud de eliminacién de cliente: Un cliente S3 o Swift puede emitir una solicitud de eliminacién de
objeto. Cuando un cliente elimina un objeto, todas las copias del objeto se quitan del sistema
StorageGRID.

« Eliminar objetos en el cubo: Los usuarios del administrador de inquilinos pueden usar esta opcién para
eliminar permanentemente todas las copias de los objetos y versiones de objetos en cubos seleccionados
del sistema StorageGRID.

« Ciclo de vida de bloque S3: Los clientes S3 pueden agregar una configuracion de ciclo de vida a sus
blogues que especifica una accion de caducidad. Si existe un ciclo de vida de un bloque, StorageGRID
elimina automaticamente todas las copias de un objeto cuando se cumple la fecha o el numero de dias
especificados en la accidon Expiracion, a menos que el cliente elimine primero el objeto.

* Instrucciones de colocacion de ILM: Suponiendo que el bloque no tiene habilitado el bloqueo de objetos
S3 y que no hay un ciclo de vida de bloque, StorageGRID elimina automaticamente un objeto cuando
finaliza el ultimo periodo de tiempo de la regla ILM y no se especifican mas colocaciones para el objeto.

La accion de caducidad en un ciclo de vida de bloque de S3 siempre anula la configuracion

@ de ILM. Como resultado, es posible que un objeto se conserve en la cuadricula aunque
hayan caducado las instrucciones de gestion del ciclo de vida de la informacién relativas a
la ubicacion del objeto.

Coémo se eliminan los marcadores de borrado de S3

Cuando se elimina un objeto versionado, StorageGRID crea un marcador de eliminacion como la version
actual del objeto. Para eliminar el marcador de eliminacion de cero bytes del depdsito, el cliente S3 debe
eliminar explicitamente la versidon del objeto. ILM, las reglas de ciclo de vida de los bloques no se quitan los
marcadores de eliminacion ni los objetos de las operaciones de bloque.

Flujo de datos para eliminaciones de clientes

@

| HTTP
DELETE

[

Delete
Client copies

LLLLLL
|I'II'II1]1|

Disk  Archive Storage

Cloud Storage
Pool

1. El servicio LDR recibe una solicitud de eliminacion de la aplicacion cliente.

2. El servicio LDR actualiza el almacén de metadatos para que el objeto se parezca eliminado a las
solicitudes del cliente e indica al motor de ILM que elimine todas las copias de los datos de los objetos.

3. El objeto se elimina del sistema. El almacén de metadatos se actualiza para eliminar los metadatos del
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objeto.

El flujo de datos para eliminaciones de ILM
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. El motor de ILM determina que el objeto debe eliminarse.

El motor de ILM notifica al almacén de metadatos. El almacén de metadatos actualiza los metadatos del
objeto para que el objeto se vea eliminado a las solicitudes del cliente.

El motor de ILM elimina todas las copias del objeto. El almacén de metadatos se actualiza para eliminar
los metadatos del objeto.

Utilizar la gestién del ciclo de vida de la informacion

La gestion de la vida util de la informacidn (ILM) se utiliza para controlar la ubicacion, la
duracion y el comportamiento de ingesta de todos los objetos del sistema StorageGRID.
Las reglas de ILM determinan la manera en que StorageGRID almacena los objetos a lo
largo del tiempo. Puede configurar una o varias reglas de ILM y luego anadirlas a una
politica de ILM.

Una cuadricula sélo tiene una politica activa a la vez. Una politica puede contener varias reglas.

Las reglas de ILM definen:

Qué objetos se deben almacenar. Una regla se puede aplicar a todos los objetos o puede especificar
filtros para identificar a qué objetos se aplica una regla. Por ejemplo, una regla puede aplicarse solo a los
objetos asociados con determinadas cuentas de inquilino, bloques S3 especificos o contenedores Swift, o
valores de metadatos especificos.

El tipo de almacenamiento y la ubicacion. Los objetos se pueden almacenar en nodos de almacenamiento,
en pools de almacenamiento en cloud o en nodos de archivado.

El tipo de copias de objeto realizadas. Las copias se pueden replicar o codificar.

Para las copias replicadas, el numero de copias realizadas.

Para las copias codificadas de borrado, se utiliza el esquema de codificacion de borrado.

Los cambios a lo largo del tiempo en la ubicacion de almacenamiento de un objeto y el tipo de copias.

Como se protegen los datos de objetos cuando se ingieren los objetos en el grid (ubicaciéon sincrona o
doble registro).
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Tenga en cuenta que los metadatos de objetos no estan gestionados por las reglas de ILM. En su lugar, los
metadatos de objetos se almacenan en una base de datos de Cassandra en lo que se conoce como almacén
de metadatos. Se mantienen automaticamente tres copias de los metadatos de objetos en cada sitio para
proteger los datos frente a pérdidas.

Regla de ILM de ejemplo

Por ejemplo, una regla de ILM podria especificar lo siguiente:

* Aplicar solo a los objetos que pertenecen al inquilino A..
» Realice dos copias replicadas de dichos objetos y almacene cada copia en un sitio diferente.

« Conservar las dos copias « para siemprey, lo que significa que StorageGRID no las eliminara
automaticamente. En su lugar, StorageGRID conservara estos objetos hasta que se eliminen mediante
una solicitud de eliminacion del cliente o cuando finalice el ciclo de vida de un bloque.

» Use la opcion Equilibrada para el comportamiento de ingesta: La instruccién de ubicacion de dos sitios se
aplica en cuanto el inquilino A guarda un objeto en StorageGRID, a menos que no sea posible hacer
inmediatamente las dos copias requeridas.

Por ejemplo, si el sitio 2 no se puede acceder cuando el inquilino A guarda un objeto, StorageGRID
realizara dos copias provisionales en los nodos de almacenamiento del sitio 1. En cuanto el sitio 2 esté
disponible, StorageGRID realizara la copia necesaria en ese sitio.

Como evalua una politica de ILM los objetos

La politica de ILM activa para el sistema de StorageGRID controla la ubicacién, la duracion y el
comportamiento de procesamiento de todos los objetos.

Cuando los clientes guardan objetos en StorageGRID, los objetos se evaluan segun el conjunto ordenado de
reglas de ILM en la politica activa, de la siguiente manera:

1. Silos filtros de la primera regla de la politica coinciden con un objeto, el objeto se procesa segun el
comportamiento de procesamiento de esa regla y se almacena segun las instrucciones de ubicacién de
esa regla.

2. Silos filtros de la primera regla no coinciden con el objeto, el objeto se evalla con cada regla subsiguiente
de la politica hasta que se realiza una coincidencia.

3. Si ninguna regla coincide con un objeto, se aplican las instrucciones de comportamiento de procesamiento
y colocacion de la regla predeterminada de la directiva. La regla predeterminada es la ultima regla de una
politica y no puede utilizar ningun filtro. Debe aplicarse a todos los inquilinos, todos los grupos y todas las
versiones del objeto.

Ejemplo de politica de ILM

Por ejemplo, una politica de ILM podria contener tres reglas de ILM que especifiquen lo siguiente:

* Regla 1: Copias replicadas para el Inquilino A
o Haga coincidir todos los objetos que pertenecen al inquilino A..
o Almacene estos objetos como tres copias replicadas en tres sitios.

> Los objetos que pertenecen a otros arrendatarios no coinciden con la Regla 1, por lo que se evalian
segun la Regla 2.

* Regla 2: Codificacion de borrado para objetos mayores de 1 MB
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> Hacer coincidir todos los objetos de otros inquilinos, pero solo si son mayores de 1 MB. Estos objetos

de mayor tamafo se almacenan mediante codificacion de borrado 6+3 en tres instalaciones.
> No coincide con los objetos de 1 MB o menos, por lo que estos objetos se evaluan con la Regla 3.
* Regla 3: 2 copias 2 data centers (predeterminado)
o Es la ultima regla y la predeterminada de la politica. No utiliza filtros.

> Realice dos copias replicadas de todos los objetos que no coincidan con la Regla 1 o la Regla 2
(objetos que no pertenezcan al arrendatario A que tengan 1 MB o menos).

Object
ingested
Active Policy
E#l:nlinth' All objects belonging to
- Store 3 replicated copies at 3 sites Tenant A are stored
v
Rule 2 .
If any other tenant: — O:] Jrleﬂthrs al:g;;:?sn
- Use EC coding for objects larger than 1 MB
v

Rule 3 (default rule)
If object does not match rule 1 or 2: ——»
- Store 2 replicated copies at 2 sites

Any remaining objects
are stored

Informacion relacionada
+ "Gestion de objetos con ILM"

Explora StorageGRID

Explore Grid Manager

Grid Manager es una interfaz grafica basada en navegador que permite configurar,
administrar y supervisar el sistema StorageGRID.

Cuando inicia sesion en Grid Manager, se conecta a un nodo de administracion. Cada sistema StorageGRID
incluye un nodo de administrador primario y cualquier nimero de nodos de administrador que no son
primarios. Puede conectarse a cualquier nodo de administrador y cada nodo de administrador muestra una
vista similar del sistema StorageGRID.

Puede acceder a Grid Manager mediante una "navegador web compatible”.

Consola de Grid Manager

Cuando inicie sesion por primera vez en Grid Manager, podra utilizar la consola para supervisar las
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actividades del sistema de un vistazo.

La consola contiene informacion sobre el estado y el rendimiento del sistema, el uso del almacenamiento,
procesos de ILM, operaciones de S3 y Swift, y los nodos del grid. Puede configurar el panel de control
seleccionando de una coleccion de tarjetas que contienen la informacion que necesita para supervisar
eficazmente su sistema.

StorageGRID dashboard Actions

~  You have 4 notifications: 1 @ 3 A

Overview Performance Storage ILM Nodes
Health status @ Data space usage breakdown @ 1
2.11 MB (0%) of 3.09 TB used overall
License
il Sitename & Data storage usage & Usedspace $ Total space &
Data Center 2 0% 682.53 KB 926.62 GB
Data Center 3 0% 646.12 KB 926.62 GB
License
Data Center 1 0% 779.21 KB 1.24TB
Total objects in the grid @ Metadata allowed space usage breakdown @ e

3.62 MB (0%) of 25.76 GB used in Data Center 1

0 Data Center 1 has the highest metadata space

age and it determines the metadata spa

Metadata space

-

Sitename % ~ Usedspace = Allowed space %
usage

-

Data Center 3 0% 271MB 19.32 GB

Para obtener una explicacion de la informacion que se muestra en cada tarjeta, seleccione el icono de ayuda
@ para esa tarjeta.

Leer mas

* "Ver y configurar el panel de control"

Campo de busqueda

El campo Buscar de la barra de encabezado permite navegar rapidamente a una pagina especifica dentro de
Grid Manager. Por ejemplo, puede introducir KM para acceder a la pagina Servidor de administracion de
claves (KMS). Puede utilizar Buscar para buscar entradas en la barra lateral del Gestor de cuadricula y en los
menus Configuracion, Mantenimiento y Soporte.

Menu de ayuda

El menu de ayuda Proporciona acceso al asistente de configuracion de FabricPool y S3, al centro de
documentacion de StorageGRID para la versién actual y a la documentacion de API. También puede
determinar qué version de StorageGRID esta instalada actualmente.
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FabricPool and 53 setup wizard

Documentation center

AP| documentation

What's new

About

Leer mas

» "Use el asistente de configuracién de FabricPool"
« "Utilice el asistente de configuraciéon de S3"

« "Utilice la API de gestion de grid"

Menu Alertas

El menu Alertas proporciona una interfaz facil de usar para detectar, evaluar y resolver problemas que pueden
producirse durante el funcionamiento de StorageGRID.

DASHEODARD
ALERTS &
Current
Resolved

Silences

Rules

Email setup

Desde el menu Alertas, puede hacer lo siguiente:

» Revisar las alertas actuales
* Revisar las alertas resueltas

» Configure silencios para suprimir notificaciones de alerta
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» Defina reglas de alerta para condiciones que activen alertas

» Configure el servidor de correo electronico para las notificaciones de alertas
Leer mas

+ "Gestionar alertas"
Nodos

La pagina nodos muestra informacion sobre la cuadricula completa, cada sitio de la cuadricula y cada nodo de
un sitio.

La pagina de inicio de los nodos muestra métricas combinadas para toda la cuadricula. Para ver la
informacién de un sitio o nodo en particular, seleccione el sitio o el nodo.

DASHBOARD

s Nodes

Current

View the list and status of sites and grid nodes.

Resolved
. Q Total node count: 14
Silences
Rules
Name @ = Type = Objectdataused @ 2=  Object metadataused @ = CPUusage @ 2
Email setup
StorageGRID Deployment Grid 0% 0%
NG S ~ Data Center 1 Site 0% 0%
LM
& obcirom1 Primary Admin Node 21%
CONFIGURATION
AT & DCl-ARCL Archive Node 8%
SUPFORE ® ocic1 Gateway Node 10%
& obcis: Storage Node 0% 0% 29%

Leer mas

* "Vea la pagina Nodes"

Inquilinos

La pagina Tenants permite crear y supervisar las cuentas de inquilinos de almacenamiento para el sistema
StorageGRID. Debe crear al menos una cuenta de inquilino para especificar quién puede almacenar y
recuperar objetos y qué funcionalidad esta disponible para ellos.

La pagina Tenants también proporciona detalles de uso para cada cliente, incluyendo la cantidad de

almacenamiento usado y el nimero de objetos. Si establece una cuota cuando creé el arrendatario, puede ver
la cantidad de esa cuota que se ha utilizado.
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DASHBOARD

ALERTS @ s Te n a n tS

NODES
View information for each tenant account. Depending on the timing of ingests, network connectivity, and node status, the usage data shown might be out of date.

TENANTS To view more recent values, select the tenant name.

ILM v Create Export to CSV e e 2 D\

CONFIGURATION

Name @ = Logical spaceused @ 5  Quotautilization @ 2 Quota @ =  Objectcount @ 4%  Signin/Copy URL @
MAINTENANCE
53 Tenant 0 bytes 0%  100.00GB 0 =5
SUPPORT y ] D
Swift Tenant 0 bytes 0%  100.00GB 0 =1 0
1

Leer mas
* "Gestione inquilinos"

« "Usar una cuenta de inquilino"

Menu ILM

El menu ILM permite configurar las reglas y las politicas de gestion del ciclo de vida de la informacion (ILM)
que rigen la durabilidad y la disponibilidad de los datos. También puede introducir un identificador de objeto
para ver los metadatos de ese objeto.

DASHBOARD

ALERTS
NODES

TENANTS

Policies
Storage pools
Erasure coding
Storage grades

Regions

Object metadata lookup

CONFIGURATION
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Leer mas
« "Utilizar la gestion del ciclo de vida de la informacion”

+ "Gestion de objetos con ILM"

Menu de configuracion

El menu Configuracion le permite especificar los ajustes de red, la configuracion de seguridad, la
configuracion del sistema, las opciones de supervision y las opciones de control de acceso.

Configuration

Configure your StorageGRID system.

Network Security System Monitoring Access control
High availability groups Certificates Grid federation Audit and syslog server Admin groups
Load balancer endpoints Firewall control Object compression SNMP agent Admin users
53 endpoint domain Key management server S3 Object Lock Grid passwords
names . .

Security settings Storage options Identity federation

Traffic classification , ’ ,
Proxy settings Single sign-on

VLAN interfaces

Tareas de red

Entre las tareas de red se incluyen:

« "Gestionar grupos de alta disponibilidad"

+ "Gestion de puntos finales del equilibrador de carga"

+ "Configuracion de nombres de dominio de punto final S3"
» "Gestion de directivas de clasificacion de trafico”

 "Configurando interfaces VLAN"

Tareas de seguridad
Las tareas de seguridad incluyen:
+ "Gestion de certificados de seguridad"
+ "Gestion de los controles internos del firewall"

* "Configuracion de servidores de gestion de claves"

» Configuracion de los ajustes de seguridad, incluido el "Politica de TLS y SSH", "opciones de seguridad de
objetos y redes", y la "tiempo de espera de inactividad del explorador”.

» Configuracion de los ajustes de un "Proxy de almacenamiento” o una "Proxy de administracion”

Tareas del sistema

Las tareas del sistema incluyen:
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» Uso "federacion de grid" Para clonar informacion de cuenta de inquilino y replicar datos de objetos entre
dos sistemas StorageGRID.

» Opcionalmente, active el "Comprimir objetos almacenados" opcion.
+ "Gestidn del bloqueo de objetos S3"

« Comprender las opciones de almacenamiento como "segmentacion de objetos" y.. "marcas de agua de
volumen de almacenamiento".

Tareas de supervision
Las tareas de supervision incluyen:

+ "Configuracion de los mensajes de auditoria y los destinos de registro”

* "Uso de la supervision de SNMP"

Tareas de control de acceso

Las tareas de control de acceso incluyen:

* "Gestion de los grupos de administracion”

* "Gestion de usuarios administradores"

» Cambiar el "aprovisionamiento de la clave de acceso" o. "contrasefas de la consola del nodo"
+ "Mediante la federacion de identidades"

* "Configuracion de SSO"

Menu de mantenimiento

El menu Mantenimiento le permite realizar tareas de mantenimiento, mantenimiento del sistema y
mantenimiento de la red.
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Maintenance

Perform maintenance procedures on your StorageGRID system.

Tasks System Network
Decommission License DNS servers
Expansian Recovery package Grid Network
Recovery Software update NTP servers

Rename grid, sites, or nodes
Object existence check

Volume restoration

Tareas

Las tareas de mantenimiento incluyen:

* "Operaciones de decomisionar" para eliminar los nodos vy sitios de cuadricula no utilizados
» "Operaciones de expansion"” para agregar nuevos nodos y sitios de cuadricula
» "Procedimientos de recuperacion de nodos de grid" para sustituir un nodo con fallos y restaurar los datos

» "Cambiar el nombre de los procedimientos" para cambiar los nombres mostrados de la cuadricula, los
sitios y los nodos

» "Operaciones de comprobacion de existencia de objetos" para verificar la existencia (aunque no la
correccion) de los datos de objeto

 "Operaciones de restauracion de volimenes"

Sistema

Algunas de las tareas de mantenimiento del sistema que se pueden realizar son:

* "Ver informacion de licencias de StorageGRID" o. "actualizando la informacion de licencia"
» Generar y descargar el "Paquete de recuperacion”

» Realizar actualizaciones de software StorageGRID, incluidas actualizaciones de software, correcciones
urgentes y actualizaciones para el software de sistema operativo SANTtricity en los dispositivos
seleccionados

o "Procedimiento de actualizacion"
o "Procedimiento de revision"

o "Actualice el sistema operativo SANTtricity en las controladoras de almacenamiento SG6000 mediante
Grid Manager"
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o "Actualice el sistema operativo SANTtricity en las controladoras de almacenamiento SG5700 mediante
Grid Manager"

Red

Algunas de las tareas de mantenimiento de red que puede realizar son:

+ "Configurando servidores DNS"
» "Actualizando subredes de red de grid"

« "Gestionar servidores NTP"

Menu de soporte

El menu Soporte ofrece opciones que ayudan al soporte técnico a analizar y solucionar problemas del
sistema. Hay tres partes en el menu Soporte: Herramientas, Alarmas (heredadas) y otras.

Support

If a problem occurs, use Support options to help technical support analyze and troubleshoot your system.

Tools Alarms (legacy) Other
AutoSupport Current alarms Link cost
Diagnostics Historical alarms NMS entities
Grid topology Custom events

Logs Global alarms

Metrics Legacy email setup

Herramientas

En la seccion Herramientas del menu Soporte, puede:

+ "Configure AutoSupport"
« "Ejecutar diagndstico" en el estado actual de la cuadricula

» "Acceda al arbol de topologia de cuadricula" para ver informacion detallada sobre los nodos de cuadricula,
los servicios y los atributos

» "Recopilar archivos de registro y datos del sistema"

* "Revisar las métricas de soporte"

Las herramientas disponibles en la opcion * Metrics* estan disefiadas para su uso por el
soporte técnico. Algunas funciones y elementos de menu de estas herramientas no son
intencionalmente funcionales.
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Alarmas (heredadas)

En la seccion Alarmas (heredadas) del menu Soporte, puede revisar las alarmas actuales, histéricas y
globales, configurar eventos personalizados y configurar notificaciones por correo electronico para las alarmas
heredadas. Consulte "Gestionar alarmas (sistema heredado)".

@ Aunque el sistema de alarma heredado sigue siendo compatible, el sistema de alerta ofrece
importantes ventajas y es mas facil de usar.

Explore el responsable de inquilinos

El administrador de inquilinos es la interfaz grafica basada en navegador a la que los
usuarios inquilinos acceden para configurar, gestionar y supervisar sus cuentas de
almacenamiento.

Cuando los usuarios de inquilinos inician sesion en el Administrador de inquilinos, se conectan a un nodo de
administracion.

Consola del administrador de inquilinos

Una vez que un administrador de grid crea una cuenta de inquilino mediante Grid Manager o la API de gestion
de grid, los usuarios de inquilinos pueden iniciar sesion en el Administrador de inquilinos.

La consola de tenant Manager permite que los usuarios inquilinos supervisen el uso del almacenamiento de
un vistazo. El panel Storage Usage contiene una lista de los bloques mas grandes (S3) o contenedores (Swift)
para el inquilino. El valor espacio utilizado es la cantidad total de datos de objeto del bloque o contenedor. El
grafico de barras representa los tamafios relativos de estos cubos o contenedores.

El valor mostrado encima del grafico de barras es una suma del espacio utilizado para todos los cubos o
contenedores del arrendatario. Si se especificd el nUmero maximo de gigabytes, terabytes o petabytes
disponibles para el inquilino cuando se cre6 la cuenta, también se muestra la cantidad de cuota utilizada y
restante.
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Dashboard

16 Buckets Platform services Groups User
View buckets endpoints View groups View users

View endpoints

Storage usage @ Total objects
6.5 TB of 7.2 TB used 0.7 TB (10.1%) remaining
BNl e M
objects
Bucket name Space used Number of objects
Bucket-15 5969.2 GB 913,425
® Bucket-04 937.2 GB 576,806
® Bucket-13 815.2 GB 957,389 Tenant details @
® Bucket-06 812.5GB 193,843
Mama: Tenant02
Bucket-10 AT3.9GB 583,245
10: 3341 1240 0546 8283 2208
Bucket-03 403.2 GB 981,226 .
4 Platform services enabled
® Bucket-07 362.5GB 420,726 . ;
s Can use own identity source
@ Bucket-05 294.4 GB 785,190 o/ S3selectensbled
@ 8 other buckets 14TE 3,007,036

Menu Almacenamiento (S3)

El menu Storage se proporciona unicamente para cuentas de inquilinos de S3. Este menu permite a los
usuarios de S3 administrar claves de acceso; crear, gestionar y suprimir buckets; administrar puntos finales de
servicios de plataforma; y ver cualquier conexion de federacion de grid que se les permita utilizar.

DASHBOARD

STORAGE (S3)

My access keys

Buckets

Platform services endpoints

Grid federation connections

ACCESS MANAGEMENT

Mis claves de acceso

Los usuarios de inquilinos S3 pueden gestionar las claves de acceso de la siguiente manera:
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* Los usuarios que tienen el permiso Administrar sus propias credenciales de S3 pueden crear o eliminar
sus propias claves de acceso de S3.

* Los usuarios que tienen el permiso de acceso root pueden administrar las claves de acceso para la cuenta
root de S3, su propia cuenta y todos los demas usuarios. Las claves de acceso raiz también proporcionan
acceso completo a los bloques y objetos del inquilino, a menos que una politica de bloque lo deshabilite
explicitamente.

@ La gestién de las claves de acceso de otros usuarios se realiza desde el menu Access
Management.

Cucharones

Los usuarios inquilinos de S3 con los permisos correspondientes pueden realizar las siguientes tareas para
sus bloques:
* Crear cubos

* Habilite el bloqueo de objetos de S3 para un bloque nuevo (asume que la funcién de bloqueo de objetos
de S3 esta habilitada para el sistema StorageGRID)

* Actualice la configuracion de los niveles de coherencia

« Activar y desactivar las actualizaciones de hora del ultimo acceso

« Activar o suspender el control de versiones de objetos

 Actualizar S3 Retencion predeterminada de bloqueo de objetos

» Configurar el uso compartido de recursos de origen cruzado (CORS)
 Eliminar todos los objetos de un depdsito

* Eliminar cubos vacios

« Utilice la "Consola de S3 de experimental" para gestionar objetos de cubo

Si un administrador de grid habilité el uso de servicios de plataforma para la cuenta de inquilino, un usuario
inquilino de S3 con los permisos correspondientes también puede realizar estas tareas:

» Configure las notificaciones de eventos de S3, que se pueden enviar a un servicio de destino compatible
con Amazon Simple Notification Service™ (Amazon SNS).

« Configure la replicacion de CloudMirror, que permite que el inquilino replique automaticamente objetos en
un bloque de S3 externo.

» Configurar la integracion de busqueda, que envia metadatos de objetos a un indice de busqueda de
destino siempre que se crea, se elimina o actualiza un objeto o sus metadatos o etiquetas.

Extremos de servicios de plataforma

Si un administrador de grid ha habilitado el uso de servicios de plataforma para la cuenta de inquilino, un
usuario de inquilino de S3 con el permiso Manage Endpoints puede configurar un punto final de destino para
cada servicio de plataforma.

Conexiones de federacion de grid

Si un administrador de grid ha habilitado el uso de una conexion de federacion de grid para la cuenta de
inquilino, un usuario de S3 que tiene permiso de acceso raiz puede ver el nombre de la conexién, acceder a la
pagina de detalles de bloque de cada bloque que tiene habilitada la replicacion entre grid, y ver el error mas
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reciente que se produce cuando los datos del depodsito se estan replicando en la otra cuadricula de la
conexion. Consulte "Ver conexiones de federacion de grid”.

Menu Access Management

El menu Access Management permite a los inquilinos StorageGRID importar grupos de usuarios desde un
origen de identidades federado y asignar permisos de gestion. Los inquilinos también pueden gestionar los
usuarios y los grupos de inquilinos locales, a menos que el inicio de sesién unico (SSO) esté vigente para todo
el sistema StorageGRID.

DASHBOARD

STORAGE (S3)

ACCESS MAMAGEMENT

Groups

Users

Identity federation

Informacion relacionada

 "Usar una cuenta de inquilino"
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