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Anada nodos de grid o sitio

Anada nodos de grid a un sitio existente o anada otro
nuevo

Siga este procedimiento para agregar nodos de cuadricula a sitios existentes o para
agregar un sitio nuevo. Solo puede ejecutar un tipo de expansioén a la vez.

Antes de empezar
» Usted tiene la "Acceso raiz o permiso de mantenimiento”.

» Todos los nodos existentes del grid estan activos y se ejecutan en todos los sitios.

» Se completan todos los procedimientos anteriores de ampliacién, actualizacion, decomisionado o
recuperacion.

Se le impide iniciar una expansion mientras otro procedimiento de expansion, actualizacion,
recuperacion o retirada activa esta en curso. Sin embargo, si es necesario, puede pausar
un procedimiento de retirada para iniciar una expansion.

Pasos
1. "Actualice las subredes de la red de cuadricula".

2. "Implemente nuevos nodos de grid".

3. "Realizar la expansion".

Actualice las subredes de la red de cuadricula

Al agregar nodos de cuadricula o un sitio nuevo en una expansion, es posible que deba
actualizar o agregar subredes a la red de cuadricula.

StorageGRID mantiene una lista de las subredes de red que se utilizan para comunicarse entre los nodos de
grid en la red de cuadricula (eth0). Estas entradas incluyen las subredes utilizadas para la red de cuadricula
por cada sitio del sistema StorageGRID, asi como las subredes utilizadas para NTP, DNS, LDAP u otros
servidores externos a los que se acceda a través de la puerta de enlace de red de cuadricula.

Antes de empezar
* Ha iniciado sesion en Grid Manager mediante un "navegador web compatible”.
* Usted tiene la "Permiso de mantenimiento o acceso raiz".
* Tiene la clave de acceso de aprovisionamiento.

« Tiene las direcciones de red, en notacién CIDR, de las subredes que desea configurar.

Acerca de esta tarea

Si alguno de los nodos nuevos tiene una direccion IP de red de cuadricula en una subred no utilizada
anteriormente, debe agregar la nueva subred a la lista de subredes de red de cuadricula antes de iniciar la
expansion. De lo contrario, tendra que cancelar la expansion, agregar la nueva subred e iniciar el
procedimiento de nuevo.


https://docs.netapp.com/es-es/storagegrid-118/admin/admin-group-permissions.html
https://docs.netapp.com/es-es/storagegrid-118/admin/web-browser-requirements.html
https://docs.netapp.com/es-es/storagegrid-118/admin/admin-group-permissions.html

No utilice subredes que contengan las siguientes direcciones IPv4 para la red de cuadricula, la
red de administracion o la red de cliente de ningun nodo:

192.168.130.101
192.168.131.101
192.168.130.102
192.168.131.102
198.51.100.2
198.51.100.4

®

Por ejemplo, no utilice los siguientes rangos de subred para la red de cuadricula, la red de
administracion o la red de cliente de ningun nodo:

» 192.168.130.0/24 porque este rango de subred contiene las direcciones IP 192.168.130.101
y 192.168.130.102

+ 192.168.131.0/24 porque este rango de subred contiene las direcciones IP 192.168.131.101
y 192.168.131.102

* 198.51.100.0/24 porque este rango de subred contiene las direcciones IP 198.51.100.2 y
198.51.100.4

Pasos
1. Seleccione MANTENIMIENTO > Red > Red de red.

2. Seleccione Agregar otra subred para agregar una nueva subred en la notacion CIDR.
Por ejemplo, introduzca 10.96.104.0/22.

3. Introduzca la contrasefia de aprovisionamiento y seleccione Guardar.

4. Espere hasta que se apliquen los cambios y, a continuacion, descargue un nuevo paquete de
recuperacion.

a. Seleccione MANTENIMIENTO > sistema > paquete de recuperacion.

b. Introduzca la frase de paso de aprovisionamiento.

El archivo del paquete de recuperacion debe estar protegido porque contiene claves de
@ cifrado y contrasefas que se pueden usar para obtener datos del sistema StorageGRID.
También se utiliza para recuperar el nodo de administracion principal.

Las subredes que ha especificado se configuran automaticamente para el sistema StorageGRID.

Implemente nuevos nodos de grid

Los pasos para implementar nuevos nodos de grid en una expansion son los mismos
que los pasos que se usaron al instalar la cuadricula por primera vez. Debe implementar
todos los nodos de grid nuevos antes de ejecutar la ampliacion.

Al expandir una cuadricula, los nodos que afiada no tienen que coincidir con los tipos de nodos existentes.
Puede anadir nodos VMware, nodos basados en contenedores Linux o nodos de dispositivos.



VMware: Implemente nodos de grid

Debe implementar una maquina virtual en VMware vSphere para cada nodo de VMware que desee afiadir a la
ampliacion.

Pasos
1. "Ponga en marcha el nuevo nodo como maquina virtual" Y conéctalo a una o mas redes StorageGRID.

Al poner en marcha el nodo, tiene la opcidn de reasignar puertos de nodo o aumentar las opciones de
CPU o memoria.

2. Después de poner en marcha todos los nodos VMware nuevos, "realice el procedimiento de expansion”.

Linux: Implemente nodos de grid

Puede implementar nodos de grid en hosts Linux nuevos o en hosts Linux existentes. Si necesita hosts Linux
adicionales para admitir los requisitos de CPU, RAM y almacenamiento de los nodos StorageGRID que desea
afiadir a la cuadricula, debe prepararlos de la misma manera que preparé los hosts cuando los instal6 por
primera vez. A continuacién, se deben implementar los nodos de expansion del mismo modo que se pusieron
en marcha los nodos de grid durante la instalacion.

Antes de empezar

* Tiene las instrucciones de instalacion de StorageGRID para su version de Linux y ha revisado los
requisitos de hardware y almacenamiento.

o "Instalar StorageGRID en Red Hat Enterprise Linux"
o "Instalar StorageGRID en Ubuntu o Debian"

« Si tiene pensado implementar nuevos nodos de grid en hosts existentes, debe confirmar que los hosts
existentes tienen suficiente capacidad de CPU, RAM y almacenamiento para los nodos adicionales.

 Tiene pensado minimizar los dominios de fallos. Por ejemplo, no debe implementar todos los nodos de
puerta de enlace en un solo host fisico.

En una puesta en marcha de produccion, no ejecute mas de un nodo de almacenamiento
@ en un solo host fisico o virtual. El uso de un host dedicado para cada nodo de
almacenamiento proporciona un dominio de fallo aislado.

+ Si el nodo StorageGRID utiliza almacenamiento asignado de un sistema NetApp ONTAP, confirme que el
volumen no tiene una politica de organizacion en niveles de FabricPool habilitada. Al deshabilitar el
almacenamiento en niveles de FabricPool para los volimenes que se usan con los nodos StorageGRID,
se simplifica la solucién de problemas y las operaciones de almacenamiento.

Pasos

1. Si va a afiadir hosts nuevos, acceda a las instrucciones de instalacion para implementar nodos
StorageGRID.

2. Para implementar los hosts nuevos, siga las instrucciones para preparar los hosts.

3. Para crear archivos de configuracion del nodo y validar la configuracion de StorageGRID, siga las
instrucciones para implementar los nodos de grid.

4. Si va a afiadir nodos a un nuevo host Linux, inicie el servicio de host StorageGRID.

5. Siva a anadir nodos a un host Linux existente, inicie los nodos nuevos con la CLI del servicio de host
StorageGRID:sudo storagegrid node start [<node name\>]


https://docs.netapp.com/es-es/storagegrid-118/vmware/deploying-storagegrid-node-as-virtual-machine.html
https://docs.netapp.com/es-es/storagegrid-118/rhel/index.html
https://docs.netapp.com/es-es/storagegrid-118/ubuntu/index.html

Después de terminar
Después de implementar todos los nodos de grid nuevos, puede "realice la expansion”.

Dispositivos: Implementacién de nodos de administrador de almacenamiento,
puerta de enlace o que no sean primarios

Para instalar el software StorageGRID en un nodo de dispositivo, use el instalador de dispositivos
StorageGRID, que esta incluido en el dispositivo. En una ampliacion, cada dispositivo de almacenamiento
funciona como un unico nodo de almacenamiento, y cada dispositivo de servicios funciona como un unico
nodo de puerta de enlace o un nodo de administracion que no es el principal. Cualquier dispositivo puede
conectarse a la red de grid, a la red de administracién y a la red de cliente.

Antes de empezar
 El dispositivo se ha instalado en un rack o armario, conectado a las redes y encendido.

* Completd la "Configure el hardware" pasos.

La configuracion del hardware del dispositivo incluye los pasos necesarios para configurar conexiones
StorageGRID (enlaces de red y direcciones IP), asi como los pasos opcionales para habilitar el cifrado de
nodos, cambiar el modo RAID y reasignar los puertos de red.

» Todas las subredes de red de cuadricula que aparecen en la pagina Configuracion de IP del instalador de
dispositivos StorageGRID se definieron en la lista de subredes de redes de cuadricula del nodo de
administracion principal.

« El firmware del instalador de dispositivos StorageGRID del dispositivo de reemplazo es compatible con la
version de software de StorageGRID que se ejecuta actualmente en el grid. Si las versiones no son
compatibles, debe actualizar el firmware del instalador de dispositivos StorageGRID.

 Tiene un ordenador portatil de servicio con un "navegador web compatible”.
» Conoce una de las direcciones IP asignadas a la controladora de computacion del dispositivo. Puede usar
la direccion IP para cualquier red StorageGRID conectada.

Acerca de esta tarea
El proceso de instalacion de StorageGRID en un nodo de dispositivo tiene las siguientes fases:

» Especifique o confirme la direccion IP del nodo de administracion principal y el nombre del nodo de
dispositivo.

* Inicia la instalacion y espera a que los volumenes estén configurados y el software esté instalado.
Durante las tareas de instalacion del dispositivo, la instalacion se detiene. Para reanudar la instalacion,

inicia sesion en el Gestor de grid, aprueba todos los nodos de cuadricula y completa el proceso de
instalacion de StorageGRID.

@ Si necesita implementar varios nodos de dispositivos a la vez, puede automatizar el proceso
de instalacion mediante el configure-sga.py Script de instalacion del dispositivo.

Pasos

1. Abra un explorador e introduzca una de las direcciones IP para la controladora de computacioén del
dispositivo.

https://Controller IP:8443


https://docs.netapp.com/us-en/storagegrid-appliances/installconfig/configuring-hardware.html
https://docs.netapp.com/es-es/storagegrid-118/admin/web-browser-requirements.html

Aparece la pagina de inicio del instalador de dispositivos de StorageGRID.

2. En la seccion de conexion nodo de administracion principal, determine si necesita especificar la
direccion IP para el nodo de administracion principal.

Si ha instalado anteriormente otros nodos en este centro de datos, el instalador de dispositivos de
StorageGRID puede detectar esta direccion IP automaticamente, suponiendo que el nodo de
administracion principal o, al menos, otro nodo de grid con una configuracion ADMIN_IP, esté presente en
la misma subred.

3. Si no se muestra esta direccion IP o es necesario modificarla, especifique la direccion:

Opcioén Descripcion
Entrada IP manual a. Desactive la casilla de verificacion Enable Admin Node
discovery.

b. Introduzca la direccion IP de forma manual.
c. Haga clic en Guardar.

d. Espere a que el estado de la conexién para que la nueva
direccion IP se prepare.

Deteccion automatica de todos a. Seleccione la casilla de verificacion Enable Admin Node
los nodos principales de discovery.

administracion conectados b. Espere a que se muestre la lista de direcciones IP detectadas.

c. Seleccione el nodo de administrador principal para la cuadricula
en la que se pondra en marcha este nodo de almacenamiento del
dispositivo.

d. Haga clic en Guardar.

e. Espere a que el estado de la conexion para que la nueva
direccion IP se prepare.

4. En el campo Nombre de nodo, introduzca el nombre que desea utilizar para este nodo de dispositivo y
seleccione Guardar.

El nombre del nodo esta asignado a este nodo del dispositivo en el sistema StorageGRID. Se muestra en
la pagina Nodes (ficha Overview) de Grid Manager. Si es necesario, puede cambiar el nombre cuando
apruebe el nodo.

5. En la seccion Installation, confirme que el estado actual es “Listo para iniciar la instalacion de node name
en la cuadricula con el nodo de administracion principal admin_ip” y que el boton Start Installation esta
habilitado.

Si el boton Iniciar instalaciéon no esta activado, es posible que deba cambiar la configuracion de red o la
configuracion del puerto. Para obtener instrucciones, consulte las instrucciones de mantenimiento de su

aparato.

6. En la pagina de inicio del instalador de dispositivos StorageGRID, seleccione Iniciar instalacion.



NetApp® StorageGRID" Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Instaliation Advanced «

Home
© The installation is ready o be started. Review the seftings below, and then click Start Instaliation.

Primary Admin Node connection

Enable Admin Node =
discovery

Primary Admin Node [P 172.16.4.210

Connection state Connection to 172.16.4.210 ready

Mode name

MNode name MNetApp-SGA

Installation

Current state Ready to start installation of NetApp-3GA into grid with Admin Node
172.16.4 210

Start Instaliation

El estado actual cambia a «Instalacién en curso» y se muestra la pagina de instalacion del monitor.

7. Si su ampliacién incluye varios nodos de dispositivos, repita los pasos anteriores para cada dispositivo.

Si necesita implementar varios nodos de almacenamiento de dispositivos a la vez, puede
automatizar el proceso de instalacion utilizando el script de instalacién de dispositivos
configure-sga.py.

8. Si necesita acceder manualmente a la pagina instalacion del monitor, seleccione instalacion del monitor
en la barra de menus.

La pagina Monitor Installation (instalacion del monitor) muestra el progreso de la instalacion.



Monitor Installation

1. Configure slorage

Step

Connect to storage controller
Clear existing configuration
Configure volumes

Configure host settings

2. Install 05
3 Install StorageGRID

4 Finalize installation

Running

Progress Status
I Coe
I ovicic
e W

Creating volume StorageGRID-obj-00

Fending

Pending
Pending

Pending

La barra de estado azul indica qué tarea esta en curso actualmente. Las barras de estado verdes indican
tareas que se han completado correctamente.

Installer garantiza que las tareas completadas en una instalacién anterior no se vuelvan a
ejecutar. Si vuelve a ejecutar una instalacion, las tareas que no necesitan volver a
ejecutarse se muestran con una barra de estado verde y el estado “Omitida”.

9. Revise el progreso de las dos primeras etapas de instalacion.

1. Configurar el dispositivo

Durante esta fase, ocurre uno de los siguientes procesos:

o Para un dispositivo de almacenamiento, el instalador se conecta a la controladora de almacenamiento,
borra cualquier configuracion existente, se comunica con el sistema operativo SANTtricity para
configurar los volumenes y configura los ajustes del host.

> En un dispositivo de servicios, el instalador borra toda la configuracion existente de las unidades en la
controladora de computacion y configura la configuracion del host.

2. Instalar OS

Durante esta fase, el instalador copia la imagen del sistema operativo base para StorageGRID en el

dispositivo.

10. Continue supervisando el progreso de la instalacion hasta que aparezca un mensaje en la ventana de la
consola, pidiéndole que utilice el Administrador de cuadricula para aprobar el nodo.

@ Espere a que todos los nodos agregados en esta expansion estén listos para su aprobacion
antes de ir a Grid Manager para aprobar los nodos.



Home Configure Networking - Configure Hardware - IMonitor Installation Advanced -

Monitor Installation

1. Configure storage Complete
2. Install O3 Complete
3. Install StorageGRID Running
4. Finalize installation Pending

Connected (unencrypted) to: QEMU

platform.typen: Device or resource busy

[2017-07-31T2Z2:09:12.3625661 INFO -- [INSG] NOTICE: seeding ~var~local with c
ontainer data

[Z2O17-07-31T2Z2:09:12.3662051 INFO [INSG] Fixing permissions
[2017-07-31T22:09:12.3696331 INFO [INSG] Enabling syslog
[ZO17-07-31T22:09:12.5115331 INFO [INSG] Stopping system logging: syslog-n

1201?—9?—31T22:09:12.5?009&] INFO [INSG] Starting system logging: syslog-n

[Z2017-07-31T22:09:12 .5763601 INFO [INSG] Beginning negotiation for downloa
of node configuration
[Z2017-07-31T2Z2:09:12.5813631 INFO [IN3G]
[2017-07-31T22:09:12.5850661 INFO [INSG]
[Z2017-07-31T2Z2:09:12 .5883141 INFO [INSG]
[Z2017-07-31T22Z2:09:12.5918511 INFO [INSG]
-07-31T22:09:12.5948861 INFO [INSG]
-07-31TZ2:09:12.5983601 INFO [IN3G]
-07-31TZZ2:09:12.6013241 INFO [INSG]
-07-31T22:09:12 .6047591] INFO [INSG]
-07-31T22:09:12 .6078001] INFO [INSG]
-A7-31TZ22:09:12.6109851 INFO [INSG]
-B7-31T22:99:12.6145971 INFO [IN3G]
-07-31T22:09:12.6182821 INFO [INSG] Please approve this node on the A
min Mode GMI to proceed...

Realizar la expansion

Cuando se realiza la ampliacién, los nuevos nodos de grid se afiaden a la puesta en
marcha de StorageGRID existente.

Antes de empezar

* Ha iniciado sesion en Grid Manager mediante un "navegador web compatible".
 Tiene la clave de acceso de aprovisionamiento.
* Se han implementado todos los nodos de grid que se estan afiadiendo en esta ampliacion.

e Usted tiene la "Permiso de mantenimiento o acceso raiz".


https://docs.netapp.com/es-es/storagegrid-118/admin/web-browser-requirements.html
https://docs.netapp.com/es-es/storagegrid-118/admin/admin-group-permissions.html

» Si anade nodos de almacenamiento, confirma que se han completado todas las operaciones de

reparacion de datos realizadas como parte de una recuperacion. Consulte "Compruebe los trabajos de
reparacion de datos".

Si va a anadir nodos de almacenamiento y desea asignar un grado de almacenamiento personalizado a
esos nodos, ya tiene "se ha creado el grado de almacenamiento personalizado”. También tiene el permiso
de acceso raiz o los permisos de mantenimiento y de ILM.

Si va a anadir un sitio nuevo, ha revisado y actualizado las reglas de ILM. Debe asegurarse de que las
copias de los objetos no se almacenen en el sitio nuevo hasta que se complete la expansion. Por ejemplo,
si una regla utiliza el pool de almacenamiento predeterminado (Todos los nodos de almacenamiento),
debe hacerlo "cree un nuevo pool de almacenamiento” Que solo contiene los nodos de almacenamiento
existentes y. "Actualice las reglas de ILM" Y la politica de ILM para utilizar el nuevo pool de
almacenamiento. De lo contrario, los objetos se copiaran en el sitio nuevo tan pronto como el primer nodo
de ese sitio se active.

Acerca de esta tarea

La expansion incluye las siguientes tareas principales de usuario:

. Configure la expansion.

2. Inicie la expansion.

3. Descargue un nuevo archivo de Recovery Package.

4. Supervise los pasos y etapas de expansion hasta que todos los nodos nuevos estén instalados y

configurados y todos los servicios se hayan iniciado.
Algunos pasos y etapas de expansion pueden tardar una cantidad significativa de tiempo en
ejecutarse en una cuadricula grande. Por ejemplo, la transmision de Cassandra a un nuevo
nodo de almacenamiento podria tardar solo unos minutos si la base de datos de Cassandra
@ esta vacia. Sin embargo, si la base de datos de Cassandra incluye una gran cantidad de
metadatos de objetos, esta etapa puede tardar varias horas o mas. No reinicie ningiin nodo
de almacenamiento durante las etapas de «Expansion del cluster de Cassandra» o «Inicio
de Cassandra y transmision de datos».
Pasos

1.

Seleccione MANTENIMIENTO > tareas > expansion.

Aparece la pagina expansion de cuadricula. En la seccién Pending Nodes, se enumeran los nodos listos
para anadir.


https://docs.netapp.com/es-es/storagegrid-118/maintain/checking-data-repair-jobs.html
https://docs.netapp.com/es-es/storagegrid-118/maintain/checking-data-repair-jobs.html
https://docs.netapp.com/es-es/storagegrid-118/ilm/creating-and-assigning-storage-grades.html
https://docs.netapp.com/es-es/storagegrid-118/ilm/creating-storage-pool.html
https://docs.netapp.com/es-es/storagegrid-118/ilm/working-with-ilm-rules-and-ilm-policies.html

Grid Expansion

Approve and configure grid nodes, so that they are added correctly to your StorageGRID system.

Configure Expansion

Pending Nodes

Grid nodes are listed as pending until they are assighed to a site, configured, and approved.

Sea Q
Grid Network MAC Address 1 Name It Type n Platform It Grid Network IPv4 Address v
ODSOSGaT?acD rlen-010-096-106-151 Storage Node VMware VM 10.96.106.151/22
UDSO SGa?DFQE rlen-010-096-106-156 APl Gateway Node ViMware VM 10.96.106.156/22

. Seleccione Configurar expansion.

Aparece el cuadro de didlogo seleccién de sitio.

. Seleccione el tipo de expansion que esta iniciando:

o Si va a anadir un sitio nuevo, seleccione Nuevo e introduzca el nombre del sitio nuevo.

> Si va a agregar uno o mas nodos a un sitio existente, seleccione Existente.

. Seleccione Guardar.

5. Revise la lista nodos pendientes y confirme que muestra todos los nodos de cuadricula que ha

10

implementado.

Segun sea necesario, puede colocar el cursor sobre la Direccion MAC de red de cuadricula de un nodo
para ver los detalles sobre ese nodo.



Pending Nodes
Grid nodes are listed as= rleo-010-096-106-151
Storage Node
Network
Grid Metwork 10.96.106.151/22 10.96.104.1
Grid Network MA  Admin Network
Client Metwork
I""_'I ReRE a 5
L) PRalaRAi el G vare
ViMiware VM
( ) 00:50:56:a7:0f:2e 4 CPUs
» 5 GE RAM
Disks
55 GB
55 GB
55 GB
Approved Nodes
@ Si falta un nodo, confirme que se ha implementado correctamente.

6. En la lista de nodos pendientes, apruebe los nodos que desea afiadir en esta expansion.

a. Seleccione el botdn de opciodn situado junto al primer nodo de cuadricula pendiente que desee

aprobar.

b. Seleccione aprobar.

Aparece el formulario de configuraciéon del nodo de cuadricula.

c. Segun sea necesario, modifique los ajustes generales:

Campo

Sitio

Nombre

Descripcion

Nombre de la ubicacién a la que se asociara el nodo de cuadricula.

Si va a afadir varios nodos, asegurese de seleccionar el sitio
correcto para cada nodo. Si va a afiadir un sitio nuevo, todos los
nodos se anadiran al sitio nuevo.

El nombre del sistema para el nodo. Los nombres del sistema son

necesarios para las operaciones internas de StorageGRID y no se

pueden cambiar.

11
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Campo

Rol de NTP

Servicio ADC (solo nodos de
almacenamiento)

Grado de almacenamiento (solo
nodos de almacenamiento)

Descripcion

El rol de protocolo de tiempo de red (NTP) del nodo de grid:

» Seleccione Automatico (predeterminado) para asignar
automaticamente el rol NTP al nodo. El rol primario se asignara
a los nodos de administracion, los nodos de almacenamiento
con servicios ADC, los nodos de puerta de enlace y cualquier
nodo de cuadricula que tenga direcciones IP no estaticas. El
rol de cliente se asignara a todos los demas nodos de grid.

» Seleccione Primario para asignar manualmente el rol NTP
principal al nodo. Al menos dos nodos en cada sitio deben
tener el rol principal para proporcionar acceso redundante al
sistema a origenes de tiempo externos.

+ Seleccione Client para asignar manualmente el rol NTP del
cliente al nodo.

Si este nodo de almacenamiento ejecutara el servicio de
controlador de dominio administrativo (ADC). El servicio ADC
realiza un seguimiento de la ubicacion y disponibilidad de los
servicios de red. Al menos tres nodos de almacenamiento en cada
sitio deben incluir el servicio ADC. No puede agregar el servicio
ADC a un nodo después de que se haya desplegado.

» Seleccione Si si el nodo de almacenamiento que va a
reemplazar incluye el servicio ADC. Debido a que no puede
retirar un nodo de almacenamiento si quedan muy pocos
servicios ADC, esto garantiza que un nuevo servicio ADC esté
disponible antes de eliminar el servicio antiguo.

» Seleccione Automatico para que el sistema determine si este
nodo requiere el servicio ADC.

Obtenga mas informacién sobre "Quorum ADC".

Utilice el grado de almacenamiento default, o seleccione el grado
de almacenamiento personalizado que desea asignar a este nuevo
nodo.

Los pools de almacenamiento usan los grados de almacenamiento
ILM, por lo que su seleccion puede afectar a los objetos que se
colocaran en el nodo de almacenamiento.

d. Segun sea necesario, modifique los ajustes de Grid Network, Admin Network y Client Network.

= Direccion IPv4 (CIDR): Direccion de red CIDR para la interfaz de red. Por ejemplo:

172.16.10.100/24

Si descubre que los nodos tienen direcciones IP duplicadas en la red de grid
@ mientras aprueba nodos, debe cancelar la expansion, volver a desplegar las
maquinas virtuales o los dispositivos con una IP no duplicada y reiniciar la

expansion.


https://docs.netapp.com/es-es/storagegrid-118/maintain/understanding-adc-service-quorum.html

= Gateway: La puerta de enlace predeterminada del nodo de red. Por ejemplo: 172.16.10.1
= Subredes (CIDR): Una o varias subredes para la Red de administracion.

e. Seleccione Guardar.

El nodo de grid aprobado se mueve a la lista de nodos aprobados.

= Para modificar las propiedades de un nodo de cuadricula aprobado, seleccione su boton de opcién

y seleccione Editar.

= Para volver a mover un nodo de cuadricula aprobado a la lista nodos pendientes, seleccione el
boton de opcidn correspondiente y seleccione Restablecer.

= Para quitar de forma permanente un nodo de grid aprobado, apague el nodo. A continuacion,
seleccione el botdn de radio y seleccione Quitar.

f. Repita estos pasos para cada nodo de cuadricula pendiente que desee aprobar.

@ Si es posible, debe aprobar todas las notas de cuadricula pendientes y realizar una sola
expansion. Se necesitara mas tiempo si realiza varias expansiones pequefias.

7. Cuando haya aprobado todos los nodos de cuadricula, introduzca la frase de paso de
aprovisionamiento y seleccione expandir.

Después de unos minutos, esta pagina se actualiza para mostrar el estado del procedimiento de
expansion. Cuando las tareas que afectan a los nodos de cuadricula individuales estan en curso, la
seccion Estado de Nodo de Grid muestra el estado actual de cada nodo de cuadricula.

Durante el paso de instalacion de nodos de grid para un dispositivo nuevo, el instalador de
dispositivos StorageGRID muestra la instalacién pasando de la fase 3 a la fase 4, Finalizar
la instalaciéon. Cuando finaliza la fase 4, se reinicia la controladora.
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8.

9.
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Expansion Progress

Lists the status of grid configuration tasks required to change the grid topology. These grid configuration tasks are run automatically by the StorageGRID system.

1. Installing grid nodes in Progress

Grid Node Status

Lists the installation and configuration status of each grid node included in the expansion.

S T Q
Name it Site it Grid Network IPv4 Address v Progress i1 Stage it

rlen-010-096-106-151 Data Center 1 10.96.106.151/22 Waiting for Dynamic IP Service peers

rlec-010-0%6-106-156 Data Center 1 10.96.106.156/22 - Wailing for NTP to synchronize
2. Initial configuration Pending
3. Distributing the new grid node’s certificales Lo the StorageGRID system. Fending
4. Assigning Storage Nodes to slorage grade Pending
5. 5tarting services on the new grid nodes Pending
6. Starting background process to clean up unused Cassandra keys Pending
@ Una expansion de sitio incluye una tarea adicional para configurar Cassandra para el nuevo

sitio.

Tan pronto como aparezca el enlace Download Recovery Package, descargue el archivo del paquete de
recuperacion.

Es necesario descargar una copia actualizada de la Lo antes posible. del archivo de paquete de
recuperacion después de realizar cambios en la topologia de la cuadricula en el sistema StorageGRID. El
archivo de paquete de recuperacion permite restaurar el sistema si se produce un fallo.

a. Seleccione el enlace de descarga.

b. Introduzca la frase de acceso de aprovisionamiento y seleccione Iniciar descarga.

C. Cuando finalice la descarga, abra la . zip archive y confirme que puede acceder al contenido, incluido
el Passwords. txt archivo.

d. Copie el archivo del paquete de recuperacion descargado (. zip) a dos ubicaciones seguras, seguras
y separadas.

@ El archivo del paquete de recuperacion debe estar protegido porque contiene claves de
cifrado y contrasefias que se pueden usar para obtener datos del sistema StorageGRID.

Si agrega nodos de almacenamiento a un sitio existente o agrega un sitio, supervise las etapas de
Cassandra, que se producen cuando se inician los servicios en los nuevos nodos de grid.




No reinicie ningun nodo de almacenamiento durante las etapas de «Expansion del cluster
de Cassandra» o «Inicio de Cassandra y transmisién de datos». Estas fases pueden tardar

@ varias horas en completarse para cada nodo de almacenamiento nuevo, especialmente si
los nodos de almacenamiento existentes contienen una gran cantidad de metadatos de
objetos.

Anadir nodos de almacenamiento

Si va a anadir nodos de almacenamiento a un sitio existente, revise el porcentaje que se muestra en
el mensaje de estado Iniciar Cassandra y transmision de datos.

5. Starting services on the new grid nodes In Progracs

Grid Node Status

Lists the installation and configuration status of each grid node included in the expansion.

Do not reboot any Storage Nodes during Step 4. The "Starting Cassandra and streaming data” stage might take hours, especially if existing Storage
Nodes contain a large amount of object metadata.

MName it Site I Grid Network IPv4 Address + Progress |t Stage it

rlea-010-096-106-151  Data Center1  10.96.106.151/22 i Starting Cassandra and streaming data {20.4% streamed)

rlec-010-096-106-156  Data Center 1 10.96.106.156/22 = | Starting services

Este porcentaje calcula lo completo que es la operacion de retransmision de Cassandra, que se basa
en la cantidad total de datos de Cassandra disponibles y en la cantidad que ya se ha escrito en el
nodo nuevo.

Agregando sitio

Si va a agregar un sitio nuevo, utilice nodetool status Para supervisar el progreso de la
transmisién en secuencias de Cassandra y ver cuantos metadatos se han copiado en el sitio nuevo
durante la fase de "ampliacion del cluster Cassandra”. La carga total de datos en el nuevo sitio debe
estar dentro de aproximadamente el 20% del total de un sitio actual.

10. Continulie supervisando la expansién hasta que se hayan completado todas las tareas y vuelva a aparecer
el boton Configurar expansion.

Después de terminar

En funcién de los tipos de nodos de cuadricula que haya agregado, realice pasos adicionales de integracion y
configuracion. Consulte "Pasos de configuracion tras la ampliacion”.
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