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Mantener un sistema StorageGRID

Mantener su grid: Información general

Las tareas de mantenimiento de grid incluyen la retirada de un nodo o un sitio, el cambio
de nombre a un grid, nodo o sitio, y el mantenimiento de redes. También puede realizar
procedimientos de host y middleware y procedimientos de nodo de grid.

En estas instrucciones, “Linux” se refiere a una implementación de Red Hat® Enterprise
Linux®, Ubuntu® o Debian®. Para obtener una lista de las versiones compatibles, consulte
"Herramienta de matriz de interoperabilidad de NetApp".

Antes de empezar

• Debe conocer en gran medida el sistema StorageGRID.

• Ha revisado la topología del sistema StorageGRID y comprende la configuración de grid.

• Usted entiende que usted debe seguir todas las instrucciones exactamente y tener en cuenta todas las
advertencias.

• Usted entiende que los procedimientos de mantenimiento no descritos no son compatibles o requieren un
acuerdo de servicios.

Procedimientos de mantenimiento para aparatos

Para conocer los procedimientos de hardware, consulte "Instrucciones de mantenimiento para su dispositivo
StorageGRID".

Descargue el paquete de recuperación

El archivo de paquete de recuperación permite restaurar el sistema StorageGRID en
caso de producirse un fallo.

Antes de empezar

• Desde el nodo de administración principal, ha iniciado sesión en Grid Manager mediante un "navegador
web compatible".

• Tiene la clave de acceso de aprovisionamiento.

• Ya tienes "permisos de acceso específicos".

Descargue el archivo de paquete de recuperación actual antes de realizar cambios en la topología de la
cuadrícula en el sistema StorageGRID o antes de actualizar el software. A continuación, descargue una nueva
copia del paquete de recuperación después de realizar cambios en la topología de la cuadrícula o después de
actualizar el software.

Pasos

1. Seleccione MANTENIMIENTO > sistema > paquete de recuperación.

2. Ingrese la frase de contraseña de aprovisionamiento y seleccione Iniciar descarga.

La descarga comienza inmediatamente.
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3. Cuando finalice la descarga, abra la .zip archive y confirme que puede acceder al contenido, incluido el
Passwords.txt archivo.

4. Copie el archivo del paquete de recuperación descargado (.zip) a dos ubicaciones seguras, seguras y
separadas.

El archivo del paquete de recuperación debe estar protegido porque contiene claves de
cifrado y contraseñas que se pueden usar para obtener datos del sistema StorageGRID.

Retirada de nodos o sitio

Procedimiento de retirada: Descripción general

Puede realizar un procedimiento de retirada del servicio para quitar de forma permanente
nodos de cuadrícula o de todo un sitio del sistema StorageGRID.

Para quitar un nodo de cuadrícula o un sitio, realice uno de los siguientes procedimientos de retirada:

• Realice una "retirada del nodo de grid" para quitar uno o varios nodos, que pueden estar en uno o varios
sitios. Los nodos que quita pueden estar en línea y conectados al sistema StorageGRID, o bien pueden
estar desconectados y desconectados.

• Realice una "retirada del sitio" para eliminar un sitio. Usted realiza un retiro del sitio conectado si todos
los nodos están conectados a StorageGRID. Realiza un desmantelamiento del sitio desconectado si
todos los nodos están desconectados de StorageGRID. Si el sitio contiene una combinación de nodos
conectados y desconectados, debe volver a conectar todos los nodos desconectados.

Antes de retirar un sitio desconectado, póngase en contacto con su representante de
cuenta de NetApp. NetApp revisará sus requisitos antes de habilitar todos los pasos en el
asistente del sitio de retirada. No debería intentar retirar un sitio desconectado si cree que
podría recuperar el sitio o recuperar datos de objeto del sitio.

Nodos de retirada

Retirada de nodo de grid: Información general

Puede usar el procedimiento de retirada de nodo para quitar uno o varios nodos de
cuadrícula en uno o varios sitios. No puede retirar el nodo de administración principal.

Cuándo decomisionar un nodo

Usar el procedimiento de retirada del nodo cuando se cumple alguna de las siguientes condiciones:

• Se añadió un nodo de almacenamiento más grande en una ampliación y desea quitar uno o varios nodos
de almacenamiento más pequeños, al mismo tiempo que se conservan objetos.

Si desea sustituir un aparato antiguo por otro más nuevo, tenga en cuenta "clonar el nodo
del dispositivo" en lugar de añadir un nuevo dispositivo en una expansión y, a continuación,
retirar el dispositivo antiguo.
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• Necesita menos almacenamiento total.

• Ya no se requiere un nodo de puerta de enlace.

• Ya no se requiere un nodo administrador que no sea primario.

• El grid incluye un nodo desconectado que no se puede recuperar ni volver a conectar.

• El grid incluye un nodo de archivado.

Cómo decomisionar un nodo

Puede retirar los nodos de grid conectados o los nodos de grid desconectados.

Retirada de nodos conectados

En general, debe retirar los nodos de la cuadrícula solo cuando estén conectados al sistema StorageGRID
y solo cuando todos los nodos estén en estado normal (tenga iconos verdes en las páginas NODES y en la
página Decomimission Nodes).

Para ver instrucciones, consulte "Retirada de nodos de grid conectados".

Retirada de nodos desconectados

En algunos casos, es posible que necesite retirar un nodo de cuadrícula que no esté conectado
actualmente a la cuadrícula (uno cuyo estado sea desconocido o administrativamente inactivo). Por
ejemplo, sólo puede retirar un nodo de archivado si está desconectado.

Para ver instrucciones, consulte "Retirada de nodos de red desconectados".

Qué tener en cuenta antes de retirar un nodo

Antes de realizar cualquiera de los procedimientos, revise las consideraciones para cada tipo de nodo:

• "Consideraciones sobre el desmantelamiento del administrador, puerta de enlace o nodo de archivado"

• "Consideraciones para la retirada del nodo de almacenamiento"

Consideraciones sobre el desmantelamiento de los nodos de administración, puerta de enlace o
archivo

Revise las consideraciones para retirar un nodo de administración, un nodo de gateway
o un nodo de archivado.

Consideraciones para el nodo de administración

• No puede retirar el nodo de administración principal.

• No puede retirar un nodo de administración si una de sus interfaces de red forma parte de un grupo de
alta disponibilidad. Primero es necesario quitar las interfaces de red del grupo de alta disponibilidad.
Consulte las instrucciones para "Gestionar grupos de alta disponibilidad".

• Según sea necesario, puede cambiar de forma segura las políticas de ILM mientras decomisiona un nodo
de administración.

• Si retira de servicio un nodo de administración y está habilitado el inicio de sesión único (SSO) para su
sistema StorageGRID, debe recordar que debe eliminar la confianza de la parte que confía del nodo
desde los Servicios de Federación de Active Directory (AD FS).

• Si utiliza "federación de grid", Asegúrese de que la dirección IP del nodo que está decomisionado no se ha
especificado para una conexión de federación de grid.
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• Cuando retire un nodo de administrador desconectado, perderá los registros de auditoría de ese nodo; sin
embargo, estos registros también deben existir en el nodo de administración principal.

Consideraciones para el nodo de puerta de enlace

• No puede retirar un nodo de puerta de enlace si una de sus interfaces de red forma parte de un grupo de
alta disponibilidad (HA). Primero es necesario quitar las interfaces de red del grupo de alta disponibilidad.
Consulte las instrucciones para "Gestionar grupos de alta disponibilidad".

• Según sea necesario, puede cambiar con seguridad las políticas de ILM mientras decomisiona un nodo de
puerta de enlace.

• Si utiliza "federación de grid", Asegúrese de que la dirección IP del nodo que está decomisionado no se ha
especificado para una conexión de federación de grid.

• Puede retirar un nodo de puerta de enlace de forma segura mientras está desconectado.

Consideraciones para el nodo de archivado

Compatibilidad con nodos de archivado y la opción Cloud Tiering - Simple Storage Service (S3)
anticuados. La compatibilidad con los nodos de archivado se eliminará por completo en una
futura versión.

• No puede retirar un nodo de archivado si aún está conectado a la cuadrícula. Para eliminar un nodo de
archivado, confirme que el nodo ya no se está utilizando, que los datos se han migrado a una ubicación
diferente y que el nodo está apagado. A continuación, utilice el procedimiento de decomiso para los nodos
desconectados.

• Si el nodo de archivado sigue en uso, asegúrese de que la programación incluye tiempo suficiente para
mover cualquier dato existente a los nodos de almacenamiento o a un pool de almacenamiento en la
nube. Mover los datos desde un Nodo de archivado puede llevar varios días o semanas.

Pasos

1. Si actualmente está utilizando un nodo de archivado con la opción Cloud Tiering - Simple Storage Service
(S3), "Migre sus objetos a un pool de almacenamiento en la nube".

2. Confirme que el nodo de archivado ya no está utilizando las reglas de ILM de las políticas de ILM activas.

a. Vaya a la página ILM > Pools de almacenamiento.

b. En la lista de pools de almacenamiento, seleccione los pools de almacenamiento que contengan sólo
nodos de archivo.

c. Seleccione la pestaña ILM usage.

d. Si se muestra alguna regla de ILM, consulte la columna Used in active policy para determinar si el
pool de almacenamiento del nodo de archivado se está utilizando en una política activa.

e. Si se está utilizando el pool de almacenamiento, "Cree una nueva política de ILM" Que ya no utiliza el
nodo de archivado.

f. Activar la nueva política.

g. Espere a que se muevan todos los objetos del pool de almacenamiento del nodo de archivado. Esto
puede llevar varios días o semanas.

3. Una vez que esté seguro de que todos los objetos se han movido del nodo de archivado, apague el nodo.

4. Ejecute el "procedimiento de retirada para nodos desconectados".
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Consideraciones para los nodos de almacenamiento

Consideraciones sobre el decomisionado de nodos de almacenamiento

Antes de decomisionar un nodo de almacenamiento, considere si puede clonar el nodo
en su lugar. A continuación, si decide decomisionar el nodo, revise cómo gestiona los
objetos y metadatos StorageGRID durante el procedimiento de decomisionar.

Cuándo clonar un nodo en lugar de decomisionarlo

Si desea reemplazar un nodo de almacenamiento de dispositivos antiguo por un dispositivo nuevo o más
grande, considere la posibilidad de clonar el nodo del dispositivo en lugar de añadir un dispositivo nuevo en
una expansión y luego retirar el dispositivo antiguo.

El clonado de nodos de dispositivos le permite reemplazar fácilmente un nodo de dispositivos existente con un
dispositivo compatible en el mismo sitio de StorageGRID. El proceso de clonado transfiere todos los datos al
dispositivo nuevo, pone el dispositivo nuevo en servicio y deja el dispositivo antiguo en estado previo a la
instalación.

Puede clonar un nodo de dispositivo si necesita:

• Sustituya un aparato que esté llegando al final de su vida útil.

• Actualice un nodo existente para aprovechar la tecnología mejorada del dispositivo.

• Aumente la capacidad de almacenamiento Grid sin cambiar el número de nodos de almacenamiento en el
sistema StorageGRID.

• Mejore la eficiencia del almacenamiento, como cambiando el modo RAID.

Consulte "Clonación de nodos del dispositivo: Información general" para obtener más detalles.

Consideraciones sobre los nodos de almacenamiento conectados

Revise las consideraciones que hay que tener en cuenta para decomisionar un nodo de almacenamiento
conectado.

• No debe retirar más de 10 nodos de almacenamiento en un único procedimiento de nodo de retirada.

• En todo momento, el sistema debe incluir nodos de almacenamiento suficientes para satisfacer los
requisitos operativos, incluido el "Quórum ADC" y el activo "Política de ILM". Para satisfacer esta
restricción, es posible que deba añadir un nodo de almacenamiento nuevo en una operación de
ampliación antes de retirar un nodo de almacenamiento existente.

Use precaución al decomisionar nodos de almacenamiento en un grid que contenga nodos solo de
metadatos basados en software. Si retira todos los nodos configurados para almacenar both objetos y
metadatos, la capacidad de almacenar objetos se elimina de la cuadrícula. Consulte "Tipos de nodos de
almacenamiento" Para obtener más información sobre nodos de almacenamiento solo de metadatos.

• Cuando elimina un nodo de almacenamiento, se transfieren grandes volúmenes de datos de objetos a
través de la red. Aunque estas transferencias no deben afectar a las operaciones normales del sistema,
pueden afectar a la cantidad total de ancho de banda de red que consume el sistema StorageGRID.

• Las tareas asociadas con el decomisionado de nodos de almacenamiento tienen una prioridad inferior a
las tareas asociadas con las operaciones normales del sistema. Esto significa que el decomisionado no
interfiere con las operaciones normales del sistema StorageGRID y no necesita programarse desde un
punto de inactividad del sistema. Debido a que el desmantelamiento se realiza en segundo plano, es difícil
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estimar cuánto tiempo tardará el proceso en completarse. En general, la retirada del servicio finaliza con
mayor rapidez cuando el sistema está en silencio o si solo se elimina un nodo de almacenamiento al
mismo tiempo.

• Es posible que demore días o semanas en retirar un nodo de almacenamiento. Planifique este
procedimiento en consecuencia. Aunque el proceso de retirada del servicio está diseñado para no afectar
a las operaciones del sistema, puede limitar otros procedimientos. En general, se deben realizar las
actualizaciones o expansiones planificadas del sistema antes de quitar nodos de grid.

• Si necesita realizar otro procedimiento de mantenimiento mientras se están quitando nodos de
almacenamiento, puede
"detenga el procedimiento de decomiso" y retomarlo después de que se complete el otro procedimiento.

El botón Pausa sólo se activa cuando se alcanzan las etapas de evaluación de ILM o de
retirada de datos con código de borrado; sin embargo, la evaluación de ILM (migración de
datos) continuará ejecutándose en segundo plano.

• No es posible ejecutar operaciones de reparación de datos en ningún nodo de grid cuando se está
ejecutando una tarea de decomiso.

• No debe hacer ningún cambio en una política de ILM mientras se decomisiona un nodo de
almacenamiento.

• Cuando retira un nodo de almacenamiento, es posible que se activen las siguientes alertas y alarmas, y
que reciba notificaciones relacionadas por correo electrónico y SNMP:

◦ No se puede comunicar con la alerta de nodo. Esta alerta se activa al retirar un nodo de
almacenamiento que incluye el servicio ADC. La alerta se resuelve cuando finaliza la operación de
retirada del servicio.

◦ Alarma VSTU (Estado de verificación de objetos). Esta alarma de nivel de aviso indica que el nodo de
almacenamiento entra en modo de mantenimiento durante el proceso de retirada de servicio.

◦ Alarma DE CASA (estado del almacén de datos). Esta alarma de nivel principal indica que la base de
datos de Cassandra está disminuyendo debido a que los servicios se han detenido.

• Para eliminar los datos de forma permanente y segura, debe borrar las unidades del nodo de
almacenamiento una vez completado el procedimiento de retirada.

Consideraciones sobre los nodos de almacenamiento desconectados

Revise las consideraciones que hay que tener en cuenta para decomisionar un nodo de almacenamiento
desconectado.

• Nunca decomisionar un nodo desconectado a menos que esté seguro de que no se pueda conectar o
recuperar.

No realice este procedimiento si cree que podría ser posible recuperar datos de objetos del
nodo. En su lugar, póngase en contacto con el soporte técnico para determinar si es posible
la recuperación del nodo.

• Cuando decomisiona un nodo de almacenamiento desconectado, StorageGRID utiliza datos de otros
nodos de almacenamiento para reconstruir los datos de objeto y los metadatos que estaban en el nodo
desconectado.

• Se pueden producir pérdidas de datos si decomisiona más de un nodo de almacenamiento desconectado.
Es posible que el sistema no pueda reconstruir los datos si no hay suficientes copias de objetos,
fragmentos codificados con borrado o metadatos de objetos disponibles. Cuando se decomisionan nodos
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de almacenamiento en un grid con nodos solo de metadatos basados en software, la retirada de todos los
nodos configurados para almacenar tanto objetos como metadatos elimina todo el almacenamiento de
objetos del grid. Consulte "Tipos de nodos de almacenamiento" Para obtener más información sobre
nodos de almacenamiento solo de metadatos.

Si tiene más de un nodo de almacenamiento desconectado que no puede recuperar,
póngase en contacto con el soporte técnico para determinar el mejor curso de acción.

• Al retirar un nodo de almacenamiento desconectado, StorageGRID inicia trabajos de reparación de datos
al final del proceso de decomisionado. Estos trabajos intentan reconstruir los datos de objeto y los
metadatos que se almacenaron en el nodo desconectado.

• Al retirar un nodo de almacenamiento desconectado, el procedimiento de retirada se completa con relativa
rapidez. Sin embargo, los trabajos de reparación de datos pueden tardar días o semanas en ejecutarse y
no son supervisados por el procedimiento de decomiso. Debe supervisar manualmente estos trabajos y
reiniciarlos según sea necesario. Consulte "Compruebe los trabajos de reparación de datos".

• Si decomisiona un nodo de almacenamiento desconectado que contiene la única copia de un objeto, se
perderá el objeto. Las tareas de reparación de datos solo pueden reconstruir y recuperar objetos si al
menos una copia replicada o hay suficientes fragmentos codificados de borrado en los nodos de
almacenamiento conectados actualmente.

¿Qué es el quórum ADC?

Es posible que no pueda retirar determinados nodos de almacenamiento en un sitio si
quedan muy pocos servicios de controlador de dominio administrativo (ADC) tras el
desmantelamiento.

El servicio ADC, que se encuentra en algunos nodos de almacenamiento, mantiene la información de
topología de cuadrícula y proporciona servicios de configuración a la cuadrícula. El sistema StorageGRID
requiere que se disponga de quórum de servicios de ADC en todas las instalaciones y en todo momento.

No puede retirar un nodo de almacenamiento si al quitar el nodo se haría que el quórum ADC ya no se
cumpliera. Para cumplir con el quórum ADC durante un desmantelamiento, un mínimo de tres nodos de
almacenamiento en cada sitio debe tener el servicio ADC. Si un sitio tiene más de tres nodos de
almacenamiento con el servicio ADC, la sencilla mayoría de ellos deberá seguir estando disponible tras el
desmantelamiento: ((0.5 * Storage Nodes with ADC) + 1)

Use precaución al decomisionar nodos de almacenamiento en un grid que contenga nodos solo
de metadatos basados en software. Si retira todos los nodos configurados para almacenar both

objetos y metadatos, la capacidad de almacenar objetos se elimina de la cuadrícula. Consulte
"Tipos de nodos de almacenamiento" Para obtener más información sobre nodos de
almacenamiento solo de metadatos.

Por ejemplo, supongamos que un sitio incluye actualmente seis nodos de almacenamiento con servicios ADC
y que desea retirar tres nodos de almacenamiento. Debido al requisito de quórum de ADC, debe completar
dos procedimientos de retirada, de la siguiente manera:

• En el primer procedimiento de retirada, debe asegurarse de que siguen estando disponibles cuatro nodos
de almacenamiento con servicios ADC: ((0.5 * 6) + 1). Esto significa que solo puede decomisionar
dos nodos de almacenamiento inicialmente.

• En el segundo procedimiento de retirada, puede eliminar el tercer nodo de almacenamiento porque el
quórum ADC solo necesita tres servicios ADC para permanecer disponibles: ((0.5 * 4) + 1).
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Si necesita retirar un nodo de almacenamiento pero no puede hacerlo debido a los requisitos de quórum ADC,
agregue un nuevo nodo de almacenamiento en un "expansión" Y especifique que debe tener un servicio ADC.
A continuación, retire el nodo de almacenamiento existente.

Revisar la configuración de almacenamiento y la política de ILM

Si tiene pensado decomisionar un nodo de almacenamiento, debe revisar la política de
ILM del sistema StorageGRID antes de iniciar el proceso de decomisionado.

Durante el decomisionado, todos los datos de objetos se migran desde el nodo de almacenamiento retirado a
otros nodos de almacenamiento.

La política de ILM que tiene durante el decomiso será la que se utilice after el Decomisión.
Debe asegurarse de que esta política cumple con sus requisitos de datos antes de iniciar la
retirada y después de que se haya completado la retirada.

Debe revisar las reglas de cada una "Política de ILM activa" Para garantizar que el sistema StorageGRID
seguirá teniendo la capacidad suficiente del tipo y en las ubicaciones correctas para acomodar el
decomisionado de un nodo de almacenamiento.

Considere lo siguiente:

• ¿Será posible que los servicios de evaluación de ILM copien datos de objetos de modo que se cumplan
las reglas de ILM?

• ¿Qué ocurre si un sitio deja de estar disponible temporalmente mientras se decomisiona? ¿Se pueden
realizar copias adicionales en una ubicación alternativa?

• ¿Cómo afectará el proceso de retirada del servicio a la distribución final del contenido? Como se describe
en "Consolide los nodos de almacenamiento", deberías "Añada nuevos nodos de almacenamiento" antes
de retirar los antiguos. Si añade un nodo de almacenamiento de repuesto con mayor tamaño después de
decomisionar un nodo de almacenamiento más pequeño, los nodos de almacenamiento antiguos pueden
estar cerca de la capacidad y el nuevo nodo de almacenamiento podría tener prácticamente ningún
contenido. La mayoría de las operaciones de escritura de datos de objetos nuevos se dirigirían entonces
al nuevo nodo de almacenamiento, lo que reduciría la eficiencia general de las operaciones del sistema.

• ¿Incluirá el sistema, en todo momento, suficientes nodos de almacenamiento para satisfacer las políticas
de ILM activas?

Una política de ILM que no puede satisfacerse provocará retrasos y alertas y podría detener
el funcionamiento del sistema StorageGRID.

Compruebe que la topología propuesta que se obtendrá como resultado del proceso de decomisionado
cumple con la política de ILM evaluando las áreas enumeradas en la tabla.
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Área a evaluar Consideraciones a tener en cuenta

Capacidad disponible ¿Habrá suficiente capacidad de almacenamiento para acomodar todos
los datos de objeto almacenados en el sistema StorageGRID, incluidas
las copias permanentes de los datos de objeto actualmente
almacenados en el nodo de almacenamiento que se van a retirar?

¿Habrá capacidad suficiente para manejar el crecimiento previsto de
datos de objetos almacenados durante un intervalo de tiempo razonable
una vez finalizado el decomisionado?

Ubicación del almacenamiento Si queda suficiente capacidad en el sistema StorageGRID en su
conjunto, ¿está la capacidad en las ubicaciones adecuadas para
satisfacer las reglas empresariales del sistema StorageGRID?

Tipo de almacenamiento ¿Habrá suficiente almacenamiento del tipo apropiado después de haber
finalizado el desmantelamiento?

Por ejemplo, las reglas de ILM pueden mover contenido de un tipo de
almacenamiento a otro a medida que envejece el contenido. En este
caso, debe asegurarse de que haya disponible suficiente
almacenamiento del tipo adecuado en la configuración final del sistema
StorageGRID.

Consolide los nodos de almacenamiento

Es posible consolidar los nodos de almacenamiento para reducir el número de nodos de
almacenamiento de un sitio o una puesta en marcha, y aumentar la capacidad de
almacenamiento.

Cuando se consolidan los nodos de almacenamiento, se "Expanda el sistema StorageGRID" Al añadir nuevos
nodos de almacenamiento de mayor capacidad y luego retirar los antiguos nodos de almacenamiento de
menor capacidad. Durante el procedimiento de retirada del servicio, los objetos se migran de los nodos de
almacenamiento antiguos a los nuevos nodos de almacenamiento.

Si va a consolidar dispositivos antiguos y pequeños con modelos nuevos o con dispositivos de
mayor capacidad, considere la opción "clonar el nodo del dispositivo" (o utilice clonado de
nodos del dispositivo y el procedimiento de retirada si no está realizando un reemplazo uno a
uno).

Por ejemplo, puede añadir dos nodos de almacenamiento nuevos con mayor capacidad para reemplazar tres
nodos de almacenamiento anteriores. Primero, se debe usar el procedimiento de ampliación para añadir los
dos nodos de almacenamiento nuevos y más grandes, y luego se debe usar el procedimiento de retirada para
quitar los tres nodos de almacenamiento antiguos de menor capacidad.

Al añadir capacidad nueva antes de eliminar los nodos de almacenamiento existentes, tendrá la seguridad de
una distribución de datos más equilibrada en el sistema StorageGRID. También puede reducir la posibilidad de
que un nodo de almacenamiento existente pueda superar el nivel de Marca de agua de almacenamiento.
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Retire nodos de almacenamiento múltiples

Si necesita quitar más de un nodo de almacenamiento, puede decomisionar
secuencialmente o en paralelo

Use precaución al decomisionar nodos de almacenamiento en un grid que contenga nodos solo
de metadatos basados en software. Si retira todos los nodos configurados para almacenar both

objetos y metadatos, la capacidad de almacenar objetos se elimina de la cuadrícula. Consulte
"Tipos de nodos de almacenamiento" Para obtener más información sobre nodos de
almacenamiento solo de metadatos.

• Si decomisiona nodos de almacenamiento secuencialmente, debe esperar a que el primer nodo de
almacenamiento finalice el decomisionado antes de iniciar la retirada del siguiente nodo de
almacenamiento.

• Si decomisiona nodos de almacenamiento en paralelo, los nodos de almacenamiento procesan de forma
simultánea las tareas de retirada para todos los nodos de almacenamiento que se van a retirar del
servicio. Esto puede dar lugar a una situación en la que todas las copias permanentes de un archivo se
marcan como de solo lectura, desactivando temporalmente la eliminación en cuadrículas en las que está
activada esta funcionalidad.

Compruebe los trabajos de reparación de datos

Antes de retirar un nodo de cuadrícula, debe confirmar que no hay ningún trabajo de
reparación de datos activo. Si alguna reparación ha fallado, debe reiniciarla y dejar que
se complete antes de realizar el procedimiento de retirada.

Acerca de esta tarea

Si necesita decomisionar un nodo de almacenamiento desconectado, también realizará estos pasos una vez
que finalice el procedimiento de retirada para garantizar que el trabajo de reparación de datos se haya
completado correctamente. Debe asegurarse de que todos los fragmentos codificados de borrado que
estaban en el nodo eliminado se hayan restaurado correctamente.

Estos pasos solo se aplican a sistemas que tienen objetos codificados de borrado.

Pasos

1. Inicie sesión en el nodo de administración principal:

a. Introduzca el siguiente comando: ssh admin@grid_node_IP

b. Introduzca la contraseña que aparece en Passwords.txt archivo.

c. Introduzca el siguiente comando para cambiar a la raíz: su -

d. Introduzca la contraseña que aparece en Passwords.txt archivo.

Cuando ha iniciado sesión como root, el símbolo del sistema cambia de $ para #.

2. Compruebe si hay reparaciones en curso: repair-data show-ec-repair-status

◦ Si nunca ha ejecutado un trabajo de reparación de datos, la salida es No job found. No es
necesario reiniciar ningún trabajo de reparación.

◦ Si el trabajo de reparación de datos se ejecutó anteriormente o se está ejecutando actualmente, la
salida muestra información para la reparación. Cada reparación tiene un ID de reparación único.
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Opcionalmente, puede utilizar Grid Manager para supervisar los procesos de restauración
en curso y mostrar un historial de restauración. Consulte
"Restaurar datos de objetos con Grid Manager".

3. Si el Estado para todas las reparaciones es Completed, no es necesario reiniciar ningún trabajo de
reparación.

4. Si el estado para cualquier reparación es Stopped, debe reiniciar dicha reparación.

a. Obtenga del resultado el ID de reparación de la reparación fallida.

b. Ejecute el repair-data start-ec-node-repair comando.

Utilice la --repair-id Opción para especificar el ID de reparación. Por ejemplo, si desea volver a
intentar una reparación con el ID de reparación 949292, ejecute este comando: repair-data
start-ec-node-repair --repair-id 949292

c. Seguir realizando el seguimiento del estado de las reparaciones de datos de la CE hasta que el
Estado de todas las reparaciones sea Completed.

Reúna los materiales necesarios

Antes de realizar un desmantelamiento de un nodo de cuadrícula, debe obtener la
siguiente información.

Elemento Notas

Paquete de recuperación .zip
archivo

Debe "Descargue el paquete de recuperación más reciente" .zip
archivo (sgws-recovery-package-id-revision.zip). Puede
utilizar el archivo de paquete de recuperación para restaurar el sistema
si se produce un fallo.

Passwords.txt archivo Este archivo contiene las contraseñas que se necesitan para acceder a
los nodos de grid en la línea de comandos y se incluye en el paquete de
recuperación.

Clave de acceso de
aprovisionamiento

La frase de contraseña se crea y documenta cuando se instala el
sistema StorageGRID por primera vez. La clave de acceso de
aprovisionamiento no está en la Passwords.txt archivo.

Descripción de la topología del
sistema StorageGRID antes de
decomisionar

Si está disponible, obtenga cualquier documentación que describa la
topología actual del sistema.

Información relacionada

"Requisitos del navegador web"
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Acceda a la página nodos de misión

Cuando accede a la página nodos de misión de descommisión de Grid Manager, puede
ver de un vistazo qué nodos se pueden retirar del servicio.

Antes de empezar

• Ha iniciado sesión en Grid Manager mediante un "navegador web compatible".

• Usted tiene la "Permiso de mantenimiento o acceso raíz".

Use precaución al decomisionar nodos de almacenamiento en un grid que contenga nodos solo
de metadatos basados en software. Si retira todos los nodos configurados para almacenar both

objetos y metadatos, la capacidad de almacenar objetos se elimina de la cuadrícula. Consulte
"Tipos de nodos de almacenamiento" Para obtener más información sobre nodos de
almacenamiento solo de metadatos.

Pasos

1. Seleccione MANTENIMIENTO > tareas > misión.

2. Seleccione nodos de misión.

Aparecerá la página nodos de misión. Desde esta página, puede:

◦ Determine qué nodos de cuadrícula se pueden retirar del servicio actualmente.

◦ Ver el estado de todos los nodos de grid

◦ Ordene la lista en orden ascendente o descendente por Nombre, Sitio, Tipo o tiene ADC.

◦ Introduzca los términos de búsqueda para encontrar rápidamente nodos concretos.

En este ejemplo, la columna Decomision possible indica que puede decomisionar el nodo de puerta de
enlace y uno de los cuatro nodos de almacenamiento.

3. Revise la columna DECOMmission possible para cada nodo que desee retirar.

Si un nodo de cuadrícula se puede retirar, esta columna incluye una marca de verificación verde y la
columna izquierda incluye una casilla de verificación. Si un nodo no se puede retirar, esta columna
describe el problema. Si hay más de una razón por la que un nodo no puede ser decomisionado, se
muestra la razón más crítica.
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Razón posible de retirada Descripción Pasos a resolver

No, node type decomisionado no
es compatible.

No puede retirar el nodo de
administración principal.

Ninguno.

No, al menos un nodo de grid
está desconectado.

Nota: este mensaje sólo se
muestra para los nodos de red
conectados.

No puede decomisionar un nodo
de grid conectado si hay algún
nodo de grid desconectado.

La columna Estado incluye uno
de estos iconos para los nodos de
cuadrícula desconectados:

•
 (Gris):

Administrativamente abajo

•
 (Azul): Desconocido

Debe volver a conectar todos los
nodos desconectados o.
"decomisionar todos los nodos
desconectados" antes de poder
quitar un nodo conectado.

Nota: Si su red contiene varios
nodos desconectados, el software
requiere que los retire todos al
mismo tiempo, lo que aumenta el
potencial de resultados
inesperados.

No, uno o más nodos necesarios
están desconectados actualmente
y deben recuperarse.

Nota: este mensaje sólo se
muestra para los nodos de red
desconectados.

No puede retirar un nodo de grid
desconectado si también se
desconecta uno o más nodos
necesarios (por ejemplo, un nodo
de almacenamiento necesario
para el quórum ADC).

a. Revise los mensajes de
DECOMmission posibles para
todos los nodos
desconectados.

b. Determine qué nodos no se
pueden retirar porque son
necesarios.

◦ Si el estado de un nodo
requerido está
administrativamente
inactivo, vuelva a conectar
el nodo.

◦ Si el estado de un nodo
requerido es
Desconocido, realice un
procedimiento de
recuperación de nodos
para recuperar el nodo
requerido.

No, miembro de los grupos de
HA: Nombre del grupo. Antes de
poder retirar este nodo, debe
quitarlo de todos los grupos de
alta disponibilidad.

No puede retirar un nodo de
administración o un nodo de
puerta de enlace si una interfaz
de nodo pertenece a un grupo de
alta disponibilidad (HA).

Edite el grupo de alta
disponibilidad para quitar la
interfaz del nodo o eliminar todo
el grupo de alta disponibilidad.
Consulte "Configuración de
grupos de alta disponibilidad".
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Razón posible de retirada Descripción Pasos a resolver

No, el sitio x requiere un mínimo
de n nodos de almacenamiento
con servicios ADC.

• Solo nodos de
almacenamiento.* No puede
retirar un nodo de
almacenamiento si los nodos
insuficientes permanecen en
el sitio para admitir los
requisitos del quórum ADC.

Realice una expansión. Agregue
un nodo de almacenamiento
nuevo al sitio y especifique que
debe tener un servicio ADC.
Consulte la información sobre
"Quórum ADC".

No, uno o varios perfiles de
código de borrado necesitan al
menos n nodos de
almacenamiento. Si el perfil no se
utiliza en una regla de ILM, puede
desactivarlo.

• Solo nodos de
almacenamiento.* No puede
retirar un nodo de
almacenamiento a menos que
queden suficientes nodos
para los perfiles de
codificación de borrado
existentes.

Por ejemplo, si existe un perfil de
código de borrado para el código
de borrado 4+2, deberá quedar al
menos 6 nodos de
almacenamiento.

Para cada perfil de código de
borrado afectado, realice uno de
los siguientes pasos en función
de cómo se utilice el perfil:

• Utilizado en políticas de ILM
activas: Realizar una
expansión. Añada suficientes
nodos de almacenamiento
nuevos para permitir que
continúe la codificación de
borrado. Consulte las
instrucciones para "expandir
el grid".

• Utilizado en una regla de
ILM pero no en políticas de
ILM activas: Edite o elimine
la regla y luego desactive el
perfil de codificación de
borrado.

• No se utiliza en ninguna
regla de ILM: Desactivar el
perfil de codificación de
borrado.

Nota: Aparece un mensaje de
error si intenta desactivar un perfil
de codificación de borrado y los
datos del objeto aún están
asociados con el perfil. Es posible
que deba esperar varias semanas
antes de volver a intentar el
proceso de desactivación.

Descubra "desactivación de un
perfil de código de borrado".

No, no puede decomisionar un
nodo de archivado a menos que
el nodo esté desconectado.

Si un nodo de archivado sigue
conectado, no puede eliminarlo.

Complete los pasos de
"Consideraciones para el nodo de
archivado" y después
"decomisionar el nodo
desconectado".
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Retirada de nodos de red desconectados

Es posible que deba retirar un nodo que no esté conectado actualmente a la cuadrícula
(uno cuyo estado sea desconocido o administrativamente inactivo).

Antes de empezar

• Comprende las consideraciones para el decomisionado "Nodos Admin, Gateway y Archive" y las
consideraciones para el desmantelamiento "Nodos de almacenamiento".

• Ha obtenido todos los requisitos previos.

• Se ha asegurado de que no hay ningún trabajo de reparación de datos activo. Consulte "Compruebe los
trabajos de reparación de datos".

• Ha confirmado que la recuperación del nodo de almacenamiento no está en curso en ningún lugar de la
cuadrícula. Si es así, debe esperar a que se complete cualquier recompilación de Cassandra como parte
de la recuperación. A continuación, podrá continuar con el desmantelamiento.

• Se ha asegurado de que no se ejecutarán otros procedimientos de mantenimiento mientras el
procedimiento de retirada del nodo se esté ejecutando, a menos que el procedimiento de retirada del nodo
se detenga.

• La columna DECOMmission possible para el nodo desconectado o los nodos que desea retirar incluye
una Marca de verificación verde.

• Tiene la clave de acceso de aprovisionamiento.

Acerca de esta tarea

Puede identificar los nodos desconectados buscando iconos desconocidos (azules) o administrativamente
abajo (gris) en la columna Estado. En el ejemplo, el nodo de archivado denominado DC1-ARC1 está
desconectado.

Antes de retirar el servicio de un nodo desconectado, tenga en cuenta lo siguiente:

• Este procedimiento está pensado principalmente para quitar un solo nodo desconectado. Si la cuadrícula
contiene varios nodos desconectados, el software requiere que los retire todos al mismo tiempo, lo que
aumenta la posibilidad de obtener resultados inesperados.

Se pueden producir pérdidas de datos si decomisiona más de un nodo de almacenamiento
desconectado a la vez. Consulte "Consideraciones sobre los nodos de almacenamiento
desconectados".

Use precaución al decomisionar nodos de almacenamiento en un grid que contenga nodos
solo de metadatos basados en software. Si retira todos los nodos configurados para
almacenar both objetos y metadatos, la capacidad de almacenar objetos se elimina de la
cuadrícula. Consulte "Tipos de nodos de almacenamiento" Para obtener más información
sobre nodos de almacenamiento solo de metadatos.

• Si no se puede quitar un nodo desconectado (por ejemplo, un nodo de almacenamiento necesario para el
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quórum ADC), no se puede quitar ningún otro nodo desconectado.

Pasos

1. A menos que esté retirando un nodo de archivado (que debe estar desconectado), intente volver a
conectar los nodos de grid desconectados o recuperarlos.

Consulte "Procedimientos de recuperación de nodos de grid" si desea obtener instrucciones.

2. Si no puede recuperar un nodo de grid desconectado y desea decomisionar mientras está desconectado,
seleccione la casilla de verificación de ese nodo.

Si la cuadrícula contiene varios nodos desconectados, el software requiere que los retire
todos al mismo tiempo, lo que aumenta la posibilidad de obtener resultados inesperados.

Tenga cuidado al elegir retirar más de un nodo de grid desconectado a la vez,
especialmente si selecciona varios nodos de almacenamiento desconectados. Si tiene más
de un nodo de almacenamiento desconectado que no puede recuperar, póngase en
contacto con el soporte técnico para determinar el mejor curso de acción.

3. Introduzca la clave de acceso de aprovisionamiento.

El botón Iniciar misión está activado.

4. Haga clic en Iniciar misión.

Aparece una advertencia que indica que ha seleccionado un nodo desconectado y que los datos del
objeto se perderán si el nodo tiene la única copia de un objeto.

5. Revise la lista de nodos y haga clic en Aceptar.

Se inicia el procedimiento de retirada y se muestra el progreso de cada nodo. Durante el procedimiento,
se genera un nuevo paquete de recuperación que contiene el cambio de configuración de la cuadrícula.

6. En cuanto el nuevo paquete de recuperación esté disponible, haga clic en el enlace o seleccione
MANTENIMIENTO > Sistema > Paquete de recuperación para acceder a la página Paquete de
recuperación. A continuación, descargue la .zip archivo.

Consulte las instrucciones para "Descarga del paquete de recuperación".

Descargue el Lo antes posible. del paquete de recuperación para asegurarse de que puede
recuperar la red si hay algún problema durante el procedimiento de retirada de servicio.

El archivo del paquete de recuperación debe estar protegido porque contiene claves de
cifrado y contraseñas que se pueden usar para obtener datos del sistema StorageGRID.

7. Supervise periódicamente la página de retirada para garantizar que todos los nodos seleccionados se han
retirado correctamente.

La retirada de los nodos de almacenamiento puede llevar días o semanas. Una vez completadas todas las
tareas, la lista de selección de nodos se volverá a mostrar con un mensaje de éxito. Si se da de baja un
nodo de almacenamiento desconectado, se muestra un mensaje de información que indica que se han
iniciado los trabajos de reparación.
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8. Una vez que los nodos se han apagado automáticamente como parte del procedimiento de retirada, quite
las máquinas virtuales restantes u otros recursos asociados al nodo retirada del servicio.

No realice este paso hasta que los nodos se hayan apagado automáticamente.

9. Si va a retirar un nodo de almacenamiento, supervise el estado de los trabajos de reparación de datos
replicados y datos codificados por borrado (EC) que se inician automáticamente durante el proceso de
retirada del servicio.
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Datos replicados

• Para obtener un porcentaje de finalización estimado para la reparación replicada, agregue el show-
replicated-repair-status opción del comando repair-data.

repair-data show-replicated-repair-status

• Para determinar si las reparaciones están completas:

a. Seleccione NODES > Storage Node que se está reparando > ILM.

b. Revise los atributos en la sección Evaluación. Una vez completadas las reparaciones, el atributo
esperando - todo indica 0 objetos.

• Para supervisar la reparación con más detalle:

a. Seleccione SUPPORT > Tools > Topología de cuadrícula.

b. Seleccione grid > nodo de almacenamiento que se está reparando > LDR > almacén de
datos.

c. Utilice una combinación de los siguientes atributos para determinar, como sea posible, si las
reparaciones replicadas se han completado.

Puede haber incoherencias en Cassandra y no se realiza un seguimiento de las
reparaciones fallidas.

▪ Reparaciones intentadas (XRPA): Utilice este atributo para realizar un seguimiento del
progreso de las reparaciones replicadas. Este atributo aumenta cada vez que un nodo de
almacenamiento intenta reparar un objeto de alto riesgo. Cuando este atributo no aumenta
durante un período más largo que el período de exploración actual (proporcionado por el
atributo período de exploración — estimado), significa que el análisis de ILM no encontró
objetos de alto riesgo que necesitan ser reparados en ningún nodo.

Los objetos de alto riesgo son objetos que corren el riesgo de perderse por
completo. Esto no incluye objetos que no cumplen con la configuración de ILM.

▪ Período de exploración — estimado (XSCM): Utilice este atributo para estimar cuándo se
aplicará un cambio de directiva a objetos ingeridos previamente. Si el atributo reparos
intentados no aumenta durante un período más largo que el período de adquisición actual,
es probable que se realicen reparaciones replicadas. Tenga en cuenta que el período de
adquisición puede cambiar. El atributo período de exploración — estimado (XSCM) se
aplica a toda la cuadrícula y es el máximo de todos los periodos de exploración de nodos.
Puede consultar el historial de atributos período de exploración — Estimated de la
cuadrícula para determinar un intervalo de tiempo adecuado.

Datos con código de borrado (EC)

Para supervisar la reparación de datos codificados mediante borrado y vuelva a intentar cualquier
solicitud que pudiera haber fallado:

1. Determine el estado de las reparaciones de datos codificadas por borrado:

◦ Seleccione SUPPORT > Tools > Metrics para ver el tiempo estimado hasta la finalización y el
porcentaje de finalización del trabajo actual. A continuación, seleccione EC Overview en la
sección Grafana. Consulte los paneles tiempo estimado de trabajo de Grid EC hasta
finalización y Porcentaje de trabajo de Grid EC completado.
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◦ Utilice este comando para ver el estado de un elemento específico repair-data operación:

repair-data show-ec-repair-status --repair-id repair ID

◦ Utilice este comando para enumerar todas las reparaciones:

repair-data show-ec-repair-status

El resultado muestra información, como repair ID, para todas las reparaciones que se estén
ejecutando anteriormente y actualmente.

2. Si el resultado muestra que la operación de reparación ha dado error, utilice el --repair-id opción
de volver a intentar la reparación.

Este comando vuelve a intentar una reparación de nodo con fallos mediante el ID de reparación
6949309319275667690:

repair-data start-ec-node-repair --repair-id 6949309319275667690

Este comando reintenta realizar una reparación de volumen con fallos mediante el ID de reparación
6949309319275667690:

repair-data start-ec-volume-repair --repair-id 6949309319275667690

Después de terminar

Tan pronto como se hayan retirado los nodos desconectados y se hayan completado todos los trabajos de
reparación de datos, puede retirar todos los nodos de red conectados según sea necesario.

A continuación, complete estos pasos una vez completado el procedimiento de retirada:

• Asegúrese de que las unidades del nodo de cuadrícula que se decomisionan se limpian. Utilice una
herramienta o servicio de limpieza de datos disponible en el mercado para eliminar los datos de las
unidades de forma permanente y segura.

• Si decomisionó un nodo del dispositivo y los datos del dispositivo estaban protegidos mediante el cifrado
de nodos, utilice el instalador del dispositivo StorageGRID para borrar la configuración del servidor de
gestión de claves (Clear KMS). Debe borrar la configuración de KMS si desea agregar el dispositivo a otra
cuadrícula. Para ver instrucciones, consulte "Supervise el cifrado del nodo en modo de mantenimiento".

Retirada de nodos de grid conectados

Puede retirar y eliminar permanentemente los nodos conectados a la cuadrícula.

Antes de empezar

• Comprende las consideraciones para el decomisionado "Nodos Admin, Gateway y Archive" y las
consideraciones para el desmantelamiento "Nodos de almacenamiento".

• Ha reunido todos los materiales necesarios.

• Se ha asegurado de que no hay ningún trabajo de reparación de datos activo.

• Ha confirmado que la recuperación del nodo de almacenamiento no está en curso en ningún lugar de la
cuadrícula. Si es así, espere a que se complete cualquier reconstrucción de Cassandra realizada como
parte de la recuperación. A continuación, podrá continuar con el desmantelamiento.
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• Se ha asegurado de que no se ejecutarán otros procedimientos de mantenimiento mientras el
procedimiento de retirada del nodo se esté ejecutando, a menos que el procedimiento de retirada del nodo
se detenga.

• Tiene la clave de acceso de aprovisionamiento.

• Los nodos de grid están conectados.

• La columna Decomiso posible para el nodo o nodos que desea retirar incluye una marca de verificación
verde.

La retirada no se iniciará si uno o más volúmenes están sin conexión (sin montar) o si están
en línea (montados), pero en estado de error.

Si uno o más volúmenes quedan sin conexión mientras existe una decomisión en curso, el
proceso de decomiso se completa una vez que estos volúmenes vuelvan a estar en línea.

•
Todos los nodos de grid tienen un estado normal (verde) . Si ve uno de estos iconos en la columna
Estado, debe intentar resolver el problema:

. Color Gravedad

Amarillo Aviso

Naranja claro Menor

Naranja oscuro Importante

Rojo Crítico

• Si anteriormente había retirado un nodo de almacenamiento desconectado, todos los trabajos de
reparación de datos se completaron correctamente. Consulte "Compruebe los trabajos de reparación de
datos".

No elimine la máquina virtual de un nodo de grid ni otros recursos hasta que se le indique que
lo haga en este procedimiento.

Use precaución al decomisionar nodos de almacenamiento en un grid que contenga nodos solo
de metadatos basados en software. Si retira todos los nodos configurados para almacenar both

objetos y metadatos, la capacidad de almacenar objetos se elimina de la cuadrícula. Consulte
"Tipos de nodos de almacenamiento" Para obtener más información sobre nodos de
almacenamiento solo de metadatos.

Acerca de esta tarea

Cuando un nodo se retira, sus servicios se deshabilitan y el nodo se apaga automáticamente.

Pasos

1. En la página Decommission Nodes, seleccione la casilla de verificación de cada nodo de cuadrícula que
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desee decomisionar.

2. Introduzca la clave de acceso de aprovisionamiento.

El botón Iniciar misión está activado.

3. Selecciona Iniciar decomiso.

4. Revise la lista de nodos en el cuadro de diálogo de confirmación y seleccione OK.

Se inicia el procedimiento de retirada del nodo y se muestra el progreso de cada nodo.

No desconecte un nodo de almacenamiento después de iniciar el procedimiento de retirada.
El cambio de estado puede provocar que parte del contenido no se copie en otras
ubicaciones.

5. En cuanto el nuevo paquete de recuperación esté disponible, seleccione el enlace Paquete de
recuperación en el banner o seleccione MANTENIMIENTO > Sistema > Paquete de recuperación para
acceder a la página Paquete de recuperación. A continuación, descargue la .zip archivo.

Consulte "Descarga del paquete de recuperación".

Descargue el Lo antes posible. del paquete de recuperación para asegurarse de que puede
recuperar la red si hay algún problema durante el procedimiento de retirada de servicio.

6. Supervise periódicamente la página nodos de misión de descommisión para garantizar que todos los
nodos seleccionados se han retirado correctamente.

La retirada de los nodos de almacenamiento puede llevar días o semanas.

Una vez completadas todas las tareas, la lista de selección de nodos se volverá a mostrar con un mensaje
de éxito.

Después de terminar

Complete estos pasos después de completar el procedimiento de retirada del nodo:

1. Siga los pasos adecuados para su plataforma. Por ejemplo:

◦ Linux: Es posible que desee desconectar los volúmenes y eliminar los archivos de configuración de
nodo creados durante la instalación. Consulte
"Instalar StorageGRID en Red Hat Enterprise Linux" y..
"Instalar StorageGRID en Ubuntu o Debian".

◦ VMware: Es posible que desee utilizar la opción de vCenter “Eliminar del disco” para eliminar la
máquina virtual. También puede ser necesario eliminar los discos de datos que sean independientes
de la máquina virtual.

◦ Dispositivo StorageGRID: El nodo del dispositivo vuelve automáticamente a un estado no
desplegado en el que puede acceder al instalador del dispositivo StorageGRID. Puede apagar el
dispositivo o añadirlo a otro sistema StorageGRID.

2. Asegúrese de que las unidades del nodo de cuadrícula que se decomisionan se limpian. Utilice una
herramienta o servicio de limpieza de datos disponible en el mercado para eliminar los datos de las
unidades de forma permanente y segura.

3. Si decomisionó un nodo del dispositivo y los datos del dispositivo estaban protegidos mediante el cifrado

21

https://docs.netapp.com/es-es/storagegrid-118/rhel/index.html
https://docs.netapp.com/es-es/storagegrid-118/ubuntu/index.html


de nodos, utilice el instalador del dispositivo StorageGRID para borrar la configuración del servidor de
gestión de claves (Clear KMS). Debe borrar la configuración de KMS si desea agregar el dispositivo a otra
cuadrícula. Para ver instrucciones, consulte "Supervise el cifrado del nodo en modo de mantenimiento".

Pausar y reanudar el proceso de retirada de los nodos de almacenamiento

Si necesita realizar un segundo procedimiento de mantenimiento, puede pausar el
procedimiento de retirada de un nodo de almacenamiento durante determinadas fases.
Una vez finalizado el otro procedimiento, puede reanudar el decomisionado.

El botón Pausa sólo se activa cuando se alcanzan las etapas de evaluación de ILM o de
retirada de datos con código de borrado; sin embargo, la evaluación de ILM (migración de
datos) continuará ejecutándose en segundo plano.

Antes de empezar

• Ha iniciado sesión en Grid Manager mediante un "navegador web compatible".

• Usted tiene la "Permiso de mantenimiento o acceso raíz".

Pasos

1. Seleccione MANTENIMIENTO > tareas > misión.

Aparece la página de retirada.

2. Seleccione nodos de misión.

Aparecerá la página nodos de misión. Cuando el procedimiento de retirada de servicio alcanza cualquiera
de las siguientes fases, el botón Pausa está activado.

◦ Evaluando ILM

◦ Desmantelamiento de datos codificados de borrado

3. Seleccione Pausa para suspender el procedimiento.

La etapa actual está en pausa y el botón Reanudar está activado.
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4. Una vez finalizado el otro procedimiento de mantenimiento, seleccione Reanudar para continuar con la
retirada.

Solucione problemas de decomisionado de nodos

Si el procedimiento de retirada del nodo se detiene debido a un error, puede realizar
pasos específicos para solucionar el problema.

Antes de empezar

Ha iniciado sesión en Grid Manager mediante un "navegador web compatible".

Acerca de esta tarea

Si apaga el nodo de cuadrícula que se va a retirar del servicio, la tarea se detiene hasta que se reinicia el
nodo de cuadrícula. El nodo de grid debe estar en línea.

Pasos

1. Seleccione SUPPORT > Tools > Topología de cuadrícula.

2. En el árbol de topología de cuadrícula, expanda cada entrada de nodo de almacenamiento y compruebe
que los servicios DDS y LDR están en línea.

Para realizar el decomisionado del nodo de almacenamiento, todos los nodos y todos los servicios deben
estar en buen estado al iniciar un decomisionado del nodo y el sitio en línea.

3. Para ver las tareas de la cuadrícula activa, seleccione nodo de administración principal > CMN > tareas
de cuadrícula > Descripción general.

4. Compruebe el estado de la tarea de decomisionado de la cuadrícula.

a. Si el estado de la tarea de eliminación de la cuadrícula indica un problema al guardar los paquetes de
tareas de la cuadrícula, seleccione nodo de administración principal > CMN > Eventos >
Descripción general.

b. Compruebe el número de relés de auditoría disponibles.

Si el atributo retransmisión de auditoría disponible es uno o superior, el servicio CMN está conectado
al menos a un servicio ADC. Los servicios ADC actúan como relés de auditoría.

El servicio CMN debe estar conectado a al menos un servicio ADC y la mayoría (el 50 por ciento más uno)
de los servicios ADC del sistema StorageGRID debe estar disponible para que una tarea de cuadrícula
pueda moverse de una fase de desmantelamiento a otra y terminar.

a. Si el servicio CMN no está conectado a suficientes servicios ADC, asegúrese de que los nodos de
almacenamiento están conectados y compruebe la conectividad de red entre los nodos de
administración principal y de almacenamiento.

Sitio de decomisionar

Consideraciones para quitar un sitio

Antes de utilizar el procedimiento de retirada del sitio para quitar un sitio, debe revisar las
consideraciones.
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Qué sucede al retirar un sitio

Al retirar un sitio, StorageGRID quita de forma permanente todos los nodos del sitio y el sitio propio del
sistema StorageGRID.

Una vez completado el procedimiento de retirada de instalaciones:

• Ya no puede utilizar StorageGRID para ver ni acceder al sitio ni a ninguno de los nodos del sitio.

• Ya no puede utilizar pools de almacenamiento ni perfiles de código de borrado que hagan referencia al
sitio. Cuando StorageGRID decomisiona un sitio, elimina automáticamente estos pools de
almacenamiento y desactiva estos perfiles de código de borrado.

Diferencias entre el sitio conectado y los procedimientos de retirada de sitios desconectados

Puede usar el procedimiento de retirada del sitio para quitar un sitio en el que todos los nodos están
conectados a StorageGRID (conocido como decomiso de un sitio conectado) o para quitar un sitio en el que
todos los nodos estén desconectados de StorageGRID (conocido como decomiso de sitio desconectado).
Antes de comenzar, debe comprender las diferencias entre estos procedimientos.

Si un sitio contiene una mezcla de conectado ( ) y nodos desconectados (  o. ), debe
volver a conectar todos los nodos sin conexión.

• Una retirada de sitio conectado permite quitar un sitio operativo del sistema StorageGRID. Por ejemplo,
puede realizar una retirada de sitio conectado para eliminar un sitio que sea funcional pero que ya no sea
necesario.

• Cuando StorageGRID quita un sitio conectado, utiliza ILM para gestionar los datos de los objetos del sitio.
Antes de iniciar una retirada de sitios conectados, debe eliminar el sitio de todas las reglas de ILM y
activar una nueva política de ILM. ILM procesos para migrar datos de objetos y los procesos internos para
quitar un sitio pueden producirse a la vez, pero la práctica recomendada es permitir que se completen los
pasos de ILM antes de iniciar el procedimiento de retirada real.

• Una retirada de sitio desconectada permite quitar un sitio con errores del sistema StorageGRID. Por
ejemplo, puede realizar un retiro de sitio desconectado para quitar un sitio que ha sido destruido por un
incendio o inundación.

Cuando StorageGRID quita un sitio desconectado, este considera que todos los nodos son irrecuperables
y no intenta conservar los datos. Sin embargo, antes de iniciar una retirada de sitios desconectada, debe
eliminar el sitio de todas las reglas de ILM y activar una nueva política de ILM.

Antes de realizar un procedimiento de retirada de sitio desconectado, debe ponerse en
contacto con el representante de su cuenta de NetApp. NetApp revisará sus requisitos
antes de habilitar todos los pasos en el asistente del sitio de retirada. No debería intentar
retirar un sitio desconectado si cree que podría recuperar el sitio o recuperar datos de
objeto del sitio.

Requisitos generales para quitar un sitio conectado o desconectado

Antes de quitar un sitio conectado o desconectado, debe tener en cuenta los siguientes requisitos:

• No puede retirar un sitio que incluya el nodo de administración principal.

• No puede retirar un sitio que incluya un nodo de archivado.

• No puede decomisionar un sitio si alguno de los nodos tiene una interfaz que pertenezca a un grupo de
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alta disponibilidad. Debe editar el grupo de alta disponibilidad para quitar la interfaz del nodo o quitar todo
el grupo de alta disponibilidad.

•
No puede retirar un sitio si contiene una mezcla de conectado ( ) y desconectados (  o. ) nodos.

•
No puede retirar un sitio si algún nodo de cualquier otro sitio está desconectado (  o. ).

• No puede iniciar el procedimiento de retirada del sitio si hay una operación de reparación ec-nodo-en
curso. Consulte "Compruebe los trabajos de reparación de datos" realizar un seguimiento de las
reparaciones de datos codificados a borrado.

• Mientras se está ejecutando el procedimiento de retirada de instalaciones:

◦ No se pueden crear reglas de ILM que hagan referencia al sitio que se va a retirar. Tampoco puede
editar una regla de ILM existente para hacer referencia al sitio.

◦ No se pueden llevar a cabo otros procedimientos de mantenimiento, como la ampliación o la
actualización.

Si necesita realizar otro procedimiento de mantenimiento durante la retirada de un sitio
conectado, puede hacerlo "Detenga el procedimiento mientras se quitan los nodos de
almacenamiento". El botón Pausa sólo se activa cuando se alcanzan las etapas de
evaluación de ILM o de retirada de datos con código de borrado; sin embargo, la
evaluación de ILM (migración de datos) continuará ejecutándose en segundo plano.
Una vez completado el segundo procedimiento de mantenimiento, puede reanudar el
decomisionado.

◦ Si necesita recuperar algún nodo después de iniciar el procedimiento de retirada del sitio, debe
ponerse en contacto con el servicio de soporte de.

• No puede retirar más de un sitio a la vez.

• Si el sitio incluye uno o más nodos de administración y el inicio de sesión único (SSO) está habilitado para
el sistema StorageGRID, debe quitar todas las confianzas de partes que dependan del sitio de los
Servicios de Federación de Active Directory (AD FS).

Requisitos para la gestión del ciclo de vida de la información (ILM)

Como parte de la eliminación de un sitio, debe actualizar la configuración de ILM. El asistente para el sitio de
retirada le guía a través de una serie de pasos previos para garantizar lo siguiente:

• El sitio no está referido por ninguna política de ILM. Si es, debe editar las políticas o crear y activar
políticas con nuevas reglas de ILM.

• Las reglas de ILM no hacen referencia al sitio, incluso si no se utilizan en ninguna política. Debe eliminar o
editar todas las reglas que hacen referencia al sitio.

Cuando StorageGRID decomisiona el sitio, desactivará automáticamente todos los perfiles de código de
borrado no utilizados que hagan referencia al sitio y eliminará automáticamente los grupos de almacenamiento
no utilizados que hagan referencia al sitio. Si existe un pool de almacenamiento Todos los nodos de
almacenamiento (StorageGRID 11,6 y anteriores), se elimina porque utiliza todos los sitios.

Antes de quitar un sitio, puede que sea necesario crear nuevas reglas de ILM y activar una
nueva política de ILM. En estas instrucciones, se asume que comprende bien cómo funciona
ILM y que está familiarizado con la creación de pools de almacenamiento, perfiles de
codificación de borrado, reglas de ILM, y la simulación y activación de una política de ILM.
Consulte "Gestión de objetos con ILM".
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Consideraciones sobre los datos del objeto en un sitio conectado

Si va a realizar una retirada de sitios conectados, debe decidir qué hacer con los datos de objetos existentes
en el sitio al crear nuevas reglas de ILM y una nueva política de ILM. Puede realizar una de las siguientes
acciones o ambas:

• Mueva los datos del objeto del sitio seleccionado a uno o más sitios de la cuadrícula.

Ejemplo para el traslado de datos: Suponga que desea retirar un sitio en Raleigh porque agregó un
nuevo sitio en Sunnyvale. En este ejemplo, desea mover todos los datos del objeto del sitio antiguo al sitio
nuevo. Antes de actualizar las reglas de ILM y las políticas de ILM, debe revisar la capacidad en ambos
sitios. Debe asegurarse de que el site de Sunnyvale tenga suficiente capacidad para acomodar los datos
de objetos desde el site de Raleigh y que permanecerá en Sunnyvale la capacidad adecuada para su
crecimiento futuro.

Para garantizar que haya capacidad adecuada disponible, es posible que deba hacerlo
"expanda una cuadrícula" Cuando se añaden volúmenes de almacenamiento o nodos de
almacenamiento a un sitio existente o se añade un sitio nuevo antes de realizar este
procedimiento.

• Eliminar copias de objeto del sitio seleccionado.

Ejemplo para eliminar datos: Suponga que actualmente utiliza una regla ILM de 3 copias para replicar
datos de objetos en tres sitios. Antes de retirar un sitio, puede crear una regla de ILM equivalente con 2
copias para almacenar datos en solo dos sitios. Cuando activa una nueva política de ILM que usa la regla
de dos copias, StorageGRID elimina las copias del tercer sitio porque ya no satisfacen los requisitos de
ILM. Sin embargo, los datos del objeto se seguirán protegiendo y la capacidad de los dos sitios restantes
será la misma.

No cree nunca una regla de ILM de una sola copia para acomodar la eliminación de un sitio.
Una regla de ILM que crea solo una copia replicada en cualquier periodo de tiempo pone
los datos en riesgo de pérdida permanente. Si sólo existe una copia replicada de un objeto,
éste se pierde si falla un nodo de almacenamiento o tiene un error importante. También
perderá temporalmente el acceso al objeto durante procedimientos de mantenimiento, como
las actualizaciones.

Requisitos adicionales para una retirada de sitios conectados

Antes de que StorageGRID pueda eliminar un sitio conectado, debe asegurarse de lo siguiente:

•
Todos los nodos del sistema StorageGRID deben tener un estado de conexión de conectado ( ); sin
embargo, los nodos pueden tener alertas activas.

Puede completar los pasos 1-4 del Asistente para sitio de retirada si uno o más nodos están
desconectados. Sin embargo, no puede completar el paso 5 del asistente, que inicia el
proceso de retirada, a menos que todos los nodos estén conectados.

• Si el sitio que desea eliminar contiene un nodo de gateway o un nodo de administración que se utiliza para
el equilibrio de carga, es posible que deba hacerlo
"expanda una cuadrícula" para agregar un nuevo nodo equivalente en otro sitio. Asegúrese de que los
clientes pueden conectarse al nodo de repuesto antes de iniciar el procedimiento de retirada del sitio.

• Si el sitio que va a eliminar contiene cualquier nodo de puerta de enlace o nodo de administración que se
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encuentre en un grupo de alta disponibilidad (ha), puede completar los pasos 1-4 del asistente para sitio
de retirada. Sin embargo, no puede completar el Paso 5 del asistente, que inicia el proceso de decomiso
hasta que elimine estos nodos de todos los grupos HA. Si los clientes existentes se conectan a un grupo
de alta disponibilidad que incluye nodos del sitio, debe asegurarse de que pueden continuar conectando a
StorageGRID después de eliminar el sitio.

• Si los clientes se conectan directamente a nodos de almacenamiento del sitio que va a quitar, debe
asegurarse de que pueden conectarse a nodos de almacenamiento en otros sitios antes de iniciar el
procedimiento de retirada del sitio.

• Debe proporcionar espacio suficiente en los sitios restantes para acomodar cualquier dato de objetos que
se moverá debido a los cambios en cualquier política de ILM activa. En algunos casos, es posible que
deba hacerlo "expanda una cuadrícula" Añadiendo nodos de almacenamiento, volúmenes de
almacenamiento o sitios nuevos antes de completar una retirada de sitio conectado.

• Debe dejar tiempo suficiente para completar el procedimiento de retirada. Los procesos de ILM de
StorageGRID pueden tardar días, semanas o incluso meses en mover o eliminar datos de objetos del sitio
antes de dejar de lado el sitio.

La transferencia o eliminación de datos de objetos de un sitio puede llevar días, semanas o
incluso meses, en función de la cantidad de datos almacenados en el sitio, la carga en el
sistema, las latencias de red y la naturaleza de los cambios de ILM necesarios.

• Siempre que sea posible, debe completar los pasos 1-4 del Asistente para sitio de retirada tan pronto
como pueda. El procedimiento de retirada de servicio se completará más rápidamente y con menos
interrupciones e impactos en el rendimiento si permite que los datos se muevan desde el sitio antes de
iniciar el procedimiento de retirada real (seleccionando Iniciar misión en el paso 5 del asistente).

Requisitos adicionales para una retirada de sitios desconectada

Antes de que StorageGRID pueda quitar un sitio desconectado, debe asegurarse de lo siguiente:

• Se ha puesto en contacto con el representante de cuentas de NetApp. NetApp revisará sus requisitos
antes de habilitar todos los pasos en el asistente del sitio de retirada.

No debería intentar retirar un sitio desconectado si cree que podría recuperar el sitio o
recuperar cualquier dato de objeto del sitio. Consulte
"Cómo el soporte técnico recupera un sitio".

• Todos los nodos del sitio deben tener el estado de conexión de uno de los siguientes:

◦
Desconocido ( ): Por un motivo desconocido, un nodo está desconectado o los servicios del nodo
están inactivos inesperadamente. Por ejemplo, un servicio del nodo podría estar detenido o podría
haber perdido la conexión de red debido a un fallo de alimentación o a un corte inesperado.

◦
Administrativamente abajo ( ): El nodo no está conectado a la cuadrícula por un motivo esperado.
Por ejemplo, el nodo o los servicios del nodo se han apagado correctamente.

•
Todos los nodos de todos los demás sitios deben tener un estado de conexión de conectado ( ); sin
embargo, estos otros nodos pueden tener alertas activas.

• Debe entender que ya no podrá utilizar StorageGRID para ver o recuperar los datos de objeto
almacenados en el sitio. Cuando StorageGRID realiza este procedimiento, no intenta conservar ningún
dato del sitio desconectado.

27

https://docs.netapp.com/es-es/storagegrid-118/expand/index.html
https://docs.netapp.com/es-es/storagegrid-118/maintain/how-site-recovery-is-performed-by-technical-support.html


Si sus reglas y políticas de ILM se diseñaron para proteger contra la pérdida de un solo
sitio, seguirán existiendo copias de los objetos en los sitios restantes.

• Debe entender que si el sitio contenía la única copia de un objeto, el objeto se pierde y no se puede
recuperar.

Consideraciones de coherencia al eliminar un sitio

La consistencia de un bloque de S3 o un contenedor de Swift determina si StorageGRID replica por completo
los metadatos de objetos en todos los nodos y sitios antes de indicar al cliente que la ingesta del objeto se ha
realizado correctamente. La consistencia proporciona un equilibrio entre la disponibilidad de los objetos y la
coherencia de dichos objetos en distintos nodos de almacenamiento y sitios.

Cuando StorageGRID quita un sitio, éste debe asegurarse de que no se escribe ningún dato en el sitio que se
va a quitar. Como resultado, anula temporalmente la coherencia de cada cubo o contenedor. Tras iniciar el
proceso de retirada del sitio, StorageGRID utiliza temporalmente consistencia de sitio seguro para evitar que
los metadatos del objeto se escriban en el sitio que se está quitando.

Como resultado de esta sustitución temporal, tenga en cuenta que cualquier operación de escritura,
actualización y eliminación de cliente que se produzca durante un decomiso de sitio puede fallar si varios
nodos dejan de estar disponibles en los sitios restantes.

Reúna los materiales necesarios

Antes de retirar de servicio un sitio, debe obtener los siguientes materiales.

Elemento Notas

Paquete de recuperación .zip
archivo

Debe descargar el paquete de recuperación más reciente .zip archivo
(sgws-recovery-package-id-revision.zip). Puede utilizar el
archivo de paquete de recuperación para restaurar el sistema si se
produce un fallo.

"Descargue el paquete de recuperación"

Passwords.txt archivo Este archivo contiene las contraseñas que se necesitan para acceder a
los nodos de grid en la línea de comandos y se incluye en el paquete de
recuperación.

Clave de acceso de
aprovisionamiento

La frase de contraseña se crea y documenta cuando se instala el
sistema StorageGRID por primera vez. La clave de acceso de
aprovisionamiento no está en la Passwords.txt archivo.

Descripción de la topología del
sistema StorageGRID antes de
decomisionar

Si está disponible, obtenga cualquier documentación que describa la
topología actual del sistema.

Información relacionada

"Requisitos del navegador web"
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Paso 1: Seleccione Sitio

Para determinar si un sitio se puede retirar del servicio, comience por acceder al
asistente del sitio de retirada.

Antes de empezar

• Usted ha obtenido todos los materiales requeridos.

• Ha revisado las consideraciones para eliminar un sitio.

• Ha iniciado sesión en Grid Manager mediante un "navegador web compatible".

• Usted tiene la "Permiso de acceso raíz o permisos de mantenimiento e ILM".

Pasos

1. Seleccione MANTENIMIENTO > tareas > misión.

2. Seleccione Sitio de misión.

Aparece el paso 1 (Seleccionar sitio) del asistente de ubicación de misión. Este paso incluye una lista
alfabética de los sitios de su sistema StorageGRID.

3. Consulte los valores de la columna capacidad de almacenamiento utilizada para determinar cuánto
almacenamiento se está utilizando actualmente para los datos de objetos de cada sitio.

La capacidad de almacenamiento utilizada es una estimación. Si los nodos están sin conexión, la
capacidad de almacenamiento utilizada es el último valor conocido del sitio.

◦ Para la retirada de un sitio conectado, este valor representa la cantidad de datos de objeto que debe
moverse a otros sitios o eliminarse mediante ILM antes de poder retirar este sitio de forma segura.

◦ Para una retirada de sitios desconectada, este valor representa cuánto del almacenamiento de datos
del sistema quedará inaccesible cuando usted retire este sitio.
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Si su política de ILM se diseñó para ofrecer protección contra la pérdida de un solo sitio,
las copias de sus datos de objetos aún deben existir en los sitios restantes.

4. Revise las razones en la columna DECOMmission posible para determinar qué sitios pueden ser
retirados del servicio actualmente.

Si hay más de una razón por la que un sitio no puede ser desmantelado, se muestra la
razón más crítica.

Razón posible de retirada Descripción Paso siguiente

Marca de verificación verde ( )
Puede retirar este sitio. Vaya a. el siguiente paso.

No Este sitio contiene el nodo de
administración principal.

No puede retirar un sitio que
contenga el nodo de
administración principal.

Ninguno. No puede realizar este
procedimiento.

No Este sitio contiene uno o
varios nodos de archivado.

No puede retirar un sitio que
contenga un nodo de archivado.

Ninguno. No puede realizar este
procedimiento.

No Todos los nodos de este sitio
están desconectados. Póngase
en contacto con el representante
de cuenta de NetApp.

No puede realizar una retirada del
sitio conectado a menos que
todos los nodos del sitio estén

conectados ( ).

Si desea realizar una retirada de
sitios sin conexión, debe ponerse
en contacto con su representante
de cuenta de NetApp, que
revisará sus requisitos y activará
el resto del asistente para la
retirada de sitios.

IMPORTANTE: Nunca
desconecte los nodos en línea
para poder eliminar un sitio.
Perderá datos.

El ejemplo muestra un sistema StorageGRID con tres sitios. La marca de verificación verde ( ) Para los
sitios de Raleigh y Sunnyvale indica que puede retirar esos sitios. Sin embargo, no puede retirar el sitio de
Vancouver porque contiene el nodo de administración principal.

1. Si es posible retirar el servicio, seleccione el botón de opción de la planta.

El botón Siguiente está activado.

2. Seleccione Siguiente.

Se muestra el paso 2 (Ver detalles).

Paso 2: Ver detalles

En el paso 2 (Ver detalles) del asistente del sitio de decoración, puede revisar qué nodos
están incluidos en el sitio, ver cuánto espacio se ha utilizado en cada nodo de
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almacenamiento y evaluar cuánto espacio libre está disponible en los otros sitios de la
cuadrícula.

Antes de empezar

Antes de retirar un sitio, debe revisar la cantidad de datos de objeto que hay en el sitio.

• Si está realizando una retirada de sitios conectados, debe comprender cuántos datos de objetos hay
actualmente en el sitio antes de actualizar ILM. En función de las capacidades del sitio y de sus
necesidades de protección de datos, puede crear nuevas reglas de ILM para mover datos a otros sitios o
eliminar datos de objetos del sitio.

• Realice las expansiones de nodos de almacenamiento necesarias antes de iniciar el procedimiento de
retirada del servicio, si es posible.

• Si está realizando una retirada de sitio desconectado, debe entender cuántos datos de objeto se volverán
permanentemente inaccesibles al quitar el sitio.

Si está realizando una retirada del sitio desconectada, ILM no podrá mover ni eliminar datos de
objetos. Se perderán todos los datos que permanezcan en las instalaciones. Sin embargo, si su
política de ILM se diseñó para protegerse contra la pérdida de un solo sitio, las copias de los
datos de objetos siguen existiendo en los sitios restantes. Consulte "Habilite la protección
contra pérdida de sitio".

Pasos

1. En el paso 2 (Ver detalles), revise las advertencias relacionadas con el sitio que seleccionó para quitar.

Aparecerá una advertencia en los siguientes casos:

◦ El sitio incluye un nodo de puerta de enlace. Si los clientes S3 y Swift se están conectando
actualmente a este nodo, debe configurar un nodo equivalente en otro sitio. Asegúrese de que los
clientes pueden conectarse al nodo de repuesto antes de continuar con el procedimiento de retirada.

◦
El sitio contiene una mezcla de conectado ( ) y nodos desconectados (  o. ). Antes de poder
quitar este sitio, deben volver a conectar todos los nodos sin conexión.

2. Revise los detalles sobre el sitio que ha seleccionado para eliminar.
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Se incluye la siguiente información para el sitio seleccionado:

◦ Número de nodos

◦ El espacio total usado, el espacio libre y la capacidad de todos los nodos de almacenamiento del sitio.

▪ Para una retirada de sitios conectados, el valor espacio usado representa la cantidad de datos de
objetos que deben moverse a otros sitios o eliminarse con ILM.

▪ Para un retiro de sitio desconectado, el valor espacio usado indica cuántos datos de objeto serán
inaccesibles cuando usted quita el sitio.

◦ Nombres de nodo, tipos y estados de conexión:

▪
 (Conectado)

▪
 (Administrativamente abajo)

▪
 (Desconocido)

◦ Detalles sobre cada nodo:

▪ Para cada nodo de almacenamiento, la cantidad de espacio que se ha usado para los datos de
objetos.
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▪ Para los nodos de administrador y los nodos de puerta de enlace, si el nodo se utiliza actualmente
en un grupo de alta disponibilidad (ha). No puede decomisionar un nodo de administración ni un
nodo de puerta de enlace que se utilice en un grupo de alta disponibilidad. Antes de iniciar el
decomiso, edite los grupos de alta disponibilidad para quitar todos los nodos del sitio o quitar el
grupo de alta disponibilidad si solo incluye nodos de este sitio. Para ver instrucciones, consulte
"Gestione grupos de alta disponibilidad".

3. En la sección Detalles de otros sitios de la página, evalúe cuánto espacio hay disponible en los otros sitios
de la cuadrícula.

Si va a realizar una retirada de sitios conectados y va a utilizar ILM para mover datos de objetos del sitio
seleccionado (en lugar de eliminarlos solamente), debe asegurarse de que los otros sitios tengan
suficiente capacidad para acomodar los datos movidos y de que la capacidad adecuada quede para un
crecimiento futuro.

Aparecerá una advertencia si el espacio usado del sitio que desea quitar es mayor que el
espacio libre total para otros sitios. Es posible que deba realizar una ampliación antes de
realizar este procedimiento para garantizar que haya disponible la capacidad de
almacenamiento adecuada una vez se ha eliminado el sitio.

4. Seleccione Siguiente.

Aparece el paso 3 (revisar la política de ILM).

Paso 3: Revisar las políticas de ILM

En el Paso 3 (Revisar políticas de ILM) del asistente del sitio de retirada, puede
determinar si alguna política de ILM hace referencia al sitio.

Antes de empezar

Usted tiene una buena comprensión de cómo hacerlo "Gestione objetos con ILM". Está familiarizado con la
creación de pools de almacenamiento y reglas de ILM, así como con la simulación y activación de una política
de ILM.

Acerca de esta tarea

StorageGRID no puede retirar un sitio si alguna regla de gestión de la vida útil de la información de alguna
política (activa o inactiva) hace referencia a ese sitio.

Si alguna política de ILM hace referencia al sitio que desea retirar, debe eliminar esas políticas o editarlas para
que cumplan con estos requisitos:
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• Proteja completamente todos los datos de objetos.

• No consulte el sitio en el que está decomisionado.

• No utilice pools de almacenamiento que hagan referencia al sitio ni utilice la opción Todos los sitios.

• No utilice perfiles de código de borrado que hagan referencia al sitio.

• No utilice la regla Hacer 2 copias de StorageGRID 11,6 o instalaciones anteriores.

No cree nunca una regla de ILM de una sola copia para acomodar la eliminación de un sitio.
Una regla de ILM que crea solo una copia replicada en cualquier periodo de tiempo pone los
datos en riesgo de pérdida permanente. Si sólo existe una copia replicada de un objeto, éste se
pierde si falla un nodo de almacenamiento o tiene un error importante. También perderá
temporalmente el acceso al objeto durante procedimientos de mantenimiento, como las
actualizaciones.

Si está realizando una retirada de sitio Connected site, debe tener en cuenta cómo
StorageGRID debe gestionar los datos de objeto actualmente en el sitio que desea eliminar. En
función de sus requisitos de protección de datos, las nuevas reglas pueden mover los datos de
objetos existentes a diferentes sitios o pueden eliminar cualquier copia de objetos adicionales
que ya no sean necesarias.

Póngase en contacto con el soporte técnico si necesita ayuda para diseñar una nueva política.

Pasos

1. En el Paso 3 (revisar políticas de ILM), determine si alguna política de ILM hace referencia al sitio que ha
seleccionado para decomisionar.

2. Si no aparece ninguna política, seleccione Siguiente para ir a. "Paso 4: Eliminar referencias de ILM".

3. Si aparece una o más políticas active ILM, clone cada política existente o cree nuevas políticas que no
hagan referencia al sitio al que se va a retirar:

a. Seleccione el enlace de la política en la columna Nombre de Política.

La página de detalles de política de ILM de la política se muestra en una nueva pestaña del
navegador. La página Sitio de retirada permanecerá abierta en la pestaña otros.

b. Siga estas directrices e instrucciones según sea necesario:

▪ Trabajar con reglas de ILM:

▪ "Cree uno o varios pools de almacenamiento" que no hacen referencia al sitio.

▪ "Edite o reemplace las reglas" que hacen referencia al sitio.

No seleccione la regla Hacer 2 copias porque esa regla usa el grupo de
almacenamiento Todos los nodos de almacenamiento, que no está permitido.

▪ Funciona con políticas de ILM:

▪ "Clonar una política de ILM existente" o. "Cree una nueva política de ILM".

▪ Asegúrese de que la regla predeterminada y otras reglas no hacen referencia al sitio.
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Debe confirmar que las reglas de ILM se encuentran en el orden correcto.
Cuando se activa la directiva, las reglas del orden indicado evalúan los objetos
nuevos y existentes, empezando por la parte superior.

c. Ingerir objetos de prueba y simular la política para asegurarse de que se aplican las reglas correctas.

Los errores de un política de ILM pueden provocar la pérdida de datos irrecuperable.
Revise y simule cuidadosamente la directiva antes de activarla para confirmar que
funcionará según lo previsto.

Cuando se activa una nueva política de ILM, StorageGRID la utiliza para gestionar
todos los objetos, incluidos los existentes y los objetos recién procesados. Antes de
activar una nueva política de ILM, revise los cambios que se produzcan en la ubicación
de los objetos replicados y los códigos de borrado existentes. El cambio de la ubicación
de un objeto existente podría dar lugar a problemas temporales de recursos cuando se
evalúan e implementan las nuevas colocaciones.

d. Active las nuevas políticas y asegúrese de que las políticas antiguas están ahora inactivas.

Si desea activar varias políticas, "Siga los pasos para crear etiquetas de políticas de ILM".

Si va a realizar una retirada de sitios conectados, StorageGRID empieza a eliminar datos de objetos del
sitio seleccionado en cuanto activa la nueva política de gestión del ciclo de vida de la información. Mover o
eliminar todas las copias de objetos puede llevar semanas. Aunque puede iniciar con seguridad un
decomiso de sitio mientras los datos del objeto siguen estando en el sitio, el procedimiento de retirada se
completará más rápidamente y con menos interrupciones e impactos en el rendimiento si permite que los
datos se muevan desde el sitio antes de iniciar el procedimiento de retirada real (Seleccionando Iniciar
misión en el paso 5 del asistente).

4. Para cada política inactive, edítela o elimínela seleccionando primero el enlace para cada política como se
describe en los pasos anteriores.

◦ "Edite la política" por lo tanto, no se refiere al sitio que se va a retirar.

◦ "Eliminar una política".

5. Cuando termine de realizar cambios en las reglas y políticas de ILM, no debe haber más políticas en el
paso 3 (revisar políticas de ILM). Seleccione Siguiente.

Aparece el paso 4 (Eliminar referencias de ILM).

Paso 4: Eliminar referencias de ILM

En el paso 4 (Eliminar referencias de ILM) del asistente del sitio de retirada, debe
eliminar o editar las reglas de ILM no utilizadas que hagan referencia al sitio, incluso si
las reglas no se usan en ninguna política de ILM.

Pasos

1. Determine si alguna regla de ILM sin usar se refiere al sitio.

Si aparece alguna regla de ILM, esas reglas siguen refiriéndose al sitio, pero no se utilizan en ninguna
política.
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Cuando StorageGRID decomisiona el sitio, desactivará automáticamente todos los perfiles
de código de borrado no utilizados que hagan referencia al sitio y eliminará
automáticamente los grupos de almacenamiento no utilizados que hagan referencia al sitio.
El pool de almacenamiento Todos los nodos de almacenamiento (StorageGRID 11,6 y
anteriores) se elimina porque utiliza el sitio Todos los sitios.

2. Edite o elimine cada regla no utilizada:

◦ Para editar una regla, vaya a la página de reglas de ILM y actualice todas las ubicaciones con un perfil
de código de borrado o un pool de almacenamiento que haga referencia al sitio. A continuación, vuelva
a Paso 4 (Eliminar referencias de ILM).

◦ Para eliminar una regla, seleccione el icono de papelera  Y seleccione OK.

Debe eliminar la regla Hacer 2 copias antes de poder retirar un sitio.

3. Confirme que ninguna regla de ILM no utilizada hace referencia al sitio y que el botón Siguiente está
habilitado.

4. Seleccione Siguiente.

Los pools de almacenamiento restantes y los perfiles de codificación de borrado que hagan
referencia al sitio dejarán de ser válidos cuando se elimine el sitio. Cuando StorageGRID
decomisiona el sitio, desactivará automáticamente todos los perfiles de código de borrado
no utilizados que hagan referencia al sitio y eliminará automáticamente los grupos de
almacenamiento no utilizados que hagan referencia al sitio. El pool de almacenamiento
Todos los nodos de almacenamiento (StorageGRID 11,6 y anteriores) se elimina porque
utiliza el sitio Todos los sitios.

Aparece el paso 5 (resolver conflictos de nodos).

Paso 5: Resolver conflictos de nodos (e iniciar retirada)

En el paso 5 (resolver conflictos de nodos) del asistente para sitio de retirada, puede
determinar si alguno de los nodos del sistema StorageGRID está desconectado o si
alguno de los nodos del sitio seleccionado pertenece a un grupo de alta disponibilidad
(ha). Después de resolver cualquier conflicto de nodo, se inicia el procedimiento de
retirada desde esta página.

Antes de empezar

Debe asegurarse de que todos los nodos del sistema StorageGRID tengan el estado correcto, de la siguiente
manera:

•
Todos los nodos del sistema StorageGRID deben estar conectados ( ).

Si está realizando una retirada de sitios desconectada, todos los nodos del sitio que va a
quitar deben estar desconectados y todos los nodos del resto de sitios deben estar
conectados.

La retirada no se iniciará si uno o más volúmenes están sin conexión (sin montar) o si están
en línea (montados), pero en estado de error.
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Si uno o más volúmenes quedan sin conexión mientras existe una decomisión en curso, el
proceso de decomiso se completa una vez que estos volúmenes vuelvan a estar en línea.

• Ningún nodo del sitio que va a quitar puede tener una interfaz que pertenezca a un grupo de alta
disponibilidad.

Acerca de esta tarea

Si alguno de los nodos aparece en la lista del paso 5 (resolver conflictos de nodos), debe corregir el problema
antes de poder iniciar la retirada.

Antes de iniciar el procedimiento de retirada del sitio desde esta página, revise las siguientes consideraciones:

• Debe dejar tiempo suficiente para completar el procedimiento de retirada.

La transferencia o eliminación de datos de objetos de un sitio puede llevar días, semanas o
incluso meses, en función de la cantidad de datos almacenados en el sitio, la carga en el
sistema, las latencias de red y la naturaleza de los cambios de ILM necesarios.

• Mientras se está ejecutando el procedimiento de retirada de instalaciones:

◦ No se pueden crear reglas de ILM que hagan referencia al sitio que se va a retirar. Tampoco puede
editar una regla de ILM existente para hacer referencia al sitio.

◦ No se pueden llevar a cabo otros procedimientos de mantenimiento, como la ampliación o la
actualización.

Si necesita realizar otro procedimiento de mantenimiento durante un desmantelamiento
de un sitio conectado, puede pausar el procedimiento mientras se quitan los nodos de
almacenamiento. El botón Pausa está habilitado durante la etapa “Descomisionado de
Datos Replicados y con Código de Borrado”.

◦ Si necesita recuperar algún nodo después de iniciar el procedimiento de retirada del sitio, debe
ponerse en contacto con el servicio de soporte de.

Pasos

1. Revise la sección nodos desconectados del paso 5 (resolver conflictos de nodos) para determinar si

alguno de los nodos del sistema StorageGRID tiene un estado de conexión desconocido ( ) O

administrativamente abajo ( ).
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2. Si alguno de los nodos está desconectado, vuelva a ponerlos en línea.

Consulte "Procedimientos de nodo". Si necesita ayuda, póngase en contacto con el soporte técnico.

3. Cuando todos los nodos desconectados hayan vuelto a estar en línea, revise la sección de grupos de alta
disponibilidad del paso 5 (resolver conflictos de nodos).

En esta tabla se enumeran los nodos del sitio seleccionado que pertenecen a un grupo de alta
disponibilidad.
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4. Si aparece algún nodo, realice una de las siguientes acciones:

◦ Edite cada grupo de alta disponibilidad afectado para quitar la interfaz del nodo.

◦ Quite un grupo de alta disponibilidad que solo incluye nodos de este sitio.
Consulte las instrucciones para administrar StorageGRID.

Si todos los nodos están conectados y no se utiliza ningún nodo en el sitio seleccionado en un grupo ha,
se activa el campo frase de paso de aprovisionamiento.

5. Introduzca la clave de acceso de aprovisionamiento.

El botón Iniciar misión se activa.

39



6. Si está listo para iniciar el procedimiento de retirada del sitio, seleccione Iniciar misión.

Una advertencia indica el sitio y los nodos que se van a quitar. Se le recuerda que puede tardar días,
semanas o incluso meses en eliminar completamente el sitio.

7. Revise la advertencia. Si está listo para comenzar, seleccione Aceptar.

Aparece un mensaje cuando se genera la nueva configuración de cuadrícula. Este proceso puede tardar
algún tiempo, dependiendo del tipo y el número de nodos de cuadrícula que se retiraron.

Cuando se ha generado la nueva configuración de cuadrícula, aparece el paso 6 (retirada del monitor).

El botón anterior permanece desactivado hasta que se completa la retirada.

40



Paso 6: Supervisión de la misión

En el paso 6 (Supervisión de misión) del asistente de página Sitio de retirada, puede
supervisar el progreso a medida que se quita el sitio.

Acerca de esta tarea

Cuando StorageGRID quita un sitio conectado, quita los nodos en el siguiente orden:

1. Nodos de puerta de enlace

2. Nodos de administración

3. Nodos de almacenamiento

Cuando StorageGRID quita un sitio desconectado, quita los nodos en el siguiente orden:

1. Nodos de puerta de enlace

2. Nodos de almacenamiento

3. Nodos de administración

Es posible que cada nodo de puerta de enlace o nodo de administrador solo requiera unos minutos o una
hora; sin embargo, los nodos de almacenamiento pueden tardar días o semanas.

Pasos

1. Tan pronto como se haya generado un nuevo paquete de recuperación, descargue el archivo.

Descargue el Lo antes posible. del paquete de recuperación para asegurarse de que puede
recuperar la red si hay algún problema durante el procedimiento de retirada de servicio.

a. Seleccione el enlace en el mensaje o seleccione MANTENIMIENTO > Sistema > Paquete de
recuperación.

b. Descargue el .zip archivo.

Consulte las instrucciones para "Descarga del paquete de recuperación".

El archivo del paquete de recuperación debe estar protegido porque contiene claves de
cifrado y contraseñas que se pueden usar para obtener datos del sistema StorageGRID.

2. Con el gráfico de movimiento de datos, supervise el movimiento de datos de objetos desde este sitio a
otros sitios.
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El movimiento de datos se inició cuando se activó la nueva política de ILM en el paso 3 (revisar política de
ILM). El movimiento de datos se realizará durante todo el procedimiento de retirada de servicio.

3. En la sección progreso de nodos de la página, supervise el progreso del procedimiento de retirada a
medida que se quitan los nodos.

Cuando se elimina un nodo de almacenamiento, cada nodo pasa por una serie de etapas. Aunque la
mayoría de estas fases se dan de forma rápida o incluso imperceptible, es posible que tenga que esperar
días o incluso semanas para que se completen otras fases, en función de la cantidad de datos necesarios
que se vayan a mover. Se necesita tiempo adicional para gestionar datos codificados de borrado y volver
a evaluar la ILM.
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Si va a supervisar el progreso de una retirada de sitios conectados, consulte esta tabla para comprender
las etapas de retirada de un nodo de almacenamiento:

Etapa Duración estimada

Pendiente Minuto o menos

Espere a que se bloqueen Minutos

Preparar tarea Minuto o menos

Marcado de LDR retirado Minutos

Retirada de datos replicados y
con código de borrado

Horas, días o semanas en función de la cantidad de datos

Nota: Si necesita realizar otras actividades de mantenimiento, puede
hacer una pausa en la retirada del sitio durante esta fase.

Estado del conjunto LDR Minutos

Eliminar colas de auditoría De minutos a horas, según el número de mensajes y la latencia de la
red.

Completo Minutos

Si va a supervisar el progreso de una retirada de sitios desconectada, consulte esta tabla para
comprender las etapas de retirada de un nodo de almacenamiento:
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Etapa Duración estimada

Pendiente Minuto o menos

Espere a que se bloqueen Minutos

Preparar tarea Minuto o menos

Desactive Servicios externos Minutos

Revocación de certificados Minutos

Unregister Node Minutos

Registro de grado de almacenamiento Minutos

Extracción del grupo de almacenamiento Minutos

Eliminación de entidades Minutos

Completo Minutos

4. Una vez que todos los nodos hayan alcanzado la fase completa, espere a que se completen las
operaciones de retirada del sitio restantes.

◦ Durante el paso reparar Cassandra, StorageGRID realiza las reparaciones necesarias a los clústeres
Cassandra que permanecen en la cuadrícula. Estas reparaciones pueden tardar varios días o más,
según la cantidad de nodos de almacenamiento que haya en el grid.

◦ Durante el paso Desactivar perfiles de EC y Eliminar grupos de almacenamiento, se realizan los
siguientes cambios de ILM:

▪ Se desactivan los perfiles de código de borrado que hacen referencia al sitio.

▪ Los pools de almacenamiento a los que se hace referencia el sitio se eliminan.
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El pool de almacenamiento Todos los nodos de almacenamiento (StorageGRID 11,6
y anteriores) también se elimina porque utiliza el sitio Todos los sitios.

◦ Finalmente, durante el paso Eliminar configuración, cualquier referencia restante al sitio y sus nodos
se quita del resto de la cuadrícula.

5. Una vez completado el procedimiento de retirada, la página Sitio de retirada muestra un mensaje de éxito
y el sitio eliminado ya no se muestra.

Después de terminar

Complete estas tareas después de completar el procedimiento de retirada del sitio:

• Asegúrese de que las unidades de todos los nodos de almacenamiento del sitio donde se decomisionó se
limpias. Utilice una herramienta o servicio de limpieza de datos disponible en el mercado para eliminar los
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datos de las unidades de forma permanente y segura.

• Si el sitio incluye uno o más nodos de administración y el inicio de sesión único (SSO) está habilitado para
el sistema StorageGRID, elimine todas las confianzas de partes que dependan del sitio de los Servicios de
Federación de Active Directory (AD FS).

• Una vez que los nodos se han apagado automáticamente como parte del procedimiento de retirada del
sitio conectado, quite las máquinas virtuales asociadas.

Cambie el nombre de cuadrícula, sitio o nodo

Renombrar cuadrícula, sitios y nodos: Descripción general

Según sea necesario, puede cambiar los nombres mostrados en Grid Manager para toda
la cuadrícula, cada sitio y cada nodo. Puede actualizar los nombres mostrados de forma
segura y siempre que lo necesite.

¿Qué es el procedimiento de cambio de nombre?

Cuando se instala StorageGRID inicialmente, se especifica un nombre para la cuadrícula, cada sitio y cada
nodo. Estos nombres iniciales se conocen como nombres del sistema, y son los nombres mostrados
inicialmente en StorageGRID.

Los nombres del sistema son necesarios para las operaciones internas de StorageGRID y no se pueden
cambiar. Sin embargo, puede utilizar el procedimiento de cambio de nombre para definir nuevos nombres de

visualización para la cuadrícula, cada sitio y cada nodo. Estos nombres mostrados aparecen en varias
ubicaciones de StorageGRID en lugar de (o en algunos casos, además de) los nombres del sistema
subyacentes.

Utilice el procedimiento de cambio de nombre para corregir errores tipográficos, para implementar una
convención de nomenclatura diferente o para indicar que se han reubicado un sitio y todos sus nodos. A
diferencia de los nombres del sistema, los nombres para mostrar se pueden actualizar siempre que sea
necesario y sin afectar a las operaciones de StorageGRID.

¿Dónde aparecen los nombres del sistema y de visualización?

En la siguiente tabla se resume dónde se muestran los nombres del sistema y los nombres mostrados en la
interfaz de usuario de StorageGRID y en los archivos StorageGRID.
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Ubicación Nombre del sistema Nombre para mostrar

Páginas de Grid Manager Se muestra a menos que se
cambie el nombre del
elemento

Si se cambia el nombre de un elemento, se
muestra en lugar del nombre del sistema en
estas ubicaciones:

• Consola

• Nodos

• Páginas de configuración para grupos de
alta disponibilidad, extremos del
equilibrador de carga, interfaces VLAN,
servidores de gestión de claves,
contraseñas de grid y control de firewall

• Alertas

• Definiciones de pools de almacenamiento

• Página de consulta de metadatos de
objetos

• Páginas relacionadas con procedimientos
de mantenimiento, incluidas actualización,
corrección urgente, actualización de
SANtricity OS, retirada, comprobación de
expansión, recuperación y existencia de
objetos

• Páginas de soporte (registros y
diagnósticos)

• Página Single Sign-On, junto al nombre
de host del nodo de administración en la
tabla para los detalles del nodo de
administración

NODOS > pestaña Overview
para un nodo

Siempre se muestra Sólo se muestra si se cambia el nombre del
elemento

Páginas heredadas en Grid
Manager (por ejemplo,
SUPPORT > Grid Topology)

Se muestra No se muestra

Node-health API Siempre devuelto Devuelto sólo si se cambia el nombre del
elemento
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Ubicación Nombre del sistema Nombre para mostrar

Prompt cuando se utiliza SSH
para acceder a un nodo

Se muestra como nombre
principal a menos que se
haya cambiado el nombre del
elemento:

admin@SYSTEM-NAME: ~ $

Se incluye entre paréntesis
cuando se cambia el nombre
del elemento:

admin@DISPLAY-

NAME(SYSTEM-NAME):~ $

Se muestra como nombre principal cuando se
cambia el nombre del elemento:

admin@DISPLAY-NAME(SYSTEM-NAME):~

$

Passwords.txt En el
paquete de recuperación

Se muestra como Server
Name

Se muestra como Display Name

/etc/hosts en todos los
nodos

Por ejemplo:

10.96.99.128 SYSTEM-

NAME 28989c59-a2c3-

4d30-bb09-6879adf2437f

DISPLAY-NAME

localhost-grid #

storagegrid-gen-host

Siempre se muestra en la
segunda columna

Cuando se cambia el nombre del elemento,
se muestra en la cuarta columna

topology-display-

names.json, Incluido con los
datos de AutoSupport

No incluido Vacío a menos que se haya cambiado el
nombre de los elementos; de lo contrario,
asigna los ID de cuadrícula, sitio y nodo a sus
nombres mostrados.

Requisitos de nombre para mostrar

Antes de utilizar este procedimiento, revise los requisitos para los nombres mostrados.

Nombres mostrados de los nodos

Los nombres mostrados de los nodos deben seguir estas reglas:

• Debe ser único en todo el sistema StorageGRID.

• No puede ser el mismo que el nombre del sistema para cualquier otro elemento del sistema StorageGRID.

• Debe contener al menos 1 y no más de 32 caracteres.

• Puede contener números, guiones (-) y letras mayúsculas y minúsculas.

• Puede comenzar o terminar con una letra o un número, pero no puede comenzar ni terminar con un guion.
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• No puede ser todos los números.

• No son sensibles a mayúsculas/minúsculas. Por ejemplo: DC1-ADM y.. dc1-adm se consideran
duplicados.

Puede cambiar el nombre de un nodo con un nombre mostrado que anteriormente utilizaba otro nodo, siempre
y cuando el cambio de nombre no tenga como resultado un nombre mostrado duplicado o un nombre de
sistema.

Nombres mostrados para cuadrícula y sitios

Los nombres mostrados para la cuadrícula y los sitios siguen las mismas reglas con estas excepciones:

• Puede incluir espacios.

• Puede incluir estos caracteres especiales: = - _ : , . @ !

• Puede comenzar y terminar con los caracteres especiales, incluidos los guiones.

• Puede ser todos los números o caracteres especiales.

Mostrar las mejores prácticas de nombres

Si tiene pensado cambiar el nombre de varios elementos, documente el esquema de nomenclatura general
antes de utilizar este procedimiento. Crea un sistema que garantice que los nombres sean únicos,
consistentes y fáciles de entender de un vistazo.

Puede utilizar cualquier convención de nomenclatura que se ajuste a los requisitos de su organización.
Considere estas sugerencias básicas de lo que incluir:

• Indicador del sitio: Si tiene varios sitios, agregue un código de sitio a cada nombre de nodo.

• Tipo de nodo: Los nombres de nodo suelen indicar el tipo del nodo. Puede utilizar abreviaturas como s,
adm, gw, y. arc (Nodo de almacenamiento, nodo de administración, nodo de puerta de enlace y nodo de
archivado).

• Número de nodo: Si un sitio contiene más de uno de un tipo de nodo en particular, agregue un número
único al nombre de cada nodo.

Piense dos veces antes de agregar detalles específicos a los nombres que probablemente cambien con el
tiempo. Por ejemplo, no incluya direcciones IP en los nombres de nodos porque estas direcciones se pueden
cambiar. Del mismo modo, la ubicación de los bastidores o los números de modelo de los dispositivos pueden
cambiar si mueve el equipo o actualiza el hardware.

Nombres mostrados de ejemplo

Supongamos que su sistema StorageGRID tiene tres centros de datos y tiene nodos de diferentes tipos en
cada centro de datos. Los nombres mostrados pueden ser tan simples como los siguientes:

• Grid: StorageGRID Deployment

• Primer sitio: Data Center 1

◦ dc1-adm1

◦ dc1-s1

◦ dc1-s2
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◦ dc1-s3

◦ dc1-gw1

• Segundo sitio: Data Center 2

◦ dc2-adm2

◦ dc2-s1

◦ dc2-s2

◦ dc2-s3

• Tercer sitio: Data Center 3

◦ dc3-s1

◦ dc3-s2

◦ dc3-s3

Agregar o actualizar nombres mostrados

Puede utilizar este procedimiento para agregar o actualizar los nombres mostrados
utilizados para la cuadrícula, las ubicaciones y los nodos. Puede cambiar el nombre de
un único elemento, varios elementos o incluso todos los elementos al mismo tiempo. La
definición o actualización de un nombre mostrado no afecta de ninguna manera a las
operaciones de StorageGRID.

Antes de empezar

• Desde el nodo de administración principal, ha iniciado sesión en Grid Manager mediante un "navegador
web compatible".

Puede agregar o actualizar nombres mostrados de un nodo de administración no principal,
pero debe iniciar sesión en el nodo de administración principal para descargar un paquete
de recuperación.

• Usted tiene la "Permiso de mantenimiento o acceso raíz".

• Tiene la clave de acceso de aprovisionamiento.

• Comprende los requisitos y las prácticas recomendadas para los nombres mostrados. Consulte
"Renombrar cuadrícula, sitios y nodos: Descripción general".

Cómo cambiar el nombre de cuadrícula, sitios o nodos

Puede cambiar el nombre del sistema StorageGRID, de uno o más sitios, o de uno o varios nodos.

Puede utilizar un nombre mostrado utilizado anteriormente por un nodo diferente, siempre y cuando el cambio
de nombre no dé como resultado un nombre mostrado duplicado o un nombre del sistema.

Seleccione los elementos para cambiar el nombre

Para comenzar, seleccione los elementos cuyo nombre desea cambiar.

Pasos
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1. Selecciona MANTENIMIENTO > Tareas > Cambiar nombre de cuadrícula, sitios y nodos.

2. Para el paso Seleccionar nombres, selecciona los elementos a los que quieres cambiar el nombre.

Elemento para cambiar Instrucción

Nombres de todo (o casi todo) en
su sistema

a. Selecciona Seleccionar todo.

b. Opcionalmente, borre los elementos a los que no desee cambiar
el nombre.

Nombre de la cuadrícula Seleccione la casilla de verificación de la cuadrícula.

Nombre de un sitio y algunos o
todos sus nodos

a. Seleccione la casilla de verificación en el encabezado de la tabla
para el sitio.

b. Opcionalmente, borre los nodos a los que no quiera cambiar el
nombre.

Nombre de un sitio Seleccione la casilla de verificación para el sitio.

El nombre de un nodo Seleccione la casilla de comprobación del nodo.

3. Seleccione continuar.

4. Revise la tabla, que incluye los elementos seleccionados.

◦ La columna Nombre de visualización muestra el nombre actual de cada elemento. Si el elemento
nunca se ha cambiado de nombre, su nombre mostrado es el mismo que su nombre de sistema.

◦ La columna Nombre del sistema muestra el nombre que ingresó para cada elemento durante la
instalación. Los nombres del sistema se utilizan para operaciones internas de StorageGRID y no se
pueden cambiar. Por ejemplo, el nombre del sistema para un nodo podría ser su nombre de host.

◦ La columna Type indica el tipo de elemento: Grid, Site, o el tipo específico de nodo.

Proponer nuevos nombres

Para el paso Proponer nuevos nombres, puede introducir un nombre para mostrar para cada elemento
individualmente, o puede cambiar el nombre de los elementos a granel.

51



Cambiar el nombre de los elementos individualmente

Siga estos pasos para introducir un nombre mostrado para cada elemento que desee cambiar de
nombre.

Pasos

1. En el campo Nombre para mostrar, introduzca un nombre para mostrar propuesto para cada
elemento de la lista.

Consulte "Renombrar cuadrícula, sitios y nodos: Descripción general" para aprender los requisitos de
nomenclatura.

2. Para eliminar cualquier elemento que no desee cambiar de nombre, seleccione  En la columna
Remove from list.

Si no va a proponer un nuevo nombre para un elemento, debe eliminarlo de la tabla.

3. Cuando haya propuesto nuevos nombres para todos los elementos de la tabla, seleccione
Renombrar.

Aparece un mensaje de éxito. Los nuevos nombres mostrados se utilizan ahora en Grid Manager.

Cambiar el nombre de los elementos en bloque

Utilice la herramienta de cambio de nombre masivo si los nombres de elementos comparten una cadena
común que desea reemplazar con una cadena diferente.

Pasos

1. Para el paso Proponer nuevos nombres, selecciona Usar herramienta de cambio de nombre
masivo.

El Rename preview incluye todos los elementos que se mostraron para el paso Proponer nuevos
nombres. Puede utilizar la vista previa para ver el aspecto que tendrán los nombres mostrados
después de reemplazar una cadena compartida.

2. En el campo cadena existente, introduzca la cadena compartida que desea reemplazar. Por
ejemplo, si la cadena que desea reemplazar es Data-Center-1, Introduzca Data-Center-1.

A medida que escribe, el texto se resalta donde se encuentre en los nombres de la izquierda.

3. Seleccione  para eliminar cualquier elemento que no desee cambiar de nombre con esta
herramienta.

Por ejemplo, suponga que desea cambiar el nombre de todos los nodos que contienen la cadena
Data-Center-1, pero no desea cambiar el nombre del Data-Center-1 sitio en sí. Seleccione 
para eliminar el sitio de la vista previa de cambio de nombre.

52



4. En el campo New string, ingresa la cadena de reemplazo que deseas usar en su lugar. Por ejemplo,
introduzca DC1.

Consulte "Renombrar cuadrícula, sitios y nodos: Descripción general" para aprender los requisitos de
nomenclatura.

Al introducir la cadena de sustitución, los nombres de la izquierda se actualizan, de modo que puede
verificar que los nuevos nombres sean correctos.
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5. Cuando esté satisfecho con los nombres mostrados en la vista previa, seleccione Agregar nombres
para agregar los nombres a la tabla para el paso Proponer nuevos nombres.

6. Realice los cambios adicionales necesarios o seleccione  para eliminar cualquier elemento que no
desee cambiar de nombre.

7. Cuando esté listo para cambiar el nombre de todos los elementos de la tabla, seleccione Cambiar
nombre.

Se muestra un mensaje de éxito. Los nuevos nombres mostrados se utilizan ahora en Grid Manager.

Descargue el paquete de recuperación

Cuando haya terminado de cambiar el nombre de los elementos, descargue y guarde un nuevo paquete de
recuperación. Los nuevos nombres de visualización para los elementos a los que ha cambiado el nombre se
incluyen en la Passwords.txt archivo.

Pasos

1. Introduzca la clave de acceso de aprovisionamiento.

2. Seleccione Descargar paquete de recuperación.

La descarga comienza inmediatamente.

3. Cuando finalice la descarga, abra la Passwords.txt archivo para ver el nombre del servidor de todos los
nodos y los nombres mostrados de los nodos renombrados.

4. Copie el sgws-recovery-package-id-revision.zip archivo en dos ubicaciones seguras, seguras y
separadas.
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El archivo del paquete de recuperación debe estar protegido porque contiene claves de
cifrado y contraseñas que se pueden usar para obtener datos del sistema StorageGRID.

5. Selecciona Finalizar para volver al primer paso.

Revierte los nombres mostrados a los nombres del sistema

Puede revertir una cuadrícula, un sitio o un nodo cuyo nombre ha cambiado de nombre al sistema original. Al
revertir un elemento a su nombre de sistema, las páginas del Administrador de grid y otras ubicaciones de
StorageGRID ya no muestran un Nombre mostrado para ese elemento. Sólo se muestra el nombre del
sistema del elemento.

Pasos

1. Selecciona MANTENIMIENTO > Tareas > Cambiar nombre de cuadrícula, sitios y nodos.

2. Para el paso Seleccionar nombres, selecciona cualquier elemento que quieras volver a los nombres del
sistema.

3. Seleccione continuar.

4. Para el paso Proponer nuevos nombres, revierta los nombres mostrados de nuevo a los nombres del
sistema individualmente o en bloque.

Vuelva a los nombres del sistema de forma individual

a. Copie el nombre original del sistema de cada elemento y péguelo en el campo Nombre para
mostrar, o seleccione  para eliminar cualquier elemento que no desee revertir.

Para revertir un nombre para mostrar, el nombre del sistema debe aparecer en el campo Nombre
para mostrar, pero el nombre no distingue entre mayúsculas y minúsculas.

b. Seleccione Cambiar nombre.

Aparece un mensaje de éxito. Los nombres mostrados para estos elementos ya no se utilizan.

Vuelva a los nombres de sistema en bloque

a. Para el paso Proponer nuevos nombres, selecciona Usar herramienta de cambio de nombre
masivo.

b. En el campo cadena existente, ingrese la cadena de nombre mostrado que desea reemplazar.

c. En el campo New string, ingresa la cadena de nombre del sistema que deseas usar en su lugar.

d. Seleccione Agregar nombres para agregar los nombres a la tabla para el paso Proponer
nuevos nombres.

e. Confirme que cada entrada en el campo Nombre para mostrar coincide con el nombre del
campo Nombre del sistema. Realice los cambios o seleccione  para eliminar cualquier
elemento que no desee revertir.

Para revertir un nombre para mostrar, el nombre del sistema debe aparecer en el campo Nombre
para mostrar, pero el nombre no distingue entre mayúsculas y minúsculas.

f. Seleccione Cambiar nombre.

Se muestra un mensaje de éxito. Los nombres mostrados para estos elementos ya no se utilizan.
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5. Descargue y guarde un nuevo paquete de recuperación.

Los nombres mostrados de los elementos revertidos ya no se incluyen en la Passwords.txt archivo.

Procedimientos de nodo

Procedimientos de nodos: Descripción general

Es posible que deba realizar procedimientos de mantenimiento relacionados con nodos
de grid específicos o servicios de nodos.

Procedimientos del Administrador de servidores

Server Manager se ejecuta en todos los nodos de grid para supervisar el inicio y la detención de los
servicios y garantizar que estos se unen y salen correctamente del sistema StorageGRID. Server Manager
también supervisa los servicios en todos los nodos de grid e intentará reiniciar automáticamente los
servicios que informen de los errores.

Para realizar los procedimientos del Administrador del servidor, normalmente necesita acceder a la línea de
comandos del nodo.

Debe acceder a Server Manager solo si el soporte técnico le ha indicado hacerlo.

Debe cerrar la sesión actual del shell de comandos y cerrar la sesión después de terminar
con Server Manager. Introduzca: exit

Reinicio del nodo, apagado y procedimientos de encendido

Debe usar estos procedimientos para reiniciar uno o más nodos, para apagar y reiniciar nodos, o para
apagar los nodos y volver a encenderlos.

Procedimientos de reasignación de puertos

Puede utilizar los procedimientos de reasignación de puertos para eliminar las reasignaciones de puertos
de un nodo, por ejemplo, si desea configurar un punto final de equilibrio de carga mediante un puerto que
se haya reasignado anteriormente.

Procedimientos del Administrador de servidores

Ver el estado y la versión de Server Manager

Para cada nodo de cuadrícula, puede ver el estado y la versión actuales de Server
Manager que se ejecuta en ese nodo de cuadrícula. También puede obtener el estado
actual de todos los servicios que se ejecutan en ese nodo de grid.

Antes de empezar

Usted tiene la Passwords.txt archivo.

Pasos

1. Inicie sesión en el nodo de grid:

a. Introduzca el siguiente comando: ssh admin@grid_node_IP
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b. Introduzca la contraseña que aparece en Passwords.txt archivo.

c. Introduzca el siguiente comando para cambiar a la raíz: su -

d. Introduzca la contraseña que aparece en Passwords.txt archivo.

Cuando ha iniciado sesión como root, el símbolo del sistema cambia de $ para #.

2. Ver el estado actual de Server Manager que se ejecuta en el nodo de cuadrícula: service
servermanager status

Se informa del estado actual de Server Manager que se ejecuta en el nodo de cuadrícula (en ejecución o
no). Si el estado del Administrador del servidor es running, se muestra la hora a la que se ha estado
ejecutando desde la última vez que se inició. Por ejemplo:

servermanager running for 1d, 13h, 0m, 30s

3. Ver la versión actual de Server Manager que se ejecuta en un nodo de cuadrícula: service
servermanager version

Se muestra la versión actual. Por ejemplo:

11.1.0-20180425.1905.39c9493

4. Cierre la sesión del shell de comandos: exit

Ver el estado actual de todos los servicios

Puede ver el estado actual de todos los servicios que se ejecutan en un nodo de grid en
cualquier momento.

Antes de empezar

Usted tiene la Passwords.txt archivo.

Pasos

1. Inicie sesión en el nodo de grid:

a. Introduzca el siguiente comando: ssh admin@grid_node_IP

b. Introduzca la contraseña que aparece en Passwords.txt archivo.

c. Introduzca el siguiente comando para cambiar a la raíz: su -

d. Introduzca la contraseña que aparece en Passwords.txt archivo.

Cuando ha iniciado sesión como root, el símbolo del sistema cambia de $ para #.

2. Consulte el estado de todos los servicios que se ejecutan en el nodo de grid: storagegrid-status

Por ejemplo, el resultado del nodo de administración principal muestra el estado actual de los servicios
AMS, CMN y NMS en ejecución. Este resultado se actualiza inmediatamente si cambia el estado de un
servicio.
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3. Vuelva a la línea de comandos y pulse Ctrl+C.

4. Opcionalmente, vea un informe estático para todos los servicios que se ejecutan en el nodo de grid:
/usr/local/servermanager/reader.rb

Este informe incluye la misma información que el informe actualizado continuamente, pero no se actualiza
si el estado de un servicio cambia.

5. Cierre la sesión del shell de comandos: exit

Inicie Server Manager y todos los servicios

Es posible que necesite iniciar Server Manager, que también inicia todos los servicios en
el nodo de cuadrícula.

Antes de empezar

Usted tiene la Passwords.txt archivo.

Acerca de esta tarea

Al iniciar Server Manager en un nodo de cuadrícula en el que ya se está ejecutando, se produce un reinicio de
Server Manager y de todos los servicios del nodo de cuadrícula.

Pasos

1. Inicie sesión en el nodo de grid:

a. Introduzca el siguiente comando: ssh admin@grid_node_IP

b. Introduzca la contraseña que aparece en Passwords.txt archivo.

c. Introduzca el siguiente comando para cambiar a la raíz: su -
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d. Introduzca la contraseña que aparece en Passwords.txt archivo.

Cuando ha iniciado sesión como root, el símbolo del sistema cambia de $ para #.

2. Iniciar Server Manager: service servermanager start

3. Cierre la sesión del shell de comandos: exit

Reinicie Server Manager y todos los servicios

Es posible que deba reiniciar el administrador de servidores y todos los servicios que se
ejecuten en un nodo de grid.

Antes de empezar

Usted tiene la Passwords.txt archivo.

Pasos

1. Inicie sesión en el nodo de grid:

a. Introduzca el siguiente comando: ssh admin@grid_node_IP

b. Introduzca la contraseña que aparece en Passwords.txt archivo.

c. Introduzca el siguiente comando para cambiar a la raíz: su -

d. Introduzca la contraseña que aparece en Passwords.txt archivo.

Cuando ha iniciado sesión como root, el símbolo del sistema cambia de $ para #.

2. Reinicie Server Manager y todos los servicios del nodo de grid: service servermanager restart

El Administrador del servidor y todos los servicios del nodo de grid se detienen y, a continuación, se
reinician.

Con el restart el comando es el mismo que utiliza el stop comando seguido de start
comando.

3. Cierre la sesión del shell de comandos: exit

Detenga Server Manager y todos los servicios

Server Manager está pensado para ejecutarse en todo momento, pero es posible que
necesite detener Server Manager y todos los servicios que se ejecutan en un nodo de
cuadrícula.

Antes de empezar

Usted tiene la Passwords.txt archivo.

Pasos

1. Inicie sesión en el nodo de grid:

a. Introduzca el siguiente comando: ssh admin@grid_node_IP
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b. Introduzca la contraseña que aparece en Passwords.txt archivo.

c. Introduzca el siguiente comando para cambiar a la raíz: su -

d. Introduzca la contraseña que aparece en Passwords.txt archivo.

Cuando ha iniciado sesión como root, el símbolo del sistema cambia de $ para #.

2. Detenga Server Manager y todos los servicios que se ejecutan en el nodo de grid: service
servermanager stop

Server Manager y todos los servicios que se ejecutan en el nodo de grid se finalizan correctamente. Los
servicios pueden tardar hasta 15 minutos en apagarse.

3. Cierre la sesión del shell de comandos: exit

Ver el estado actual del servicio

Puede ver el estado actual de los servicios que se ejecutan en un nodo de grid en
cualquier momento.

Antes de empezar

Usted tiene la Passwords.txt archivo.

Pasos

1. Inicie sesión en el nodo de grid:

a. Introduzca el siguiente comando: ssh admin@grid_node_IP

b. Introduzca la contraseña que aparece en Passwords.txt archivo.

c. Introduzca el siguiente comando para cambiar a la raíz: su -

d. Introduzca la contraseña que aparece en Passwords.txt archivo.

Cuando ha iniciado sesión como root, el símbolo del sistema cambia de $ para #.

2. Ver el estado actual de un servicio que se ejecuta en un nodo de cuadrícula: `service servicename

status
Se informa del estado actual del servicio solicitado que se ejecuta en el nodo de cuadrícula (en ejecución
o no). Por ejemplo:

cmn running for 1d, 14h, 21m, 2s

3. Cierre la sesión del shell de comandos: exit

Detenga el servicio

Algunos procedimientos de mantenimiento requieren que detenga un solo servicio
mientras se ejecutan otros servicios del nodo de grid. Detenga únicamente los servicios
individuales cuando se lo indique un procedimiento de mantenimiento.

Antes de empezar
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Usted tiene la Passwords.txt archivo.

Acerca de esta tarea

Cuando utilice estos pasos para detener administrativamente un servicio, el Administrador del servidor no
reiniciará automáticamente el servicio. Debe iniciar el único servicio manualmente o reiniciar Server Manager.

Si necesita detener el servicio LDR en un nodo de almacenamiento, tenga en cuenta que puede tardar un
tiempo en detener el servicio si hay conexiones activas.

Pasos

1. Inicie sesión en el nodo de grid:

a. Introduzca el siguiente comando: ssh admin@grid_node_IP

b. Introduzca la contraseña que aparece en Passwords.txt archivo.

c. Introduzca el siguiente comando para cambiar a la raíz: su -

d. Introduzca la contraseña que aparece en Passwords.txt archivo.

Cuando ha iniciado sesión como root, el símbolo del sistema cambia de $ para #.

2. Detenga un servicio individual: service servicename stop

Por ejemplo:

service ldr stop

Los servicios pueden tardar hasta 11 minutos en detenerse.

3. Cierre la sesión del shell de comandos: exit

Información relacionada

"Fuerce el servicio para terminar"

Fuerce el servicio para terminar

Si necesita detener un servicio inmediatamente, puede utilizar force-stop comando.

Antes de empezar

Usted tiene la Passwords.txt archivo.

Pasos

1. Inicie sesión en el nodo de grid:

a. Introduzca el siguiente comando: ssh admin@grid_node_IP

b. Introduzca la contraseña que aparece en Passwords.txt archivo.

c. Introduzca el siguiente comando para cambiar a la raíz: su -

d. Introduzca la contraseña que aparece en Passwords.txt archivo.
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Cuando ha iniciado sesión como root, el símbolo del sistema cambia de $ para #.

2. Fuerce manualmente el servicio para que finalice: service servicename force-stop

Por ejemplo:

service ldr force-stop

El sistema espera 30 segundos antes de terminar el servicio.

3. Cierre la sesión del shell de comandos: exit

Inicie o reinicie el servicio

Es posible que deba iniciar un servicio detenido o que deba detener y reiniciar un
servicio.

Antes de empezar

Usted tiene la Passwords.txt archivo.

Pasos

1. Inicie sesión en el nodo de grid:

a. Introduzca el siguiente comando: ssh admin@grid_node_IP

b. Introduzca la contraseña que aparece en Passwords.txt archivo.

c. Introduzca el siguiente comando para cambiar a la raíz: su -

d. Introduzca la contraseña que aparece en Passwords.txt archivo.

Cuando ha iniciado sesión como root, el símbolo del sistema cambia de $ para #.

2. Decida qué comando emitir, en función de si el servicio se está ejecutando actualmente o detenido.

◦ Si el servicio está detenido actualmente, utilice start comando para iniciar el servicio manualmente:
service servicename start

Por ejemplo:

service ldr start

◦ Si el servicio se está ejecutando actualmente, utilice restart comando para detener el servicio y, a
continuación, reiniciarlo: service servicename restart

Por ejemplo:

service ldr restart
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Con el restart el comando es el mismo que utiliza el stop comando seguido de start
comando. Puede emitir restart incluso si el servicio se detiene actualmente.

3. Cierre la sesión del shell de comandos: exit

Utilice un archivo DoNotStart

Si está realizando varios procedimientos de mantenimiento o configuración bajo la
dirección del soporte técnico, es posible que se le solicite que utilice un archivo
DoNotStart para evitar que los servicios se inicien cuando se inicie o reinicie Server
Manager.

Debe agregar o quitar un archivo DoNotStart sólo si el soporte técnico le ha indicado que lo
haga.

Para evitar que se inicie un servicio, coloque un archivo DoNotStart en el directorio del servicio que desea
impedir que se inicie. Al iniciar, el Administrador del servidor busca el archivo DoNotStart. Si el archivo está
presente, se impide que se inicie el servicio (y cualquier servicio que dependa de él). Cuando se quita el
archivo DoNotStart, el servicio detenido anteriormente se iniciará en el siguiente inicio o reinicio de Server
Manager. Los servicios no se inician automáticamente cuando se elimina el archivo DoNotStart.

La forma más eficaz de evitar que todos los servicios se reinicien es impedir que se inicie el servicio NTP.
Todos los servicios dependen del servicio NTP y no se pueden ejecutar si el servicio NTP no se está
ejecutando.

Agregue el archivo DoNotStart para el servicio técnico

Puede impedir que un servicio individual comience agregando un archivo DoNotStart al directorio de ese
servicio en un nodo de cuadrícula.

Antes de empezar

Usted tiene la Passwords.txt archivo.

Pasos

1. Inicie sesión en el nodo de grid:

a. Introduzca el siguiente comando: ssh admin@grid_node_IP

b. Introduzca la contraseña que aparece en Passwords.txt archivo.

c. Introduzca el siguiente comando para cambiar a la raíz: su -

d. Introduzca la contraseña que aparece en Passwords.txt archivo.

Cuando ha iniciado sesión como root, el símbolo del sistema cambia de $ para #.

2. Agregar un archivo DoNotStart: touch /etc/sv/service/DoNotStart

donde service es el nombre del servicio que se va a impedir que se inicie. Por ejemplo:
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touch /etc/sv/ldr/DoNotStart

Se crea un archivo DoNotStart. No se necesita contenido del archivo.

Cuando se reinicia el Administrador del servidor o el nodo de cuadrícula, el Administrador del servidor se
reinicia, pero el servicio no.

3. Cierre la sesión del shell de comandos: exit

Quitar el archivo DoNotStart para el servicio técnico

Al quitar un archivo DoNotStart que impide que se inicie un servicio, debe iniciar dicho servicio.

Antes de empezar

Usted tiene la Passwords.txt archivo.

Pasos

1. Inicie sesión en el nodo de grid:

a. Introduzca el siguiente comando: ssh admin@grid_node_IP

b. Introduzca la contraseña que aparece en Passwords.txt archivo.

c. Introduzca el siguiente comando para cambiar a la raíz: su -

d. Introduzca la contraseña que aparece en Passwords.txt archivo.

Cuando ha iniciado sesión como root, el símbolo del sistema cambia de $ para #.

2. Elimine el archivo DoNotStart del directorio de servicios: rm /etc/sv/service/DoNotStart

donde service es el nombre del servicio. Por ejemplo:

rm /etc/sv/ldr/DoNotStart

3. Inicie el servicio: service servicename start

4. Cierre la sesión del shell de comandos: exit

Solucionar problemas de Server Manager

Si surge un problema al utilizar Server Manager, compruebe su archivo de registro.

Los mensajes de error relacionados con Server Manager se capturan en el archivo de registro de Server
Manager, que se encuentra en: /var/local/log/servermanager.log

Compruebe si hay mensajes de error en este archivo. Si es necesario, Escale el problema al soporte técnico.
Es posible que se le solicite reenviar los archivos de registro al soporte técnico.
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Servicio con estado de error

Si detecta que un servicio ha introducido un estado de error, intente reiniciar el servicio.

Antes de empezar

Usted tiene la Passwords.txt archivo.

Acerca de esta tarea

Server Manager supervisa los servicios y reinicia los que se hayan detenido inesperadamente. Si un servicio
falla, Server Manager intenta reiniciarlo. Si hay tres intentos fallidos para iniciar un servicio en un plazo de
cinco minutos, el servicio introduce un estado de error. El Administrador de servidores no intenta volver a
iniciar.

Pasos

1. Inicie sesión en el nodo de grid:

a. Introduzca el siguiente comando: ssh admin@grid_node_IP

b. Introduzca la contraseña que aparece en Passwords.txt archivo.

c. Introduzca el siguiente comando para cambiar a la raíz: su -

d. Introduzca la contraseña que aparece en Passwords.txt archivo.

Cuando ha iniciado sesión como root, el símbolo del sistema cambia de $ para #.

2. Confirmar el estado de error del servicio: service servicename status

Por ejemplo:

service ldr status

Si el servicio está en estado de error, se devuelve el siguiente mensaje: servicename in error
state. Por ejemplo:

ldr in error state

Si el estado del servicio es disabled, consulte las instrucciones para "Quitar un archivo
DoNotStart para un servicio".

3. Intente eliminar el estado de error reiniciando el servicio: service servicename restart

Si el servicio no se reinicia, póngase en contacto con el soporte técnico.

4. Cierre la sesión del shell de comandos: exit

Procedimientos de reinicio, apagado y encendido
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Realice un reinicio gradual

Puede realizar un reinicio gradual para reiniciar varios nodos de grid sin provocar una
interrupción del servicio.

Antes de empezar

• Ha iniciado sesión en Grid Manager en el nodo de administración principal y está utilizando un "navegador
web compatible".

Debe iniciar sesión en el nodo de administración principal para realizar este procedimiento.

• Usted tiene la "Permiso de mantenimiento o acceso raíz".

Acerca de esta tarea

Use este procedimiento si necesita reiniciar varios nodos a la vez. Por ejemplo, puede utilizar este
procedimiento después de cambiar el modo FIPS para la cuadrícula "Política de seguridad TLS y SSH".
Cuando cambia el modo FIPS, debe reiniciar todos los nodos para poner en vigor el cambio.

Si solo necesita reiniciar un nodo, puede "Reinicie el nodo desde la pestaña Tasks".

Cuando StorageGRID reinicia los nodos de grid, emite el reboot comando en cada nodo, lo que hace que el
nodo se apague y se reinicie. Todos los servicios se reinician automáticamente.

• Reiniciar un nodo VMware reinicia la máquina virtual.

• Reiniciar un nodo Linux reinicia el contenedor.

• Reiniciar un nodo StorageGRID Appliance reinicia la controladora de computación.

El procedimiento de reinicio gradual puede reiniciar varios nodos al mismo tiempo, con las siguientes
excepciones:

• No se reiniciarán dos nodos del mismo tipo al mismo tiempo.

• Los nodos de puerta de enlace y los nodos de administración no se reiniciarán al mismo tiempo.

• Los nodos de almacenamiento y los nodos de archivado no se reiniciarán al mismo tiempo.

En su lugar, estos nodos se reinician secuencialmente para garantizar que los grupos de alta disponibilidad,
los datos de objetos y los servicios de nodos cruciales siempre estén disponibles.

Al reiniciar el nodo de administración principal, el explorador pierde temporalmente el acceso a Grid Manager,
por lo que ya no puede supervisar el procedimiento. Por este motivo, el nodo de administración principal se
reinicia en último lugar.

Realice un reinicio gradual

Debe seleccionar los nodos que desea reiniciar, revisar las selecciones, iniciar el procedimiento de reinicio y
supervisar el progreso.

Seleccione los nodos

Como primer paso, acceda a la página Rolling reboot y seleccione los nodos que desea reiniciar.

Pasos
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1. Selecciona MANTENIMIENTO > Tareas > Reiniciar rodando.

2. Revise el estado de conexión y los iconos de alerta en la columna Nombre del nodo.

No se puede reiniciar un nodo si está desconectado de la cuadrícula. Las casillas de

comprobación están deshabilitadas para los nodos con estos iconos:  o. .

3. Si algún nodo tiene alertas activas, revise la lista de alertas en la columna Resumen de alertas.

Para ver todas las alertas actuales de un nodo, también puede seleccionar la Pestaña

Nodos › Overview.

4. Opcionalmente, realice las acciones recomendadas para resolver las alertas actuales.

5. Opcionalmente, si todos los nodos están conectados y desea reiniciarlos todos, seleccione la casilla de
verificación en el encabezado de la tabla y seleccione Seleccionar todo. De lo contrario, seleccione cada
nodo que desee reiniciar.

Puede utilizar las opciones de filtro de la tabla para ver los subconjuntos de nodos. Por ejemplo, puede ver
y seleccionar solo nodos de almacenamiento o todos los nodos de un determinado sitio.

6. Selecciona Revisar selección.

Revisar selección

En este paso, puede determinar cuánto tiempo puede tardar el procedimiento de reinicio total y confirmar que
ha seleccionado los nodos correctos.

1. En la página de selección Review, revise Summary, que indica cuántos nodos se reiniciarán y el tiempo
total estimado para que se reinicien todos los nodos.

2. Opcionalmente, para eliminar un nodo específico de la lista de reinicio, seleccione Eliminar.

3. Opcionalmente, para agregar más nodos, seleccione Paso anterior, seleccione los nodos adicionales y
seleccione Selección de revisión.

4. Cuando esté listo para iniciar el procedimiento de reinicio progresivo para todos los nodos seleccionados,
seleccione Reiniciar nodos.

5. Si seleccionó reiniciar el nodo de administración principal, lea el mensaje de información y seleccione Sí.

El nodo de administración principal será el último nodo en reiniciarse. Mientras este nodo se
está reiniciando, se perderá la conexión de su navegador. Cuando el nodo de
administración principal vuelva a estar disponible, debe volver a cargar la página de reinicio
progresivo.

Supervisar un reinicio sucesivo

Mientras se ejecuta el procedimiento de reinicio sucesivo, puede supervisarlo desde el nodo de administración
principal.

Pasos

1. Revise el progreso general de la operación, que incluye la siguiente información:

◦ Número de nodos reiniciados
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◦ Número de nodos en proceso de reinicio

◦ Número de nodos que quedan por reiniciar

2. Revise la tabla para cada tipo de nodo.

Las tablas proporcionan una barra de progreso de la operación en cada nodo y muestran la etapa de
reinicio de ese nodo, que puede ser una de las siguientes:

◦ Esperando reinicio

◦ Deteniendo servicios

◦ Reiniciando el sistema

◦ Iniciando servicios

◦ Se completó el reinicio

Detenga el procedimiento de reinicio progresivo

Puede detener el procedimiento de reinicio gradual desde el nodo de administración principal. Cuando
detenga el procedimiento, cualquier nodo que tenga el estado de detención de servicios, reinicio del sistema o
inicio de servicios completará la operación de reinicio. Sin embargo, ya no se realizará el seguimiento de estos
nodos como parte del procedimiento.

Pasos

1. Selecciona MANTENIMIENTO > Tareas > Reiniciar rodando.

2. En el paso Monitor reboot, selecciona Stop reboot procedure.

Reinicie el nodo de cuadrícula desde la pestaña Tareas

Se puede reiniciar un nodo de cuadrícula individual desde la pestaña Tasks de la página
Nodes.

Antes de empezar

• Ha iniciado sesión en Grid Manager mediante un "navegador web compatible".

• Usted tiene la "Permiso de mantenimiento o acceso raíz".

• Tiene la clave de acceso de aprovisionamiento.

• Si va a reiniciar el nodo de administración principal o cualquier nodo de almacenamiento, ha revisado las
siguientes consideraciones:

◦ Al reiniciar el nodo de administración principal, el explorador pierde temporalmente el acceso a Grid
Manager.

◦ Si reinicia dos o más nodos de almacenamiento en un sitio determinado, es posible que no pueda
acceder a ciertos objetos durante el reinicio. Este problema puede ocurrir si alguna regla de ILM utiliza
la opción de ingesta Dual commit (o una regla especifica Balanced y no es posible crear
inmediatamente todas las copias requeridas). En este caso, StorageGRID confirmará objetos recién
ingeridos en dos nodos de almacenamiento en el mismo sitio y evaluará ILM más adelante.

◦ Para garantizar que puede acceder a todos los objetos mientras se reinicia un nodo de
almacenamiento, deje de procesar objetos en un sitio durante aproximadamente una hora antes de
reiniciar el nodo.

Acerca de esta tarea
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Cuando StorageGRID reinicia un nodo de grid, emite el reboot comando en el nodo, lo que provoca que el
nodo se apague y se reinicie. Todos los servicios se reinician automáticamente.

• Reiniciar un nodo VMware reinicia la máquina virtual.

• Reiniciar un nodo Linux reinicia el contenedor.

• Reiniciar un nodo StorageGRID Appliance reinicia la controladora de computación.

Si necesita reiniciar más de un nodo, puede usar el "procedimiento de reinicio progresivo".

Pasos

1. Selecciona NODOS.

2. Seleccione el nodo de cuadrícula que desea reiniciar.

3. Seleccione la ficha tareas.

4. Seleccione Reiniciar.

Se muestra un cuadro de diálogo de confirmación. Si va a reiniciar el nodo de administración principal, el
cuadro de diálogo de confirmación le recuerda que la conexión del explorador con el Administrador de grid
se perderá temporalmente cuando se detengan los servicios.

5. Introduzca la contraseña de aprovisionamiento y seleccione Aceptar.

6. Espere a que se reinicie el nodo.

El apagado de los servicios puede llevar cierto tiempo.

Cuando el nodo se está reiniciando, aparece el icono gris (administrativamente inactivo) para el nodo en la
página Nodos. Cuando todos los servicios se hayan iniciado de nuevo y el nodo se haya conectado
correctamente a la cuadrícula, la página Nodos debe mostrar su estado normal (no hay iconos a la
izquierda del nombre del nodo), lo que indica que no hay ninguna alerta activa y que el nodo está
conectado a la cuadrícula.

Reinicie el nodo de cuadrícula desde el shell de comandos

Si necesita supervisar la operación de reinicio más de cerca o si no puede acceder a
Grid Manager, puede iniciar sesión en el nodo de cuadrícula y ejecutar el comando de
reinicio del Administrador del servidor desde el shell de comandos.

Antes de empezar

Usted tiene la Passwords.txt archivo.

Pasos

1. Inicie sesión en el nodo de grid:

a. Introduzca el siguiente comando: ssh admin@grid_node_IP

b. Introduzca la contraseña que aparece en Passwords.txt archivo.

c. Introduzca el siguiente comando para cambiar a la raíz: su -

d. Introduzca la contraseña que aparece en Passwords.txt archivo.

Cuando ha iniciado sesión como root, el símbolo del sistema cambia de $ para #.
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2. Si lo desea, detenga los servicios: service servermanager stop

Detener los servicios es un paso opcional pero recomendado. Los servicios pueden tardar hasta 15
minutos en apagarse y es posible que desee iniciar sesión en el sistema de forma remota para supervisar
el proceso de apagado antes de reiniciar el nodo en el siguiente paso.

3. Reinicie el nodo de cuadrícula: reboot

4. Cierre la sesión del shell de comandos: exit

Apague el nodo de grid

Puede apagar un nodo de grid desde el shell de comandos del nodo.

Antes de empezar

• Usted tiene la Passwords.txt archivo.

Acerca de esta tarea

Antes de realizar este procedimiento, revise estas consideraciones:

• En general, no debe apagar más de un nodo a la vez para evitar interrupciones.

• No apague un nodo durante un procedimiento de mantenimiento a menos que la documentación o el
soporte técnico lo indiquen explícitamente.

• El proceso de apagado se basa en la ubicación en la que se instala el nodo, de la siguiente manera:

◦ Apagar un nodo de VMware apaga la máquina virtual.

◦ Apagar un nodo Linux apaga el contenedor.

◦ Apagar un nodo de un dispositivo StorageGRID apaga la controladora de computación.

• Si tiene previsto apagar más de un nodo de almacenamiento en un sitio, detenga la incorporación de
objetos en el sitio durante una hora aproximadamente antes de apagar los nodos.

Si alguna regla de ILM utiliza la opción de ingesta Dual commit (o si una regla usa la opción Balanced y
no se pueden crear inmediatamente todas las copias requeridas), StorageGRID confirma inmediatamente
cualquier objeto recién ingerido en dos nodos de almacenamiento en el mismo sitio y evalúa ILM más
tarde. Si se apaga más de un nodo de almacenamiento en un sitio, es posible que no pueda acceder a los
objetos recién procesados durante la interrupción del apagado. También es posible que se produzca un
error en las operaciones de escritura si hay demasiados nodos de almacenamiento disponibles en el sitio.
Consulte "Gestión de objetos con ILM".

Pasos

1. Inicie sesión en el nodo de grid:

a. Introduzca el siguiente comando: ssh admin@grid_node_IP

b. Introduzca la contraseña que aparece en Passwords.txt archivo.

c. Introduzca el siguiente comando para cambiar a la raíz: su -

d. Introduzca la contraseña que aparece en Passwords.txt archivo.

Cuando ha iniciado sesión como root, el símbolo del sistema cambia de $ para #.

2. Detenga todos los servicios: service servermanager stop
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Los servicios pueden tardar hasta 15 minutos en apagarse, y es posible que desee iniciar sesión en el
sistema de forma remota para supervisar el proceso de apagado.

3. Si el nodo se está ejecutando en una máquina virtual de VMware o si es un nodo del dispositivo, utilice el
comando shutdown: shutdown -h now

Realice este paso independientemente del resultado del service servermanager stop comando.

Después de emitir el shutdown -h now debe apagar y encender el dispositivo para
reiniciar el nodo.

Para el dispositivo, este comando apaga la controladora pero el dispositivo sigue encendido. Debe
completar el siguiente paso.

4. Si va a apagar un nodo del dispositivo, siga los pasos del dispositivo.
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SG6160

a. Apague la alimentación de la controladora de almacenamiento SG6100-CN.

b. Espere a que se apague el LED de alimentación azul de la controladora de almacenamiento
SG6100-CN.

SGF6112

a. Apague el aparato.

b. Espere a que se apague el LED de alimentación azul.

SG6000

a. Espere a que se apague el LED verde de caché activa en la parte posterior de las controladoras
de almacenamiento.

Este LED está encendido cuando es necesario escribir en las unidades los datos en caché. Debe
esperar a que este LED se apague antes de apagarse.

b. Apague el aparato y espere a que se apague el LED de alimentación azul.

SG5800

a. Espere a que se apague el LED verde de caché activa en la parte posterior de la controladora de
almacenamiento.

Este LED está encendido cuando es necesario escribir en las unidades los datos en caché. Debe
esperar a que este LED se apague antes de apagarse.

b. En la página de inicio del Administrador del sistema de SANtricity, seleccione Ver operaciones
en curso.

c. Confirme que todas las operaciones se han completado antes de continuar con el siguiente paso.

d. Apague los dos switches de alimentación de la bandeja de controladoras y espere a que se
apagen todos los LED de la bandeja de controladoras.

SG5700

a. Espere a que se apague el LED verde de caché activa en la parte posterior de la controladora de
almacenamiento.

Este LED está encendido cuando es necesario escribir en las unidades los datos en caché. Debe
esperar a que este LED se apague antes de apagarse.

b. Apague el aparato y espere a que todos los LED y la actividad de visualización de siete
segmentos se detengan.

SG100 o SG1000

a. Apague el aparato.

b. Espere a que se apague el LED de alimentación azul.

Apague el host

Antes de apagar un host, debe detener los servicios de todos los nodos de grid de ese
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host.

Pasos

1. Inicie sesión en el nodo de grid:

a. Introduzca el siguiente comando: ssh admin@grid_node_IP

b. Introduzca la contraseña que aparece en Passwords.txt archivo.

c. Introduzca el siguiente comando para cambiar a la raíz: su -

d. Introduzca la contraseña que aparece en Passwords.txt archivo.

Cuando ha iniciado sesión como root, el símbolo del sistema cambia de $ para #.

2. Detenga todos los servicios que se ejecutan en el nodo: service servermanager stop

Los servicios pueden tardar hasta 15 minutos en apagarse, y es posible que desee iniciar sesión en el
sistema de forma remota para supervisar el proceso de apagado.

3. Repita los pasos 1 y 2 con cada nodo del host.

4. Si tiene un host Linux:

a. Inicie sesión en el sistema operativo del host.

b. Detenga el nodo: storagegrid node stop

c. Apague el sistema operativo host.

5. Si el nodo se está ejecutando en una máquina virtual de VMware o si es un nodo del dispositivo, utilice el
comando shutdown: shutdown -h now

Realice este paso independientemente del resultado del service servermanager stop comando.

Después de emitir el shutdown -h now debe apagar y encender el dispositivo para
reiniciar el nodo.

Para el dispositivo, este comando apaga la controladora pero el dispositivo sigue encendido. Debe
completar el siguiente paso.

6. Si va a apagar un nodo del dispositivo, siga los pasos del dispositivo.
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SG6160

a. Apague la alimentación de la controladora de almacenamiento SG6100-CN.

b. Espere a que se apague el LED de alimentación azul de la controladora de almacenamiento
SG6100-CN.

SGF6112

a. Apague el aparato.

b. Espere a que se apague el LED de alimentación azul.

SG6000

a. Espere a que se apague el LED verde de caché activa en la parte posterior de las controladoras
de almacenamiento.

Este LED está encendido cuando es necesario escribir en las unidades los datos en caché. Debe
esperar a que este LED se apague antes de apagarse.

b. Apague el aparato y espere a que se apague el LED de alimentación azul.

SG5800

a. Espere a que se apague el LED verde de caché activa en la parte posterior de la controladora de
almacenamiento.

Este LED está encendido cuando es necesario escribir en las unidades los datos en caché. Debe
esperar a que este LED se apague antes de apagarse.

b. En la página de inicio del Administrador del sistema de SANtricity, seleccione Ver operaciones
en curso.

c. Confirme que todas las operaciones se han completado antes de continuar con el siguiente paso.

d. Apague los dos switches de alimentación de la bandeja de controladoras y espere a que se
apagen todos los LED de la bandeja de controladoras.

SG5700

a. Espere a que se apague el LED verde de caché activa en la parte posterior de la controladora de
almacenamiento.

Este LED está encendido cuando es necesario escribir en las unidades los datos en caché. Debe
esperar a que este LED se apague antes de apagarse.

b. Apague el aparato y espere a que todos los LED y la actividad de visualización de siete
segmentos se detengan.

SG110 o SG1100

a. Apague el aparato.

b. Espere a que se apague el LED de alimentación azul.

SG100 o SG1000

a. Apague el aparato.

b. Espere a que se apague el LED de alimentación azul.
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7. Cierre la sesión del shell de comandos: exit

Información relacionada

"Dispositivos de almacenamiento SGF6112 y SG6160"

"Dispositivos de almacenamiento SG6000"

"Dispositivos de almacenamiento SG5800"

"Dispositivos de almacenamiento SG5700"

"Dispositivos de servicios SG110 y SG1100"

"Servicios de aplicaciones SG100 y SG1000"

Apague y encienda todos los nodos de grid

Puede que tenga que apagar todo el sistema StorageGRID, por ejemplo, si va a mover
un centro de datos. Estos pasos proporcionan una descripción general de alto nivel de la
secuencia recomendada para realizar un apagado controlado e inicio.

Cuando se apagan todos los nodos en un sitio o un grid, no se puede acceder a los objetos procesados
mientras los nodos de almacenamiento están sin conexión.

Detenga los servicios y apague los nodos de grid

Antes de poder apagar un sistema StorageGRID, debe detener todos los servicios que se ejecutan en cada
nodo de grid y, a continuación, apagar todas las máquinas virtuales de VMware, los motores de contenedor y
los dispositivos StorageGRID.

Acerca de esta tarea

Detenga primero los servicios en los nodos de administración y la puerta de enlace y, a continuación, detenga
los servicios en los nodos de almacenamiento.

Este enfoque permite usar el nodo de administración principal para supervisar el estado de los demás nodos
de grid durante el mayor tiempo posible.

Si un solo host incluye más de un nodo de cuadrícula, no apague el host hasta que haya
detenido todos los nodos de ese host. Si el host incluye el nodo de administrador principal,
apague ese host en último lugar.

Si es necesario, puede "Migre los nodos de un host Linux a otro" para realizar tareas de
mantenimiento del host sin afectar a la funcionalidad o disponibilidad del grid.

Pasos

1. Detenga que todas las aplicaciones cliente no accedan a la cuadrícula.

2. Iniciar sesión en cada nodo de puerta de enlace:

a. Introduzca el siguiente comando: ssh admin@grid_node_IP

b. Introduzca la contraseña que aparece en Passwords.txt archivo.
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c. Introduzca el siguiente comando para cambiar a la raíz: su -

d. Introduzca la contraseña que aparece en Passwords.txt archivo.

Cuando ha iniciado sesión como root, el símbolo del sistema cambia de $ para #.

3. detenga todos los servicios que se ejecutan en el nodo: service servermanager stop

Los servicios pueden tardar hasta 15 minutos en apagarse, y es posible que desee iniciar sesión en el
sistema de forma remota para supervisar el proceso de apagado.

4. Repita los dos pasos anteriores para detener los servicios en todos los nodos de almacenamiento, nodos
de archivado y nodos de administración no primarios.

Puede detener los servicios en estos nodos en cualquier orden.

Si emite el service servermanager stop Para detener los servicios en un nodo de
almacenamiento de dispositivo, debe apagar y encender el dispositivo para reiniciar el
nodo.

5. Para el nodo de administración principal, repita los pasos a. inicie sesión en el nodo y.. detener todos los
servicios del nodo.

6. Para los nodos que se ejecutan en hosts Linux:

a. Inicie sesión en el sistema operativo del host.

b. Detenga el nodo: storagegrid node stop

c. Apague el sistema operativo host.

7. Para los nodos que se ejecutan en máquinas virtuales de VMware y para los nodos de almacenamiento de
dispositivos, ejecute el comando shutdown: shutdown -h now

Realice este paso independientemente del resultado del service servermanager stop comando.

Para el dispositivo, este comando apaga la controladora de computación, pero el dispositivo sigue
encendido. Debe completar el siguiente paso.

8. Si tiene nodos de dispositivo, siga los pasos para su dispositivo.
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SG110 o SG1100

a. Apague el aparato.

b. Espere a que se apague el LED de alimentación azul.

SG100 o SG1000

a. Apague el aparato.

b. Espere a que se apague el LED de alimentación azul.

SG6160

a. Apague la alimentación de la controladora de almacenamiento SG6100-CN.

b. Espere a que se apague el LED de alimentación azul de la controladora de almacenamiento
SG6100-CN.

SGF6112

a. Apague el aparato.

b. Espere a que se apague el LED de alimentación azul.

SG6000

a. Espere a que se apague el LED verde de caché activa en la parte posterior de las controladoras
de almacenamiento.

Este LED está encendido cuando es necesario escribir en las unidades los datos en caché. Debe
esperar a que este LED se apague antes de apagarse.

b. Apague el aparato y espere a que se apague el LED de alimentación azul.

SG5800

a. Espere a que se apague el LED verde de caché activa en la parte posterior de la controladora de
almacenamiento.

Este LED está encendido cuando es necesario escribir en las unidades los datos en caché. Debe
esperar a que este LED se apague antes de apagarse.

b. En la página de inicio del Administrador del sistema de SANtricity, seleccione Ver operaciones
en curso.

c. Confirme que todas las operaciones se han completado antes de continuar con el siguiente paso.

d. Apague los dos switches de alimentación de la bandeja de controladoras y espere a que se
apagen todos los LED de la bandeja de controladoras.

SG5700

a. Espere a que se apague el LED verde de caché activa en la parte posterior de la controladora de
almacenamiento.

Este LED está encendido cuando es necesario escribir en las unidades los datos en caché. Debe
esperar a que este LED se apague antes de apagarse.

b. Apague el aparato y espere a que todos los LED y la actividad de visualización de siete
segmentos se detengan.
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9. Si es necesario, cierre la sesión del shell del comando: exit

El grid de StorageGRID se ha apagado.

Inicie nodos de grid

Si toda la cuadrícula se ha apagado durante más de 15 días, debe ponerse en contacto con el
soporte técnico antes de iniciar cualquier nodo de grid. No intente los procedimientos de
recuperación que reconstruyen los datos de Cassandra. Si lo hace, se puede producir la
pérdida de datos.

Si es posible, encienda los nodos de la cuadrícula en este orden:

• Aplique primero la alimentación a los nodos de administración.

• Aplique alimentación a los nodos de puerta de enlace en último lugar.

Si un host incluye varios nodos de grid, los nodos vuelven a estar en línea automáticamente
cuando se enciende el host.

Pasos

1. Encienda los hosts del nodo de administrador principal y los nodos de administrador que no son primarios.

No podrá iniciar sesión en los nodos de administrador hasta que se hayan reiniciado los
nodos de almacenamiento.

2. Encienda los hosts para todos los nodos de archivado y los nodos de almacenamiento.

Puede encender estos nodos en cualquier orden.

3. Encienda los hosts de todos los nodos de la puerta de enlace.

4. Inicie sesión en Grid Manager.

5. Seleccione NODES y supervise el estado de los nodos de la cuadrícula. Compruebe que no hay iconos de
alerta junto a los nombres de los nodos.

Información relacionada

• "Dispositivos de almacenamiento SGF6112 y SG6160"

• "Dispositivos de servicios SG110 y SG1100"

• "Servicios de aplicaciones SG100 y SG1000"

• "Dispositivos de almacenamiento SG6000"

• "Dispositivos de almacenamiento SG5800"

• "Dispositivos de almacenamiento SG5700"

Procedimientos de reasignación de puertos

Eliminar reasignaciones de puertos

Si desea configurar un extremo para el servicio Load Balancer y desea utilizar un puerto
que ya se ha configurado como el puerto asignado a un remap de puertos, primero debe
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eliminar el remap de puertos existente o el extremo no será efectivo. Debe ejecutar un
script en cada nodo de administración y nodo de puerta de enlace que tenga puertos
reasignados en conflicto para quitar todas las reasignaciones de puertos del nodo.

Acerca de esta tarea

Este procedimiento quita todas las reasignaciones de puertos. Si necesita conservar parte de los remapas,
póngase en contacto con el soporte técnico.

Para obtener más información sobre la configuración de puntos finales del equilibrador de carga, consulte
"Configuración de los extremos del equilibrador de carga".

Si la reasignación de puertos proporciona acceso de cliente, vuelva a configurar el cliente para
que utilice un puerto diferente como punto final de equilibrio de carga para evitar la pérdida del
servicio. De lo contrario, la eliminación de la asignación de puertos provocará la pérdida del
acceso del cliente y se deberá programar según corresponda.

Este procedimiento no funciona en un sistema StorageGRID implementado como contenedor
en hosts con configuración básica. Consulte las instrucciones para "quitar mapas de puertos en
hosts sin sistema operativo".

Pasos

1. Inicie sesión en el nodo.

a. Introduzca el siguiente comando: ssh -p 8022 admin@node_IP

El puerto 8022 es el puerto SSH del sistema operativo base, mientras que el puerto 22 es el puerto
SSH del motor del contenedor que ejecuta StorageGRID.

b. Introduzca la contraseña que aparece en Passwords.txt archivo.

c. Introduzca el siguiente comando para cambiar a la raíz: su -

d. Introduzca la contraseña que aparece en Passwords.txt archivo.

Cuando ha iniciado sesión como root, el símbolo del sistema cambia de $ para #.

2. Ejecute el siguiente script: remove-port-remap.sh

3. Reinicie el nodo: reboot

4. Cierre la sesión del shell de comandos: exit

5. Repita estos pasos en cada nodo de administrador y nodo de puerta de enlace que tenga puertos
reasignados en conflicto.

Quite las reasignaciones de puertos en hosts sin sistema operativo

Si desea configurar un extremo para el servicio Load Balancer y desea utilizar un puerto
que ya se ha configurado como el puerto asignado a un remap de puertos, primero debe
eliminar el remap de puertos existente o el extremo no será efectivo.

Acerca de esta tarea

Si está ejecutando StorageGRID en hosts con configuración básica, siga este procedimiento en lugar del
procedimiento general para quitar reasignaciones de puertos. Debe editar el archivo de configuración de
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nodos para cada nodo de administración y nodo de puerta de enlace que tenga puertos reasignados en
conflicto para quitar todas las reasignaciones de puertos del nodo y reiniciar el nodo.

Este procedimiento quita todas las reasignaciones de puertos. Si necesita conservar parte de
los remapas, póngase en contacto con el soporte técnico.

Para obtener información sobre la configuración de puntos finales del equilibrador de carga, consulte las
instrucciones para administrar StorageGRID.

Este procedimiento puede provocar la pérdida temporal del servicio cuando se reinician los
nodos.

Pasos

1. Inicie sesión en el host que admite el nodo. Inicie sesión como raíz o con una cuenta que tenga permiso
sudo.

2. Ejecute el siguiente comando para deshabilitar temporalmente el nodo: sudo storagegrid node stop
node-name

3. Mediante un editor de texto como vim o pico, edite el archivo de configuración del nodo.

Puede encontrar el archivo de configuración del nodo en /etc/storagegrid/nodes/node-
name.conf.

4. Busque la sección del archivo de configuración del nodo que contiene las reasignaciones de puertos.

Consulte las dos últimas líneas en el siguiente ejemplo.
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ADMIN_NETWORK_CONFIG = STATIC

ADMIN_NETWORK_ESL = 10.0.0.0/8, 172.19.0.0/16, 172.21.0.0/16

ADMIN_NETWORK_GATEWAY = 10.224.0.1

ADMIN_NETWORK_IP = 10.224.5.140

ADMIN_NETWORK_MASK = 255.255.248.0

ADMIN_NETWORK_MTU = 1400

ADMIN_NETWORK_TARGET = eth1

ADMIN_NETWORK_TARGET_TYPE = Interface

BLOCK_DEVICE_VAR_LOCAL = /dev/sda2

CLIENT_NETWORK_CONFIG = STATIC

CLIENT_NETWORK_GATEWAY = 47.47.0.1

CLIENT_NETWORK_IP = 47.47.5.140

CLIENT_NETWORK_MASK = 255.255.248.0

CLIENT_NETWORK_MTU = 1400

CLIENT_NETWORK_TARGET = eth2

CLIENT_NETWORK_TARGET_TYPE = Interface

GRID_NETWORK_CONFIG = STATIC

GRID_NETWORK_GATEWAY = 192.168.0.1

GRID_NETWORK_IP = 192.168.5.140

GRID_NETWORK_MASK = 255.255.248.0

GRID_NETWORK_MTU = 1400

GRID_NETWORK_TARGET = eth0

GRID_NETWORK_TARGET_TYPE = Interface

NODE_TYPE = VM_API_Gateway

PORT_REMAP = client/tcp/8082/443

PORT_REMAP_INBOUND = client/tcp/8082/443

5. Edite las entradas PORT_REMAPP y PORT_REMAPP_INBOUND para eliminar los remapas de puertos.

PORT_REMAP =

PORT_REMAP_INBOUND =

6. Ejecute el siguiente comando para validar los cambios en el archivo de configuración del nodo para el
nodo: sudo storagegrid node validate node-name

Solucione todos los errores o advertencias antes de continuar con el siguiente paso.

7. Ejecute el siguiente comando para reiniciar el nodo sin reasignaciones de puerto: sudo storagegrid
node start node-name

8. Inicie sesión en el nodo como administrador con la contraseña que aparece en el Passwords.txt
archivo.

9. Compruebe que los servicios se inician correctamente.

a. Ver una lista de los estados de todos los servicios del servidor:sudo storagegrid-status
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El estado se actualiza automáticamente.

b. Espere a que todos los servicios tengan el estado en ejecución o verificado.

c. Salir de la pantalla de estado:Ctrl+C

10. Repita estos pasos en cada nodo de administrador y nodo de puerta de enlace que tenga puertos
reasignados en conflicto.

Procedimientos de red

Actualice las subredes de la red de cuadrícula

StorageGRID mantiene una lista de las subredes de red que se utilizan para
comunicarse entre los nodos de grid en la red de cuadrícula (eth0). Estas entradas
incluyen las subredes utilizadas para la red de cuadrícula por cada sitio del sistema
StorageGRID, así como las subredes utilizadas para NTP, DNS, LDAP u otros servidores
externos a los que se acceda a través de la puerta de enlace de red de cuadrícula. Al
agregar nodos de cuadrícula o un sitio nuevo en una expansión, es posible que deba
actualizar o agregar subredes a la red de cuadrícula.

Antes de empezar

• Ha iniciado sesión en Grid Manager mediante un "navegador web compatible".

• Usted tiene la "Permiso de mantenimiento o acceso raíz".

• Tiene la clave de acceso de aprovisionamiento.

• Tiene las direcciones de red, en notación CIDR, de las subredes que desea configurar.

Acerca de esta tarea

Si está realizando una actividad de expansión que incluye agregar una nueva subred, debe agregar una
nueva subred a la lista de subred de Red de Grid antes de iniciar el procedimiento de expansión. De lo
contrario, tendrá que cancelar la expansión, agregar la nueva subred e iniciar la expansión de nuevo.
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No utilice subredes que contengan las siguientes direcciones IPv4 para la red de cuadrícula, la
red de administración o la red de cliente de ningún nodo:

• 192.168.130.101

• 192.168.131.101

• 192.168.130.102

• 192.168.131.102

• 198.51.100.2

• 198.51.100.4

Por ejemplo, no utilice los siguientes rangos de subred para la red de cuadrícula, la red de
administración o la red de cliente de ningún nodo:

• 192.168.130.0/24 porque este rango de subred contiene las direcciones IP 192.168.130.101
y 192.168.130.102

• 192.168.131.0/24 porque este rango de subred contiene las direcciones IP 192.168.131.101
y 192.168.131.102

• 198.51.100.0/24 porque este rango de subred contiene las direcciones IP 198.51.100.2 y
198.51.100.4

Agregue una subred

Pasos

1. Seleccione MANTENIMIENTO > Red > Red de red.

2. Seleccione Agregar otra subred para agregar una nueva subred en la notación CIDR.

Por ejemplo, introduzca 10.96.104.0/22.

3. Introduzca la contraseña de aprovisionamiento y seleccione Guardar.

4. Espere hasta que se apliquen los cambios y, a continuación, descargue un nuevo paquete de
recuperación.

a. Seleccione MANTENIMIENTO > sistema > paquete de recuperación.

b. Introduzca la frase de paso de aprovisionamiento.

El archivo del paquete de recuperación debe estar protegido porque contiene claves de
cifrado y contraseñas que se pueden usar para obtener datos del sistema StorageGRID.
También se utiliza para recuperar el nodo de administración principal.

Las subredes que ha especificado se configuran automáticamente para el sistema StorageGRID.

Editar una subred

Pasos

1. Seleccione MANTENIMIENTO > Red > Red de red.

2. Seleccione la subred que desea editar y realice los cambios necesarios.

3. Introduzca la frase de contraseña de Provisionamiento y seleccione Guardar.
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4. Seleccione Sí en el cuadro de diálogo de confirmación.

5. Espere hasta que se apliquen los cambios y, a continuación, descargue un nuevo paquete de
recuperación.

a. Seleccione MANTENIMIENTO > sistema > paquete de recuperación.

b. Introduzca la frase de paso de aprovisionamiento.

Eliminar una subred

Pasos

1. Seleccione MANTENIMIENTO > Red > Red de red.

2. Seleccione el icono de eliminar  junto a la subred.

3. Introduzca la frase de contraseña de Provisionamiento y seleccione Guardar.

4. Seleccione Sí en el cuadro de diálogo de confirmación.

5. Espere hasta que se apliquen los cambios y, a continuación, descargue un nuevo paquete de
recuperación.

a. Seleccione MANTENIMIENTO > sistema > paquete de recuperación.

b. Introduzca la frase de paso de aprovisionamiento.

Configurar las direcciones IP

Configurar direcciones IP: Descripción general

Puede realizar la configuración de red configurando direcciones IP para nodos de grid
mediante la herramienta Cambiar IP.

Debe utilizar la herramienta Change IP para realizar la mayoría de los cambios en la configuración de red que
se estableció inicialmente durante la implementación de grid. Los cambios manuales que utilizan comandos y
archivos de red estándar de Linux pueden no propagarse a todos los servicios de StorageGRID y podrían no
persistir en todas las actualizaciones, reinicios o procedimientos de recuperación de nodos.

El procedimiento de cambio de IP puede ser un procedimiento disruptivo. Es posible que
algunas partes de la cuadrícula no estén disponibles hasta que se aplique la nueva
configuración.

Si sólo va a realizar cambios en la lista de subredes de red de cuadrícula, utilice el
administrador de cuadrícula para agregar o cambiar la configuración de red. De lo contrario,
utilice la herramienta Cambiar IP si no se puede acceder a Grid Manager debido a un problema
de configuración de red o si está realizando un cambio de enrutamiento de red de cuadrícula y
otros cambios de red al mismo tiempo.

Si desea cambiar la dirección IP de red de cuadrícula para todos los nodos de la cuadrícula,
utilice "procedimiento especial para cambios en toda la red".

Interfaces Ethernet

La dirección IP asignada a eth0 siempre es la dirección IP de red de cuadrícula del nodo. La dirección IP
asignada a eth1 siempre es la dirección IP de red de administrador del nodo de grid. La dirección IP asignada
a eth2 es siempre la dirección IP de red de cliente del nodo grid.
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Tenga en cuenta que en algunas plataformas, como dispositivos StorageGRID, eth0, eth1 y eth2 pueden ser
interfaces de agregado compuestas de puentes subordinados o enlaces de interfaces físicas o VLAN. En
estas plataformas, la pestaña SSM > Resources puede mostrar la dirección IP de red de Grid, Admin y Client
Network asignada a otras interfaces además de eth0, eth1 o eth2.

DHCP

DHCP solo puede configurarse durante la fase de implementación. No puede configurar DHCP durante la
configuración. Debe usar los procedimientos de cambio de direcciones IP si desea cambiar las direcciones IP,
las máscaras de subred y las puertas de enlace predeterminadas para un nodo de grid. Si se usa la
herramienta Change IP, las direcciones DHCP se volverán estáticas.

Grupos de alta disponibilidad

• Si una interfaz de red de cliente está contenida en un grupo de alta disponibilidad, no puede cambiar la
dirección IP de la red de cliente de esa interfaz a una dirección que esté fuera de la subred configurada
para el grupo de alta disponibilidad.

• No puede cambiar la dirección IP de la red del cliente al valor de una dirección IP virtual existente
asignada a un grupo HA configurado en la interfaz de red del cliente.

• Si una interfaz de red de Grid está contenida en un grupo de alta disponibilidad, no puede cambiar la
dirección IP de red de Grid de esa interfaz por una dirección que esté fuera de la subred configurada para
el grupo de alta disponibilidad.

• No puede cambiar la dirección IP de red de grid al valor de una dirección IP virtual existente asignada a un
grupo HA configurado en la interfaz de red de grid.

Cambie la configuración de red de los nodos

Puede cambiar la configuración de red de uno o varios nodos con la herramienta
Cambiar IP. Puede cambiar la configuración de la red de cuadrícula o agregar, cambiar o
quitar las redes de administrador o de cliente.

Antes de empezar

Usted tiene la Passwords.txt archivo.

Acerca de esta tarea

Linux: Si va a agregar un nodo de cuadrícula a la red de administración o a la red de cliente por primera vez,
y no ha configurado previamente ADMIN_NETWORK_TARGET o CLIENT_NETWORK_TARGET en el archivo
de configuración de nodo, debe hacerlo ahora.

Consulte las instrucciones de instalación de StorageGRID para su sistema operativo Linux:

• "Instalar StorageGRID en Red Hat Enterprise Linux"

• "Instalar StorageGRID en Ubuntu o Debian"

Electrodomésticos: En los dispositivos StorageGRID, si el Cliente o la Red de administración no se
configuraron en el Instalador de dispositivos StorageGRID durante la instalación inicial, la red no se puede
agregar utilizando solo la herramienta Cambiar IP. En primer lugar, usted debe "coloque el aparato en modo
de mantenimiento", Configure los vínculos, devuelva el dispositivo al modo de funcionamiento normal y, a
continuación, utilice la herramienta Cambiar IP para modificar la configuración de la red. Consulte
"procedimiento para configurar enlaces de red".

Es posible cambiar el valor de la dirección IP, la máscara de subred, la puerta de enlace o MTU para uno o
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más nodos de cualquier red.

También puede agregar o quitar un nodo de una red cliente o de una red administrativa:

• Puede añadir un nodo a una red cliente o a una red de administrador si añade una dirección IP/máscara
de subred en esa red al nodo.

• Puede quitar un nodo de una red cliente o de una red de administrador si elimina la dirección IP/máscara
de subred del nodo en esa red.

Los nodos no se pueden eliminar de la red de grid.

Los intercambios de direcciones IP no están permitidos. Si debe intercambiar direcciones IP
entre nodos de cuadrícula, debe utilizar una dirección IP intermedia temporal.

Si está habilitado el inicio de sesión único (SSO) para el sistema StorageGRID y va a cambiar
la dirección IP de un nodo de administración, tenga en cuenta que cualquier confianza de la
parte que dependa configurada mediante la dirección IP del nodo de administración (en lugar
de su nombre de dominio completo, como se recomienda) pasará a ser no válida. Ya no podrá
iniciar sesión en el nodo. Inmediatamente después de cambiar la dirección IP, debe actualizar o
volver a configurar la confianza del interlocutor que confía en el nodo en los Servicios de
Federación de Active Directory (AD FS) con la nueva dirección IP. Consulte las instrucciones
para "Configuración de SSO".

Todos los cambios realizados en la red mediante la herramienta Cambiar IP se propagan al
firmware del instalador para los dispositivos StorageGRID. De este modo, si se vuelve a instalar
el software StorageGRID en un dispositivo o si se pone un dispositivo en modo de
mantenimiento, la configuración de red será correcta.

Pasos

1. Inicie sesión en el nodo de administración principal:

a. Introduzca el siguiente comando: ssh admin@primary_Admin_Node_IP

b. Introduzca la contraseña que aparece en Passwords.txt archivo.

c. Introduzca el siguiente comando para cambiar a la raíz: su -

d. Introduzca la contraseña que aparece en Passwords.txt archivo.

Cuando ha iniciado sesión como root, el símbolo del sistema cambia de $ para #.

2. Inicie la herramienta Cambiar IP introduciendo el siguiente comando: change-ip

3. Introduzca la clave de acceso de aprovisionamiento en el aviso de.

Aparece el menú principal.
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4. Si lo desea, seleccione 1 para elegir los nodos que desea actualizar. A continuación, seleccione una de las
siguientes opciones:

◦ 1: Un solo nodo — seleccione por nombre

◦ 2: Un solo nodo — seleccione por sitio y luego por nombre

◦ 3: Un solo nodo — seleccione por IP actual

◦ 4: Todos los nodos de un sitio

◦ 5: Todos los nodos de la red

Nota: Si desea actualizar todos los nodos, deje que "All" permanezca seleccionado.

Después de hacer su selección, aparece el menú principal, con el campo nodos seleccionados
actualizado para reflejar su elección. Todas las acciones posteriores se realizan solo en los nodos que se
muestran.

5. En el menú principal, seleccione la opción 2 para editar la información de IP/máscara, puerta de enlace y
MTU para los nodos seleccionados.

a. Seleccione la red en la que desea realizar los cambios:

▪ 1: Red de red

▪ 2: Red de administración

▪ 3: Red cliente

▪ 4: Todas las redes

Después de realizar su selección, la petición de datos muestra el nombre del nodo, el nombre de red
(Grid, Admin o Client), el tipo de datos (IP/mask, pasarela o MTU) y valor actual.

Si se edita la dirección IP, la longitud del prefijo, la puerta de enlace o la MTU de una interfaz
configurada para DHCP, la interfaz se cambiará a estática. Cuando se selecciona para cambiar una
interfaz configurada por DHCP, se muestra una advertencia para informarle de que la interfaz
cambiará a estática.

Las interfaces se han configurado como fixed no se puede editar.

b. Para establecer un nuevo valor, introdúzcalo en el formato que se muestra para el valor actual.

c. Para dejar sin modificar el valor actual, pulse Intro.
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d. Si el tipo de datos es IP/mask, Puede eliminar la red de administración o de cliente del nodo
introduciendo d o 0.0.0.0/0.

e. Después de editar todos los nodos que desea cambiar, introduzca q para volver al menú principal.

Los cambios se mantienen hasta que se borran o se aplican.

6. Revise los cambios seleccionando una de las siguientes opciones:

◦ 5: Muestra las ediciones en la salida que está aislada para mostrar sólo el elemento cambiado. Los
cambios se resaltan en verde (adiciones) o rojo (eliminaciones), como se muestra en la salida de
ejemplo:

◦ 6: Muestra las ediciones en salida que muestran la configuración completa. Los cambios se resaltan
en verde (adiciones) o rojo (eliminaciones).

Algunas interfaces de línea de comandos pueden mostrar adiciones y eliminaciones
utilizando formato de tachado. La visualización adecuada depende del cliente de
terminal que admita las secuencias de escape de VT100 necesarias.

7. Seleccione la opción 7 para validar todos los cambios.

Esta validación garantiza que no se violen las reglas para las redes Grid, Admin y Client, como no utilizar
subredes superpuestas.

En este ejemplo, la validación devolvió errores.
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En este ejemplo, se ha aprobado la validación.

8. Una vez aprobada la validación, elija una de las siguientes opciones:

◦ 8: Guardar los cambios no aplicados.

Esta opción le permite salir de la herramienta Cambiar IP e iniciarla de nuevo más tarde, sin perder
ningún cambio no aplicado.

◦ 10: Aplique la nueva configuración de red.

9. Si ha seleccionado la opción 10, elija una de las siguientes opciones:

◦ Aplicar: Aplique los cambios inmediatamente y reinicie automáticamente cada nodo si es necesario.

Si la nueva configuración de red no requiere ningún cambio físico de red, puede seleccionar aplicar
para aplicar los cambios inmediatamente. Los nodos se reiniciarán automáticamente si es necesario.
Se mostrarán los nodos que se deban reiniciar.

◦ Fase: Aplique los cambios la próxima vez que se reinicien manualmente los nodos.

Si necesita realizar cambios físicos o virtuales en la configuración de red para que funcione la nueva
configuración de red, debe utilizar la opción Stage, apagar los nodos afectados, realizar los cambios
físicos de red necesarios y reiniciar los nodos afectados. Si selecciona aplicar sin realizar primero
estos cambios de red, los cambios normalmente fallarán.

Si utiliza la opción Stage, debe reiniciar el nodo Lo antes posible. después de la
configuración provisional para minimizar las interrupciones.

◦ CANCELAR: No realice ningún cambio de red en este momento.

Si no sabía que los cambios propuestos requieren que se reinicien los nodos, puede aplazar los
cambios para minimizar el impacto del usuario. Si selecciona cancelar, volverá al menú principal y
mantendrá los cambios para que los pueda aplicar más tarde.

Al seleccionar aplicar o fase, se genera un nuevo archivo de configuración de red, se realiza el
aprovisionamiento y los nodos se actualizan con nueva información de trabajo.

Durante el aprovisionamiento, la salida muestra el estado a medida que se aplican las actualizaciones.
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Generating new grid networking description file...

Running provisioning...

Updating grid network configuration on Name

Después de aplicar o almacenar en zona intermedia los cambios, se genera un nuevo paquete de
recuperación como resultado del cambio de configuración de cuadrícula.

10. Si ha seleccionado fase, siga estos pasos después de finalizar el aprovisionamiento:

a. Realice los cambios necesarios en la red virtual o física.

Cambios físicos en la red: Realice los cambios físicos necesarios en la red, apagando el nodo de
forma segura si es necesario.

Linux: Si agrega el nodo a una red de administración o a una red de cliente por primera vez, asegúrese
de que ha agregado la interfaz como se describe en "Linux: Añadir interfaces al nodo existente".

a. Reinicie los nodos afectados.

11. Seleccione 0 para salir de la herramienta Cambiar IP una vez que hayan finalizado los cambios.

12. Descargue un nuevo paquete de recuperación desde Grid Manager.

a. Seleccione MANTENIMIENTO > sistema > paquete de recuperación.

b. Introduzca la clave de acceso de aprovisionamiento.

Agregar o cambiar listas de subredes en la red de administración

Puede agregar, eliminar o cambiar las subredes en la Lista de subredes de red de
administración de uno o más nodos.

Antes de empezar

• Usted tiene la Passwords.txt archivo.

Puede agregar, eliminar o cambiar subredes a todos los nodos de la lista de subredes de la red de
administración.
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No utilice subredes que contengan las siguientes direcciones IPv4 para la red de cuadrícula, la
red de administración o la red de cliente de ningún nodo:

• 192.168.130.101

• 192.168.131.101

• 192.168.130.102

• 192.168.131.102

• 198.51.100.2

• 198.51.100.4

Por ejemplo, no utilice los siguientes rangos de subred para la red de cuadrícula, la red de
administración o la red de cliente de ningún nodo:

• 192.168.130.0/24 porque este rango de subred contiene las direcciones IP 192.168.130.101
y 192.168.130.102

• 192.168.131.0/24 porque este rango de subred contiene las direcciones IP 192.168.131.101
y 192.168.131.102

• 198.51.100.0/24 porque este rango de subred contiene las direcciones IP 198.51.100.2 y
198.51.100.4

Pasos

1. Inicie sesión en el nodo de administración principal:

a. Introduzca el siguiente comando: ssh admin@primary_Admin_Node_IP

b. Introduzca la contraseña que aparece en Passwords.txt archivo.

c. Introduzca el siguiente comando para cambiar a la raíz: su -

d. Introduzca la contraseña que aparece en Passwords.txt archivo.

Cuando ha iniciado sesión como root, el símbolo del sistema cambia de $ para #.

2. Inicie la herramienta Cambiar IP introduciendo el siguiente comando: change-ip

3. Introduzca la clave de acceso de aprovisionamiento en el aviso de.

Aparece el menú principal.
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4. De manera opcional, limite las redes/nodos a los que se realizan las operaciones. Elija una de las
siguientes opciones:

◦ Seleccione los nodos que desea editar eligiendo 1, si desea filtrar en nodos específicos en los que
realizar la operación. Seleccione una de las siguientes opciones:

▪ 1: Un solo nodo (seleccione por nombre)

▪ 2: Un solo nodo (seleccione por sitio y, a continuación, por nombre)

▪ 3: Un solo nodo (seleccione por IP actual)

▪ 4: Todos los nodos de un sitio

▪ 5: Todos los nodos de la red

▪ 0: Vuelva

◦ Permitir que todos permanezcan seleccionados.
Una vez realizada la selección, aparece la pantalla del menú principal. El campo nodos seleccionados
refleja su nueva selección y ahora todas las operaciones seleccionadas sólo se realizarán en este
elemento.

5. En el menú principal, seleccione la opción para editar subredes para la red de administración (opción 3).

6. Elija una de las siguientes opciones:

◦ Para añadir una subred, introduzca este comando: add CIDR

◦ Para eliminar una subred, introduzca este comando: del CIDR

◦ Defina la lista de subredes introduciendo este comando: set CIDR

Para todos los comandos, es posible introducir varias direcciones con este formato: add
CIDR, CIDR

Ejemplo: add 172.14.0.0/16, 172.15.0.0/16, 172.16.0.0/16

Puede reducir la cantidad de escritura necesaria con la flecha hacia arriba para recuperar
los valores previamente escritos en la petición de datos de entrada actual y, a continuación,
editarlos si es necesario.

La entrada de ejemplo siguiente muestra cómo agregar subredes a la lista de subredes de la red de
administración:
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7. Cuando esté listo, introduzca q para volver a la pantalla del menú principal. Los cambios se mantienen
hasta que se borran o se aplican.

Si seleccionó cualquiera de los modos de selección de nodos “Todos” en el paso 2,
presione Intro (sin q) para llegar al siguiente nodo de la lista.

8. Elija una de las siguientes opciones:

◦ Seleccione la opción 5 para mostrar las ediciones en la salida que está aislada para mostrar sólo el
elemento cambiado. Los cambios se resaltan en verde (adiciones) o rojo (eliminaciones), como se
muestra en la siguiente salida de ejemplo:

◦ Seleccione la opción 6 para mostrar las ediciones en la salida que muestran la configuración completa.
Los cambios se resaltan en verde (adiciones) o rojo (eliminaciones).
Nota: algunos emuladores de terminal pueden mostrar adiciones y eliminaciones utilizando formato de
tachado.

Cuando intenta cambiar la lista de subredes, se muestra el siguiente mensaje:

CAUTION: The Admin Network subnet list on the node might contain /32

subnets derived from automatically applied routes that aren't

persistent. Host routes (/32 subnets) are applied automatically if

the IP addresses provided for external services such as NTP or DNS

aren't reachable using default StorageGRID routing, but are reachable

using a different interface and gateway. Making and applying changes

to the subnet list will make all automatically applied subnets

persistent. If you don't want that to happen, delete the unwanted

subnets before applying changes. If you know that all /32 subnets in

the list were added intentionally, you can ignore this caution.

Si no asignó específicamente las subredes del servidor NTP y DNS a una red, StorageGRID crea una
ruta de host (/32) para la conexión automáticamente. Si, por ejemplo, prefiere tener una ruta /16 o /24
para la conexión saliente a un servidor DNS o NTP, debe eliminar la ruta /32 creada automáticamente
y agregar las rutas que desee. Si no elimina la ruta de host creada automáticamente, se mantendrá
después de aplicar cualquier cambio a la lista de subredes.

Aunque puede utilizar estas rutas de host detectadas automáticamente, en general debe
configurar manualmente las rutas DNS y NTP para garantizar la conectividad.
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9. Seleccione la opción 7 para validar todos los cambios organizados.

Esta validación garantiza que se sigan las reglas para las redes Grid, Admin y Client, como el uso de
subredes superpuestas.

10. Opcionalmente, seleccione la opción 8 para guardar todos los cambios organizados y volver más tarde
para continuar realizando cambios.

Esta opción le permite salir de la herramienta Cambiar IP e iniciarla de nuevo más tarde, sin perder ningún
cambio no aplicado.

11. Debe realizar una de las siguientes acciones:

◦ Seleccione la opción 9 si desea borrar todos los cambios sin guardar ni aplicar la nueva configuración
de red.

◦ Seleccione la opción 10 si está listo para aplicar cambios y para aprovisionar la nueva configuración
de red. Durante el aprovisionamiento, la salida muestra el estado a medida que se aplican las
actualizaciones, tal y como se muestra en la siguiente salida de ejemplo:

Generating new grid networking description file...

Running provisioning...

Updating grid network configuration on Name

12. Descargue un nuevo paquete de recuperación desde Grid Manager.

a. Seleccione MANTENIMIENTO > sistema > paquete de recuperación.

b. Introduzca la clave de acceso de aprovisionamiento.

Agregar o cambiar listas de subred en Grid Network

Puede utilizar la herramienta Cambiar IP para agregar o cambiar subredes en la red de
cuadrícula.

Antes de empezar

• Usted tiene la Passwords.txt archivo.

Puede agregar, eliminar o cambiar subredes en la Lista de subredes de red de cuadrícula. Los cambios
afectarán el enrutamiento de todos los nodos de la cuadrícula.

Si sólo va a realizar cambios en la lista de subredes de red de cuadrícula, utilice el
administrador de cuadrícula para agregar o cambiar la configuración de red. De lo contrario,
utilice la herramienta Cambiar IP si no se puede acceder a Grid Manager debido a un problema
de configuración de red o si está realizando un cambio de enrutamiento de red de cuadrícula y
otros cambios de red al mismo tiempo.
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No utilice subredes que contengan las siguientes direcciones IPv4 para la red de cuadrícula, la
red de administración o la red de cliente de ningún nodo:

• 192.168.130.101

• 192.168.131.101

• 192.168.130.102

• 192.168.131.102

• 198.51.100.2

• 198.51.100.4

Por ejemplo, no utilice los siguientes rangos de subred para la red de cuadrícula, la red de
administración o la red de cliente de ningún nodo:

• 192.168.130.0/24 porque este rango de subred contiene las direcciones IP 192.168.130.101
y 192.168.130.102

• 192.168.131.0/24 porque este rango de subred contiene las direcciones IP 192.168.131.101
y 192.168.131.102

• 198.51.100.0/24 porque este rango de subred contiene las direcciones IP 198.51.100.2 y
198.51.100.4

Pasos

1. Inicie sesión en el nodo de administración principal:

a. Introduzca el siguiente comando: ssh admin@primary_Admin_Node_IP

b. Introduzca la contraseña que aparece en Passwords.txt archivo.

c. Introduzca el siguiente comando para cambiar a la raíz: su -

d. Introduzca la contraseña que aparece en Passwords.txt archivo.

Cuando ha iniciado sesión como root, el símbolo del sistema cambia de $ para #.

2. Inicie la herramienta Cambiar IP introduciendo el siguiente comando: change-ip

3. Introduzca la clave de acceso de aprovisionamiento en el aviso de.

Aparece el menú principal.
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4. En el menú principal, seleccione la opción para editar subredes para la red de cuadrícula (opción 4).

Los cambios en la lista de subredes de red de cuadrícula se realizan en toda la cuadrícula.

5. Elija una de las siguientes opciones:

◦ Para añadir una subred, introduzca este comando: add CIDR

◦ Para eliminar una subred, introduzca este comando: del CIDR

◦ Defina la lista de subredes introduciendo este comando: set CIDR

Para todos los comandos, es posible introducir varias direcciones con este formato: add
CIDR, CIDR

Ejemplo: add 172.14.0.0/16, 172.15.0.0/16, 172.16.0.0/16

Puede reducir la cantidad de escritura necesaria con la flecha hacia arriba para recuperar
los valores previamente escritos en la petición de datos de entrada actual y, a continuación,
editarlos si es necesario.

La entrada de ejemplo siguiente muestra la configuración de subredes para la Lista de subredes de redes
de cuadrícula:

6. Cuando esté listo, introduzca q para volver a la pantalla del menú principal. Los cambios se mantienen
hasta que se borran o se aplican.

7. Elija una de las siguientes opciones:

◦ Seleccione la opción 5 para mostrar las ediciones en la salida que está aislada para mostrar sólo el
elemento cambiado. Los cambios se resaltan en verde (adiciones) o rojo (eliminaciones), como se
muestra en la siguiente salida de ejemplo:
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◦ Seleccione la opción 6 para mostrar las ediciones en la salida que muestran la configuración completa.
Los cambios se resaltan en verde (adiciones) o rojo (eliminaciones).

Algunas interfaces de línea de comandos pueden mostrar adiciones y eliminaciones
utilizando formato de tachado.

8. Seleccione la opción 7 para validar todos los cambios organizados.

Esta validación garantiza que se sigan las reglas para las redes Grid, Admin y Client, como el uso de
subredes superpuestas.

9. Opcionalmente, seleccione la opción 8 para guardar todos los cambios organizados y volver más tarde
para continuar realizando cambios.

Esta opción le permite salir de la herramienta Cambiar IP e iniciarla de nuevo más tarde, sin perder ningún
cambio no aplicado.

10. Debe realizar una de las siguientes acciones:

◦ Seleccione la opción 9 si desea borrar todos los cambios sin guardar ni aplicar la nueva configuración
de red.

◦ Seleccione la opción 10 si está listo para aplicar cambios y para aprovisionar la nueva configuración
de red. Durante el aprovisionamiento, la salida muestra el estado a medida que se aplican las
actualizaciones, tal y como se muestra en la siguiente salida de ejemplo:

Generating new grid networking description file...

Running provisioning...

Updating grid network configuration on Name

11. Si ha seleccionado la opción 10 al realizar cambios en la red de cuadrícula, seleccione una de las
siguientes opciones:

◦ Aplicar: Aplique los cambios inmediatamente y reinicie automáticamente cada nodo si es necesario.

Si la nueva configuración de red funcionará simultáneamente con la configuración de red antigua sin
ningún cambio externo, puede utilizar la opción aplicar para un cambio de configuración
completamente automatizado.
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◦ Fase: Aplique los cambios la próxima vez que se reinicien los nodos.

Si necesita realizar cambios físicos o virtuales en la configuración de red para que funcione la nueva
configuración de red, debe utilizar la opción Stage, apagar los nodos afectados, realizar los cambios
físicos de red necesarios y reiniciar los nodos afectados.

Si utiliza la opción stage, reinicie el nodo lo antes posible después de la puesta en
escena para minimizar las interrupciones.

◦ CANCELAR: No realice ningún cambio de red en este momento.

Si no sabía que los cambios propuestos requieren que se reinicien los nodos, puede aplazar los
cambios para minimizar el impacto del usuario. Si selecciona cancelar, volverá al menú principal y
mantendrá los cambios para que los pueda aplicar más tarde.

Después de aplicar o almacenar en zona intermedia los cambios, se genera un nuevo paquete de
recuperación como resultado del cambio de configuración de cuadrícula.

12. Si la configuración se detiene debido a errores, están disponibles las siguientes opciones:

◦ Para finalizar el procedimiento de cambio de IP y volver al menú principal, introduzca A.

◦ Para volver a intentar la operación que falló, introduzca r.

◦ Para continuar con la siguiente operación, introduzca c.

La operación fallida se puede volver a intentar más tarde seleccionando la opción 10 (aplicar cambios)
en el menú principal. El procedimiento de cambio de IP no se completará hasta que todas las
operaciones se hayan completado correctamente.

◦ Si tuvo que intervenir manualmente (para reiniciar un nodo, por ejemplo) y está seguro de que la
acción que la herramienta considera que ha fallado se ha completado correctamente, introduzca f para
marcarlo como correcto y pasar a la siguiente operación.

13. Descargue un nuevo paquete de recuperación desde Grid Manager.

a. Seleccione MANTENIMIENTO > sistema > paquete de recuperación.

b. Introduzca la clave de acceso de aprovisionamiento.

El archivo del paquete de recuperación debe estar protegido porque contiene claves de
cifrado y contraseñas que se pueden usar para obtener datos del sistema StorageGRID.

Cambie las direcciones IP para todos los nodos de la cuadrícula

Si necesita cambiar la dirección IP de red de cuadrícula para todos los nodos de la
cuadrícula, debe seguir este procedimiento especial. No se puede realizar un cambio de
IP de red de red de red de toda la red mediante el procedimiento para cambiar nodos
individuales.

Antes de empezar

• Usted tiene la Passwords.txt archivo.

Para asegurarse de que la cuadrícula se inicia correctamente, debe realizar todos los cambios al mismo
tiempo.
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Este procedimiento se aplica sólo a la red de cuadrícula. No puede utilizar este procedimiento
para cambiar las direcciones IP en las redes de administración o cliente.

Si desea cambiar las direcciones IP y MTU para los nodos en un solo sitio, siga el "Cambie la configuración de
red de los nodos" instrucciones.

Pasos

1. Planifique con antelación los cambios que necesite hacer fuera de la herramienta Cambiar IP, como los
cambios en DNS o NTP, y los cambios en la configuración de inicio de sesión único (SSO), si se utiliza.

Si no podrá acceder a los servidores NTP existentes a la cuadrícula en las nuevas
direcciones IP, añada los nuevos servidores NTP antes de realizar el procedimiento de
cambio ip.

Si no se podrá acceder a los servidores DNS existentes a la cuadrícula en las nuevas
direcciones IP, agregue los nuevos servidores DNS antes de realizar el procedimiento
Change-ip.

Si SSO está habilitado para el sistema StorageGRID y todas las confianzas de partes que
dependan se configuraron utilizando direcciones IP de nodos de administración (en lugar de
nombres de dominio completos, según se recomienda), esté preparado para actualizar o
reconfigurar estas confianzas de partes que se basan en los Servicios de Federación de
Active Directory (AD FS). Inmediatamente después de cambiar las direcciones IP. Consulte
"Configurar el inicio de sesión único".

De ser necesario, añada la nueva subred para las nuevas direcciones IP.

2. Inicie sesión en el nodo de administración principal:

a. Introduzca el siguiente comando: ssh admin@primary_Admin_Node_IP

b. Introduzca la contraseña que aparece en Passwords.txt archivo.

c. Introduzca el siguiente comando para cambiar a la raíz: su -

d. Introduzca la contraseña que aparece en Passwords.txt archivo.

Cuando ha iniciado sesión como root, el símbolo del sistema cambia de $ para #.

3. Inicie la herramienta Cambiar IP introduciendo el siguiente comando: change-ip

4. Introduzca la clave de acceso de aprovisionamiento en el aviso de.

Aparece el menú principal. De forma predeterminada, la Selected nodes el campo está establecido en
all.
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5. En el menú principal, seleccione 2 para editar la información de IP/máscara de subred, puerta de enlace y
MTU para todos los nodos.

a. Seleccione 1 para realizar cambios en la red de cuadrícula.

Después de realizar la selección, el símbolo del sistema muestra los nombres de los nodos, el nombre
de red de cuadrícula, el tipo de datos (IP/máscara, puerta de enlace o MTU), y los valores actuales.

Si se edita la dirección IP, la longitud del prefijo, la puerta de enlace o la MTU de una interfaz
configurada para DHCP, la interfaz se cambiará a estática. Se muestra una advertencia antes de cada
interfaz configurada por DHCP.

Las interfaces se han configurado como fixed no se puede editar.

a. Para establecer un nuevo valor, introdúzcalo en el formato que se muestra para el valor actual.

b. Después de editar todos los nodos que desea cambiar, introduzca q para volver al menú principal.

Los cambios se mantienen hasta que se borran o se aplican.

6. Revise los cambios seleccionando una de las siguientes opciones:

◦ 5: Muestra las ediciones en la salida que está aislada para mostrar sólo el elemento cambiado. Los
cambios se resaltan en verde (adiciones) o rojo (eliminaciones), como se muestra en la salida de
ejemplo:
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◦ 6: Muestra las ediciones en salida que muestran la configuración completa. Los cambios se resaltan
en verde (adiciones) o rojo (eliminaciones).

Algunas interfaces de línea de comandos pueden mostrar adiciones y eliminaciones
utilizando formato de tachado. La visualización adecuada depende del cliente de
terminal que admita las secuencias de escape de VT100 necesarias.

7. Seleccione la opción 7 para validar todos los cambios.

Esta validación garantiza que no se violen las reglas para la red de grid, como no utilizar subredes
superpuestas.

En este ejemplo, la validación devolvió errores.

En este ejemplo, se ha aprobado la validación.
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8. Después de la validación, seleccione 10 para aplicar la nueva configuración de red.

9. Seleccione Stage para aplicar los cambios la próxima vez que se reinicien los nodos.

Debe seleccionar fase. No realice un reinicio gradual, ya sea manualmente o seleccionando
Aplicar en lugar de STAGE; la cuadrícula no se iniciará correctamente.

10. Una vez que haya finalizado el cambio, seleccione 0 para salir de la herramienta Cambiar IP.

11. Apague todos los nodos de forma simultánea.

Todo el grid debe cerrarse, de modo que todos los nodos estén inactivos al mismo tiempo.

12. Realice los cambios necesarios en la red virtual o física.

13. Verifique que todos los nodos de grid estén inactivos.

14. Encienda todos los nodos.

15. Después de que la cuadrícula se inicie correctamente:

a. Si añadió servidores NTP nuevos, elimine los valores anteriores del servidor NTP.

b. Si añadió nuevos servidores DNS, elimine los antiguos valores de servidor DNS.

16. Descargue el nuevo paquete de recuperación desde Grid Manager.

a. Seleccione MANTENIMIENTO > sistema > paquete de recuperación.

b. Introduzca la clave de acceso de aprovisionamiento.

Información relacionada

• "Agregar o cambiar listas de subred en Grid Network"

• "Apague el nodo de grid"

Añada interfaces al nodo existente

Linux: Añada interfaces de administrador o de cliente a un nodo existente

Siga estos pasos para añadir una interfaz en la red de administración o la red de cliente
a un nodo Linux después de que se haya instalado.

Si no configuró ADMIN_NETWORK_TARGET o CLIENT_NETWORK_TARGET en el archivo de configuración
del nodo en el host Linux durante la instalación, utilice este procedimiento para añadir la interfaz. Para obtener
más información sobre el archivo de configuración de nodos, consulte las instrucciones del sistema operativo
Linux:

• "Instalar StorageGRID en Red Hat Enterprise Linux"

• "Instalar StorageGRID en Ubuntu o Debian"

Realiza este procedimiento en el servidor Linux que aloja el nodo que necesita la nueva asignación de red, no
dentro del nodo. Este procedimiento solo añade la interfaz al nodo; se produce un error de validación si intenta
especificar cualquier otro parámetro de red.

Para proporcionar información de direccionamiento, debe utilizar la herramienta Cambiar IP. Consulte "Cambie
la configuración de red de los nodos".
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Pasos

1. Inicie sesión en el servidor Linux que aloja el nodo.

2. Edite el archivo de configuración del nodo: /etc/storagegrid/nodes/node-name.conf.

No especifique ningún otro parámetro de red o se producirá un error de validación.

a. Agregue una entrada para el nuevo destino de red. Por ejemplo:

CLIENT_NETWORK_TARGET = bond0.3206

b. Opcional: Agregue una entrada para la dirección MAC. Por ejemplo:

CLIENT_NETWORK_MAC = aa:57:61:07:ea:5c

3. Ejecute el comando node validate:

sudo storagegrid node validate node-name

4. Resolver todos los errores de validación.

5. Ejecute el comando node reload:

sudo storagegrid node reload node-name

Linux: Añada tronco o interfaces de acceso a un nodo

Puede añadir tronco o interfaces de acceso adicionales a un nodo Linux después de
instalarlo. Las interfaces que agregue se muestran en la página interfaces de VLAN y la
página ha groups.

Antes de empezar

• Tiene acceso a las instrucciones para instalar StorageGRID en su plataforma Linux.

◦ "Instalar StorageGRID en Red Hat Enterprise Linux"

◦ "Instalar StorageGRID en Ubuntu o Debian"

• Usted tiene la Passwords.txt archivo.

• Ya tienes "permisos de acceso específicos".

No intente agregar interfaces a un nodo mientras haya una actualización de software, un
procedimiento de recuperación o un procedimiento de expansión activo.

Acerca de esta tarea

Estos pasos permiten añadir una o varias interfaces adicionales a un nodo Linux después de instalar el nodo.
Por ejemplo, es posible que desee agregar una interfaz troncal a un nodo de administración o puerta de
enlace, de modo que pueda utilizar interfaces VLAN para separar el tráfico que pertenece a diferentes
aplicaciones o inquilinos. O bien, es posible que desee añadir una interfaz de acceso para utilizarla en un
grupo de alta disponibilidad (ha).

Si añade una interfaz troncal, debe configurar una interfaz VLAN en StorageGRID. Si agrega una interfaz de
acceso, puede añadir la interfaz directamente a un grupo de alta disponibilidad; no es necesario configurar
una interfaz de VLAN.
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El nodo no está disponible durante un breve periodo de tiempo cuando se añaden interfaces. Debe realizar
este procedimiento en un nodo por vez.

Pasos

1. Inicie sesión en el servidor Linux que aloja el nodo.

2. Mediante un editor de texto como vim o pico, edite el archivo de configuración del nodo:

/etc/storagegrid/nodes/node-name.conf

3. Agregue una entrada al archivo para especificar el nombre y, opcionalmente, la descripción de cada
interfaz adicional que desee agregar al nodo. Utilice este formato.

INTERFACE_TARGET_nnnn=value

Para nnnn, especifique un número único para cada uno INTERFACE_TARGET entrada que está
agregando.

En value, especifique el nombre de la interfaz física en el host de configuración básica. A continuación, de
manera opcional, añada una coma y proporcione una descripción de la interfaz, que se muestra en la
página interfaces VLAN y en la página grupos de alta disponibilidad.

Por ejemplo:

INTERFACE_TARGET_0001=ens256, Trunk

No especifique ningún otro parámetro de red o se producirá un error de validación.

4. Ejecute el siguiente comando para validar los cambios en el archivo de configuración del nodo:

sudo storagegrid node validate node-name

Solucione todos los errores o advertencias antes de continuar con el siguiente paso.

5. Ejecute el siguiente comando para actualizar la configuración del nodo:

sudo storagegrid node reload node-name

Después de terminar

• Si ha añadido una o varias interfaces de línea externa, vaya a. "Configure las interfaces VLAN" Para
configurar una o varias interfaces VLAN para cada nueva interfaz principal.

• Si ha añadido una o varias interfaces de acceso, vaya a. "configuración de grupos de alta disponibilidad" Y
añadir las nuevas interfaces directamente a los grupos de alta disponibilidad.

VMware: Añada tronco o interfaces de acceso a un nodo

Puede añadir un enlace troncal o una interfaz de acceso a un nodo de máquina virtual
una vez que se ha instalado el nodo. Las interfaces que agregue se muestran en la
página interfaces de VLAN y la página ha groups.

Antes de empezar

• Tiene acceso a las instrucciones para "Instalación de StorageGRID en su plataforma VMware".
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• Tiene máquinas virtuales VMware Node de administrador y Gateway Node.

• Tiene una subred de red que no se utiliza como Grid, Admin o Client Network.

• Usted tiene la Passwords.txt archivo.

• Ya tienes "permisos de acceso específicos".

No intente agregar interfaces a un nodo mientras haya una actualización de software, un
procedimiento de recuperación o un procedimiento de expansión activo.

Acerca de esta tarea

Siga estos pasos para añadir una o varias interfaces adicionales a un nodo de VMware después de instalar el
nodo. Por ejemplo, es posible que desee agregar una interfaz troncal a un nodo de administración o puerta de
enlace, de modo que pueda utilizar interfaces VLAN para separar el tráfico que pertenece a diferentes
aplicaciones o inquilinos. O bien, puede que desee añadir una interfaz de acceso para utilizarla en un grupo
de alta disponibilidad.

Si añade una interfaz troncal, debe configurar una interfaz VLAN en StorageGRID. Si agrega una interfaz de
acceso, puede añadir la interfaz directamente a un grupo de alta disponibilidad; no es necesario configurar
una interfaz de VLAN.

Es posible que el nodo no esté disponible durante un breve periodo de tiempo cuando se añaden interfaces.

Pasos

1. En vCenter, añada un nuevo adaptador de red (tipo VMXNEL3) a una máquina virtual de nodo de
administración y nodo de puerta de enlace. Seleccione las casillas de verificación Connected y Connect
at Power On.

2. Use SSH para iniciar sesión en el nodo de administrador o en el nodo de puerta de enlace.

3. Uso ip link show para confirmar que se ha detectado la nueva interfaz de red ens256.
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ip link show

1: lo: <LOOPBACK,UP,LOWER_UP> mtu 65536 qdisc noqueue state UNKNOWN mode

DEFAULT group default qlen 1000

    link/loopback 00:00:00:00:00:00 brd 00:00:00:00:00:00

2: eth0: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1400 qdisc mq state UP

mode DEFAULT group default qlen 1000

    link/ether 00:50:56:a0:4e:5b brd ff:ff:ff:ff:ff:ff

3: eth1: <BROADCAST,MULTICAST> mtu 1500 qdisc noop state DOWN mode

DEFAULT group default qlen 1000

    link/ether 00:50:56:a0:fa:ce brd ff:ff:ff:ff:ff:ff

4: eth2: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1400 qdisc mq state UP

mode DEFAULT group default qlen 1000

    link/ether 00:50:56:a0:d6:87 brd ff:ff:ff:ff:ff:ff

5: ens256: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1500 qdisc mq master

ens256vrf state UP mode DEFAULT group default qlen 1000

    link/ether 00:50:56:a0:ea:88 brd ff:ff:ff:ff:ff:ff

Después de terminar

• Si ha añadido una o varias interfaces de línea externa, vaya a. "Configure las interfaces VLAN" Para
configurar una o varias interfaces VLAN para cada nueva interfaz principal.

• Si ha añadido una o varias interfaces de acceso, vaya a. "configuración de grupos de alta disponibilidad" Y
añadir las nuevas interfaces directamente a los grupos de alta disponibilidad.

Configurar servidores DNS

Puede agregar, actualizar y eliminar servidores DNS, de manera que pueda utilizar
nombres de host de nombre de dominio completo (FQDN) en lugar de direcciones IP.

Para utilizar nombres de dominio completos (FQDN) en lugar de direcciones IP al especificar nombres de host
para destinos externos, especifique la dirección IP de cada servidor DNS que utilizará. Estas entradas se
utilizan para AutoSupport, correos electrónicos de alerta, notificaciones SNMP, extremos de servicios de
plataforma, pools de almacenamiento en la nube, y mucho más.

Antes de empezar

• Ha iniciado sesión en Grid Manager mediante un "navegador web compatible".

• Usted tiene la "Permiso de mantenimiento o acceso raíz".

• Tiene las direcciones IP de los servidores DNS que se van a configurar.

Acerca de esta tarea

Para garantizar que el funcionamiento sea correcto, especifique dos o tres servidores DNS. Si especifica más
de tres, es posible que solo se utilicen tres debido a las limitaciones conocidas del sistema operativo en
algunas plataformas. Si tiene restricciones de enrutamiento en su entorno, puede "Personalice la lista de
servidores DNS" Para nodos individuales (normalmente todos los nodos en un sitio) para usar un conjunto
diferente de hasta tres servidores DNS.

Si es posible, utilice servidores DNS a los que cada sitio puede acceder localmente para asegurarse de que
un sitio islandn pueda resolver los FQDN para destinos externos.
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Añada un servidor DNS

Siga estos pasos para agregar un servidor DNS.

Pasos

1. Seleccione MANTENIMIENTO > Red > Servidores DNS.

2. Seleccione Agregar otro servidor para agregar un servidor DNS.

3. Seleccione Guardar.

Modificar un servidor DNS

Siga estos pasos para modificar un servidor DNS.

Pasos

1. Seleccione MANTENIMIENTO > Red > Servidores DNS.

2. Seleccione la dirección IP del nombre del servidor que desea editar y realice los cambios necesarios.

3. Seleccione Guardar.

Eliminar un servidor DNS

Siga estos pasos para eliminar una dirección IP de un servidor DNS.

Pasos

1. Seleccione MANTENIMIENTO > Red > Servidores DNS.

2. Seleccione el icono de eliminar  Junto a la dirección IP.

3. Seleccione Guardar.

Modifique la configuración de DNS para un solo nodo de grid

En lugar de configurar el DNS globalmente para toda la implementación, puede ejecutar
un script para configurar DNS de manera diferente para cada nodo de grid.

En general, debe utilizar la opción MANTENIMIENTO > Red > Servidores DNS en Grid Manager para
configurar los servidores DNS. Utilice la siguiente secuencia de comandos sólo si necesita usar servidores
DNS diferentes para nodos de cuadrícula diferentes.

Pasos

1. Inicie sesión en el nodo de administración principal:

a. Introduzca el siguiente comando: ssh admin@primary_Admin_Node_IP

b. Introduzca la contraseña que aparece en Passwords.txt archivo.

c. Introduzca el siguiente comando para cambiar a la raíz: su -

d. Introduzca la contraseña que aparece en Passwords.txt archivo.

Cuando ha iniciado sesión como root, el símbolo del sistema cambia de $ para #.

e. Añada la clave privada SSH al agente SSH. Introduzca: ssh-add

f. Introduzca la contraseña de acceso SSH que aparece en la Passwords.txt archivo.
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2. Inicie sesión en el nodo que desea actualizar con una configuración DNS personalizada: ssh
node_IP_address

3. Ejecute el script de configuración de DNS: setup_resolv.rb.

El script responde con la lista de comandos admitidos.

Tool to modify external name servers

available commands:

  add search <domain>

               add a specified domain to search list

               e.g.> add search netapp.com

  remove search <domain>

               remove a specified domain from list

               e.g.> remove search netapp.com

  add nameserver <ip>

               add a specified IP address to the name server list

               e.g.> add nameserver 192.0.2.65

  remove nameserver <ip>

               remove a specified IP address from list

               e.g.> remove nameserver 192.0.2.65

  remove nameserver all

               remove all nameservers from list

  save         write configuration to disk and quit

  abort        quit without saving changes

  help         display this help message

Current list of name servers:

    192.0.2.64

Name servers inherited from global DNS configuration:

    192.0.2.126

    192.0.2.127

Current list of search entries:

    netapp.com

Enter command [`add search <domain>|remove search <domain>|add

nameserver <ip>`]

              [`remove nameserver <ip>|remove nameserver

all|save|abort|help`]

4. Añada la dirección IPv4 de un servidor que proporcione servicio de nombres de dominio para la red: add
<nameserver IP_address>

5. Repita el add nameserver comando para agregar servidores de nombres.

6. Siga las instrucciones que se le indiquen para otros comandos.
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7. Guarde los cambios y salga de la aplicación: save

8. cierre el shell de comandos en el servidor: exit

9. Para cada nodo de cuadrícula, repita los pasos desde inicie sesión en el nodo por cierre del shell de
comandos.

10. Cuando ya no necesite un acceso sin contraseñas a otros servidores, quite la clave privada del agente
SSH. Introduzca: ssh-add -D

Gestione servidores NTP

Puede añadir, actualizar o quitar servidores de protocolo de tiempo de redes (NTP) para
garantizar que los datos se sincronicen de forma precisa entre los nodos de grid del
sistema StorageGRID.

Antes de empezar

• Ha iniciado sesión en Grid Manager mediante un "navegador web compatible".

• Usted tiene la "Permiso de mantenimiento o acceso raíz".

• Tiene la clave de acceso de aprovisionamiento.

• Tiene las direcciones IPv4 de los servidores NTP para configurar.

Cómo utiliza StorageGRID NTP

El sistema StorageGRID utiliza el protocolo de hora de redes (NTP) para sincronizar la hora entre todos los
nodos de grid de la cuadrícula.

Se asigna el rol NTP principal en cada sitio, al menos dos nodos del sistema StorageGRID. Se sincronizan
con un mínimo sugerido de cuatro, y un máximo de seis, fuentes de tiempo externas y entre sí. Todos los
nodos del sistema StorageGRID que no son un nodo NTP principal actúan como cliente NTP y se sincronizan
con estos nodos NTP principales.

Los servidores NTP externos se conectan a los nodos a los que se asignaron anteriormente roles NTP
primarios. Por este motivo, se recomienda especificar al menos dos nodos con roles NTP principales.

Directrices del servidor NTP

Siga estas directrices para protegerse contra problemas de tiempo:

• Los servidores NTP externos se conectan a los nodos a los que se asignaron anteriormente roles NTP
primarios. Por este motivo, se recomienda especificar al menos dos nodos con roles NTP principales.

• Asegúrese de que al menos dos nodos en cada sitio puedan acceder al menos a cuatro orígenes NTP
externos. Si solo un nodo de un sitio puede acceder a los orígenes NTP, se producirán problemas de
tiempo si ese nodo falla. Además, designar dos nodos por sitio como orígenes NTP primarios garantiza
una sincronización precisa si un sitio está aislado del resto de la cuadrícula.

• Los servidores NTP externos especificados deben usar el protocolo NTP. Debe especificar las referencias
del servidor NTP de estratum 3 o superior para evitar problemas con la desviación del tiempo.
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Al especificar el origen NTP externo para una instalación de StorageGRID en el nivel de
producción, no use el servicio Windows Time (W32Time) en una versión de Windows anterior a
Windows Server 2016. El servicio de hora en versiones anteriores de Windows no es lo
suficientemente preciso y no es compatible con Microsoft para su uso en entornos de alta
precisión, incluido StorageGRID. Para obtener más información, consulte "Límite de soporte
para configurar el servicio de tiempo de Windows para entornos de alta precisión".

Configure los servidores NTP

Siga estos pasos para agregar, actualizar o eliminar servidores NTP.

Pasos

1. Seleccione MANTENIMIENTO > Red > Servidores NTP.

2. En la sección Servidores, agregue, actualice o elimine entradas del servidor NTP, según sea necesario.

Debe incluir al menos cuatro servidores NTP y puede especificar hasta seis servidores.

3. Introduzca la contraseña de aprovisionamiento para su sistema StorageGRID y, a continuación, seleccione
Guardar.

La página está deshabilitada hasta que se completen las actualizaciones de configuración.

Si todos los servidores NTP no superan la prueba de conexión después de guardar los
nuevos servidores NTP, no continúe. Póngase en contacto con el soporte técnico.

Resuelva problemas del servidor NTP

Si tiene problemas con la estabilidad o disponibilidad de los servidores NTP especificados originalmente
durante la instalación, puede actualizar la lista de orígenes NTP externos que utiliza el sistema StorageGRID
agregando servidores adicionales o actualizando o quitando servidores existentes.

Restaure la conectividad de red para nodos aislados

En determinadas circunstancias, como los cambios de dirección IP en todo el sitio o en la
cuadrícula, es posible que uno o más grupos de nodos no puedan ponerse en contacto
con el resto de la cuadrícula.

Acerca de esta tarea

En Grid Manager (SUPPORT > Tools > Grid topolog), si un nodo es gris, o si un nodo es azul con muchos
de sus servicios que muestran un estado distinto de la ejecución, debe comprobar el aislamiento de nodo.
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Entre las consecuencias de tener nodos aislados se incluyen las siguientes:

• Si se aíslan varios nodos, es posible que no pueda iniciar sesión o acceder a Grid Manager.

• Si se aíslan varios nodos, es posible que los valores de cuota y uso de almacenamiento que se muestran
en la consola del administrador de inquilinos estén desactualizados. Los totales se actualizarán cuando se
restaure la conectividad de red.

Para resolver el problema de aislamiento, se ejecuta una utilidad de línea de comandos en cada nodo aislado
o en un nodo de un grupo (todos los nodos de una subred que no contiene el nodo de administración
principal) que está aislado de la cuadrícula. La utilidad proporciona a los nodos la dirección IP de un nodo no
aislado en la cuadrícula, lo que permite que el nodo aislado o grupo de nodos vuelva a ponerse en contacto
con toda la cuadrícula.

Si el sistema de nombres de dominio de multidifusión (mDNS) está desactivado en las redes, es
posible que la utilidad de línea de comandos tenga que ejecutarse en cada nodo aislado.

Pasos

1. Acceda al nodo y compruebe /var/local/log/dynip.log para mensajes de aislamiento.

Por ejemplo:

[2018-01-09T19:11:00.545] UpdateQueue - WARNING -- Possible isolation,

no contact with other nodes.

If this warning persists, manual action might be required.

Si utiliza la consola de VMware, contendrá un mensaje que podría aislar el nodo.

En las implementaciones de Linux, aparecerán mensajes de aislamiento en la
/var/log/storagegrid/node/<nodename>.log archivos.
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2. Si los mensajes de aislamiento son recurrentes y persistentes, ejecute el siguiente comando:

add_node_ip.py <address>

donde <address> Es la dirección IP de un nodo remoto conectado al grid.

# /usr/sbin/add_node_ip.py  10.224.4.210

Retrieving local host information

Validating remote node at address 10.224.4.210

Sending node IP hint for 10.224.4.210 to local node

Local node found on remote node. Update complete.

3. Verifique lo siguiente para cada nodo que estaba aislado previamente:

◦ Los servicios del nodo han comenzado.

◦ El estado del servicio Dynamic IP es Running después de ejecutar el storagegrid-status
comando.

◦ En el árbol de topología de cuadrícula, el nodo ya no aparece desconectado del resto de la cuadrícula.

Si ejecuta el add_node_ip.py el comando no resuelve el problema; podrían existir otros
problemas de red que deban resolverse.

Procedimientos de host y middleware

Linux: Migre el nodo de grid a un nuevo host

Puede migrar uno o varios nodos StorageGRID de un host Linux (el host de origen) a
otro host Linux (el host de destino) a fin de realizar el mantenimiento del host sin que la
funcionalidad o la disponibilidad del grid se vean afectadas.

Por ejemplo, es posible que desee migrar un nodo para realizar la aplicación de parches y el reinicio del
sistema operativo.

Antes de empezar

• Ha planificado su implementación de StorageGRID para incluir el soporte para la migración.

◦ "Requisitos de migración de contenedores de nodos para Red Hat Enterprise Linux"

◦ "Requisitos de migración de contenedores de nodos para Ubuntu o Debian"

• El host de destino ya está preparado para el uso de StorageGRID.

• El almacenamiento compartido se utiliza para todos los volúmenes de almacenamiento por nodo

• Las interfaces de red tienen nombres consistentes entre los hosts.
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En una implementación de producción, no ejecute más de un nodo de almacenamiento en un
único host. El uso de un host dedicado para cada nodo de almacenamiento proporciona un
dominio de fallo aislado.

Existen otros tipos de nodos, como los nodos de administrador o los nodos de pasarela, que se
pueden implementar en el mismo host. Sin embargo, si tiene varios nodos del mismo tipo (dos
nodos de Gateway, por ejemplo), no instale todas las instancias en el mismo host.

Exportar nodo desde el host de origen

Como primer paso, cierre el nodo de la cuadrícula y expórtelo desde el host de Linux de origen.

Ejecute los siguientes comandos en el source host.

Pasos

1. Obtenga el estado de todos los nodos que actualmente se ejecutan en el host de origen.

sudo storagegrid node status all

Resultado de ejemplo:

Name Config-State Run-State

DC1-ADM1 Configured Running

DC1-ARC1 Configured Running

DC1-GW1 Configured Running

DC1-S1 Configured Running

DC1-S2 Configured Running

DC1-S3 Configured Running

2. Identifique el nombre del nodo que desea migrar y pararlo si su estado de ejecución está en ejecución.

sudo storagegrid node stop DC1-S3

Resultado de ejemplo:

Stopping node DC1-S3

Waiting up to 630 seconds for node shutdown

3. Exporte el nodo desde el host de origen.

sudo storagegrid node export DC1-S3

Resultado de ejemplo:

Finished exporting node DC1-S3 to /dev/mapper/sgws-dc1-s3-var-local.

Use 'storagegrid node import /dev/mapper/sgws-dc1-s3-var-local' if you

want to import it again.
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4. Tome nota de la import comando sugerido en el resultado.

Este comando se ejecutará en el host de destino en el paso siguiente.

Importar nodo en host de destino

Después de exportar el nodo desde el host de origen, debe importar y validar el nodo en el host de destino. La
validación confirma que el nodo tiene acceso a los mismos dispositivos de interfaz de red y de
almacenamiento basado en bloques que los que tenía en el host de origen.

Ejecute los siguientes comandos en el host de destino.

Pasos

1. Importe el nodo en el host de destino.

sudo storagegrid node import /dev/mapper/sgws-dc1-s3-var-local

Resultado de ejemplo:

Finished importing node DC1-S3 from /dev/mapper/sgws-dc1-s3-var-local.

You should run 'storagegrid node validate DC1-S3'

2. Valide la configuración del nodo en el host nuevo.

sudo storagegrid node validate DC1-S3

Resultado de ejemplo:

Confirming existence of node DC1-S3... PASSED

Checking configuration file /etc/storagegrid/nodes/DC1-S3.conf for node

DC1-S3... PASSED

Checking for duplication of unique values... PASSED

3. Si se produce algún error de validación, haga una dirección antes de iniciar el nodo migrado.

Para obtener información sobre la solución de problemas, consulte las instrucciones de instalación de
StorageGRID para el sistema operativo Linux.

◦ "Instalar StorageGRID en Red Hat Enterprise Linux"

◦ "Instalar StorageGRID en Ubuntu o Debian"

Inicie el nodo migrado

Después de validar el nodo migrado, inicie el nodo ejecutando un comando en el host de destino.

Pasos

1. Inicie el nodo en el host nuevo.

sudo storagegrid node start DC1-S3
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2. Inicie sesión en Grid Manager y compruebe que el estado del nodo es verde sin alerta.

Comprobar que el estado del nodo sea verde garantiza que el nodo migrado se haya
reiniciado completamente y se vuelva a unir al grid. Si el estado no es verde, no migre
ningún nodo adicional para que no tenga más de un nodo fuera de servicio.

3. Si no puede acceder a Grid Manager, espere 10 minutos y, a continuación, ejecute el siguiente comando:

sudo storagegrid node status _node-name

Confirme que el nodo migrado tiene un estado Run-State de Running.

Mantenimiento de nodos de archivado para middleware TSM

Los nodos de archivado pueden configurarse para dar como objetivo una cinta mediante
un servidor de middleware de TSM o el cloud a través de la API S3. Una vez completada
la configuración, no se puede cambiar el destino de un nodo de archivado.

Si el servidor que aloja el nodo de archivado falla, sustituya el servidor y siga el procedimiento de
recuperación adecuado.

Fallo en dispositivos de almacenamiento de archivado

Si determina que hay un error en el dispositivo de almacenamiento de archivado al que está accediendo el
nodo de archivado a través de Tivoli Storage Manager (TSM), desconecte el nodo de archivado para limitar el
número de alarmas mostradas en el sistema StorageGRID. Entonces, puede utilizar las herramientas
administrativas del servidor de TSM o del dispositivo de almacenamiento, o ambas, para diagnosticar y
resolver el problema.

Desconecte el componente de destino

Antes de llevar a cabo cualquier mantenimiento del servidor de middleware TSM que pudiera hacer que no
esté disponible para el nodo de archivado, desconecte el componente de destino para limitar el número de
alarmas que se activan si el servidor de middleware TSM deja de estar disponible.

Antes de empezar

Ha iniciado sesión en Grid Manager mediante un "navegador web compatible".

Pasos

1. Seleccione SUPPORT > Tools > Topología de cuadrícula.

2. Seleccione nodo de archivo > ARC > objetivo > Configuración > Principal.

3. Cambie el valor de Estado de Tivoli Storage Manager a sin conexión y haga clic en aplicar cambios.

4. Una vez finalizado el mantenimiento, cambie el valor de estado de Tivoli Storage Manager a Online y
haga clic en aplicar cambios.

Herramientas administrativas de Tivoli Storage Manager

La herramienta dsmadmc es la consola administrativa del servidor de middleware TSM que está instalado en
el nodo de archivado. Puede acceder a la herramienta escribiendo dsmadmc en la línea de comandos del
servidor. Inicie sesión en la consola administrativa con el mismo nombre de usuario administrativo y
contraseña configurados para el servicio ARC.
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La tsmquery.rb se creó una secuencia de comandos para generar información de estado de dsmadmc de
forma más legible. Este script se puede ejecutar introduciendo el siguiente comando en la línea de comandos
del nodo de archivado: /usr/local/arc/tsmquery.rb status

Para obtener más información acerca del dsmadmc de la consola administrativa de TSM, consulte Tivoli

Storage Manager for Linux: Administratorʹs Reference.

Objeto no disponible de forma permanente

Cuando el nodo de archivado solicita un objeto desde el servidor de Tivoli Storage Manager (TSM) y la
recuperación falla, el nodo de archivado vuelve a intentar la solicitud después de un intervalo de 10 segundos.
Si el objeto no está disponible de forma permanente (por ejemplo, debido a que el objeto está dañado en
cinta), la API de TSM no tiene forma de indicarlo en el nodo de archivado, por lo que el nodo de archivado
continúa reintentando la solicitud.

Cuando se produce esta situación, se activa una alarma y el valor continúa aumentando. Para ver la alarma,
seleccione SUPPORT > Tools > Topología de cuadrícula. A continuación, seleccione nodo de archivo >
ARC > recuperar > fallos de solicitud.

Si el objeto no está disponible permanentemente, debe identificar el objeto y, a continuación, cancelar
manualmente la solicitud del nodo de archivado como se describe en el procedimiento, Determinar si los
objetos no están disponibles de forma permanente.

Una recuperación también puede fallar si el objeto no está disponible temporalmente. En este caso, las
posteriores solicitudes de recuperación deberían tener éxito en algún momento.

Si el sistema StorageGRID está configurado para utilizar una regla de ILM que crea una única copia de objeto
y esa copia no se puede recuperar, el objeto se pierde y no se puede recuperar. Sin embargo, debe seguir el
procedimiento para determinar si el objeto no está disponible permanentemente para limpiar el sistema
StorageGRID, cancelar la solicitud del nodo de archivado y depurar los metadatos del objeto perdido.

Determinar si los objetos no están disponibles de forma permanente

Puede determinar si los objetos no están disponibles de forma permanente realizando una solicitud mediante
la consola administrativa de TSM.

Antes de empezar

• Ya tienes "permisos de acceso específicos".

• Usted tiene la Passwords.txt archivo.

• Tiene la dirección IP de un nodo de administración.

Acerca de esta tarea

Este ejemplo se proporciona para su información. Este procedimiento no puede ayudarle a identificar todas las
condiciones de fallo que podrían dar lugar a objetos o volúmenes de cinta no disponibles. Para obtener
información acerca de la administración de TSM, consulte la documentación de TSM Server.

Pasos

1. Inicie sesión en un nodo de administrador:

a. Introduzca el siguiente comando: ssh admin@Admin_Node_IP

b. Introduzca la contraseña que aparece en Passwords.txt archivo.

2. Identifique el objeto o objetos que no ha podido recuperar el nodo de archivado:
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a. Vaya al directorio que contiene los archivos del registro de auditoría: cd /var/local/log

El archivo de registro de auditoría activo se denomina audit.log. Una vez al día, el activo audit.log
el archivo se guardará y se guardará un nuevo audit.log se ha iniciado el archivo. El nombre del
archivo guardado indica cuándo se guardó, en el formato yyyy-mm-dd.txt. Después de un día, el
archivo guardado se comprime y cambia su nombre, en el formato yyyy-mm-dd.txt.gz, que
conserva la fecha original.

b. Busque en el archivo de registro de auditoría correspondiente los mensajes que indican que no se
puede recuperar un objeto archivado. Por ejemplo, introduzca: grep ARCE audit.log | less -n

Cuando un objeto no se puede recuperar de un nodo de archivado, el mensaje de auditoría de ARCE
(fin de recuperación de objeto de archivado) muestra ARUN (middleware de archivo no disponible) o
GERR (error general) en el campo Resultado. La siguiente línea de ejemplo del registro de auditoría
muestra que EL mensaje ARCE terminó con el resultado ARUN para CBID 498D8A1F681F05B3.

[AUDT:[CBID(UI64):0x498D8A1F681F05B3][VLID(UI64):20091127][RSLT(FC32

):ARUN][AVER(UI32):7]

[ATIM(UI64):1350613602969243][ATYP(FC32):ARCE][ANID(UI32):13959984][A

MID(FC32):ARCI]

[ATID(UI64):4560349751312520631]]

Para obtener más información, consulte las instrucciones para comprender los mensajes de auditoría.

c. Registre el CBID de cada objeto que tenga un fallo en la solicitud.

También es posible que desee registrar la siguiente información adicional utilizada por TSM para
identificar los objetos guardados por el nodo de archivado:

▪ Nombre del espacio de archivos: Equivalente al ID del nodo de archivado. Para encontrar el ID
de nodo de archivado, seleccione SUPPORT > Tools > Topología de cuadrícula. A continuación,
seleccione nodo de archivo > ARC > objetivo > Descripción general.

▪ Nombre de alto nivel: Equivalente al ID de volumen asignado al objeto por el nodo de archivado.
El ID del volumen tiene el formato de una fecha (por ejemplo, 20091127), y se registra como el
VLID del objeto en el archivo de mensajes de auditoría.

▪ Nombre de nivel bajo: Equivalente al CBID asignado a un objeto por el sistema StorageGRID.

d. Cierre la sesión del shell de comandos: exit

3. Compruebe el servidor TSM para ver si los objetos identificados en el paso 2 no están disponibles de
forma permanente:

a. Inicie sesión en la consola administrativa del servidor TSM: dsmadmc

Utilice el nombre de usuario administrativo y la contraseña configurados para el servicio ARC.
Introduzca el nombre de usuario y la contraseña en Grid Manager. (Para ver el nombre de usuario,
seleccione SUPPORT > Tools > Topología de cuadrícula. A continuación, seleccione nodo de
archivo > ARC > objetivo > Configuración.)

b. Determine si el objeto no está disponible de forma permanente.

Por ejemplo, puede buscar en el registro de actividades de TSM un error de integridad de datos para
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ese objeto. En el ejemplo siguiente se muestra una búsqueda del registro de actividad del último día
de un objeto con CBID 498D8A1F681F05B3.

> query actlog begindate=-1 search=276C14E94082CC69

12/21/2008 05:39:15 ANR0548W Retrieve or restore

failed for session 9139359 for node DEV-ARC-20 (Bycast ARC)

processing file space /19130020 4 for file /20081002/

498D8A1F681F05B3 stored as Archive - data

integrity error detected. (SESSION: 9139359)

>

En función de la naturaleza del error, es posible que el CBID no se registre en el registro de
actividades de TSM. Es posible que sea necesario buscar el registro para otros errores de TSM
alrededor del momento en que se produce el fallo de la solicitud.

c. Si una cinta completa no está disponible de forma permanente, identifique los CBID de todos los
objetos almacenados en ese volumen: query content TSM_Volume_Name

donde TSM_Volume_Name Es el nombre de TSM para la cinta no disponible. A continuación se
muestra un ejemplo del resultado de este comando:

 > query content TSM-Volume-Name

Node Name     Type Filespace  FSID Client's Name for File Name

------------- ---- ---------- ---- ----------------------------

DEV-ARC-20    Arch /19130020  216  /20081201/ C1D172940E6C7E12

DEV-ARC-20    Arch /19130020  216  /20081201/ F1D7FBC2B4B0779E

La Client’s Name for File Name Es el mismo que el ID de volumen del nodo de archivado (o
TSM «nombre de nivel superior») seguido del CBID del objeto (o «nombre de nivel inferior» de TSM).
Es decir, la Client’s Name for File Name toma la forma /Archive Node volume ID
/CBID. En la primera línea del resultado de ejemplo, la Client’s Name for File Name es
/20081201/ C1D172940E6C7E12.

Recuerde también que el Filespace Es el ID de nodo del nodo de archivado.

Necesitará el CBID de cada objeto almacenado en el volumen y el ID de nodo del nodo de archivado para
cancelar la solicitud de recuperación.

4. Para cada objeto que no esté disponible de forma permanente, cancele la solicitud de recuperación y
emita un comando para informar al sistema StorageGRID de que la copia de objeto se ha perdido:

Use la Consola de ADE con precaución. Si la consola se utiliza incorrectamente, es posible
interrumpir las operaciones del sistema y dañar los datos. Introduzca los comandos
detenidamente y utilice únicamente los comandos documentados en este procedimiento.

a. Si aún no ha iniciado sesión en el nodo de archivado, inicie sesión de la siguiente manera:

i. Introduzca el siguiente comando: ssh admin@grid_node_IP
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ii. Introduzca la contraseña que aparece en Passwords.txt archivo.

iii. Introduzca el siguiente comando para cambiar a la raíz: su -

iv. Introduzca la contraseña que aparece en Passwords.txt archivo.

b. Acceder a la consola ADE del servicio ARC: telnet localhost 1409

c. Cancelar la solicitud del objeto: /proc/BRTR/cancel -c CBID

donde CBID Es el identificador del objeto que no se puede recuperar del TSM.

Si las únicas copias del objeto están en cinta, la solicitud de recuperación masiva se cancela con un
mensaje que indica que 1 solicitudes canceladas. Si existen copias del objeto en otro lugar del
sistema, la recuperación del objeto se procesa mediante un módulo diferente, por lo que la respuesta
al mensaje es “0 solicitudes canceladas”.

d. Emita un comando para notificar al sistema StorageGRID que se ha perdido una copia de objeto y que
se debe realizar una copia adicional: /proc/CMSI/Object_Lost CBID node_ID

donde CBID Es el identificador del objeto que no se puede recuperar del servidor TSM, y. node_ID Es
el ID de nodo del nodo de archivado en el que se produjo un error en la recuperación.

Debe introducir un comando independiente para cada copia de objeto perdida: No se admite la
introducción de un rango de CBID.

En la mayoría de los casos, el sistema StorageGRID empieza inmediatamente a realizar copias
adicionales de datos de objetos para garantizar que se sigue la política de ILM del sistema.

Sin embargo, si la regla de ILM para el objeto especifica que se debe hacer una sola copia y que
ahora se ha perdido esa copia, el objeto no se puede recuperar. En este caso, ejecute el
Object_Lost El comando purga los metadatos del objeto perdido desde el sistema StorageGRID.

Cuando la Object_Lost el comando se completa correctamente y se muestra el siguiente mensaje:

CLOC_LOST_ANS returned result ‘SUCS’

+

La /proc/CMSI/Object_Lost El comando sólo es válido para los objetos perdidos que
se almacenan en nodos de archivado.

a. Salga de la Consola de ADE: exit

b. Cierre la sesión del nodo de archivado: exit

5. Restablezca el valor de los fallos de solicitud en el sistema StorageGRID:

a. Vaya a nodo de archivo > ARC > recuperar > Configuración y seleccione Restablecer recuento de
fallos de solicitud.

b. Haga clic en aplicar cambios.

Información relacionada

"Administre StorageGRID"

119

https://docs.netapp.com/es-es/storagegrid-118/admin/index.html


"Revisar los registros de auditoría"

VMware: Configure la máquina virtual para el reinicio automático

Si la máquina virtual no se reinicia después de reiniciar el hipervisor de VMware
vSphere, es posible que deba configurar la máquina virtual para el reinicio automático.

Debe realizar este procedimiento si observa que una máquina virtual no se reinicia mientras recupera un nodo
de cuadrícula o realiza otro procedimiento de mantenimiento.

Pasos

1. En el árbol de VMware vSphere Client, seleccione la máquina virtual que no se ha iniciado.

2. Haga clic con el botón derecho del ratón en la máquina virtual y seleccione encendido.

3. Configure VMware vSphere Hypervisor para reiniciar la máquina virtual de forma automática en el futuro.
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