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Nodos de grid y servicios

Nodos y servicios de grid: Informacion general

El elemento basico de un sistema StorageGRID es el nodo de Grid. Los nodos contienen
servicios, que son moédulos de software que proporcionan un conjunto de funcionalidades
a un nodo de grid.

Tipos de nodos de cuadricula

El sistema StorageGRID utiliza cuatro tipos de nodos de grid:

Nodos de administracion

Proporcione servicios de gestion como la configuracion, la supervision y el registro del sistema. Cuando
inicia sesién en Grid Manager, se conecta a un nodo de administracién. Cada grid debe tener un nodo de
administrador primario y puede tener nodos de administrador no primarios adicionales para la redundancia.
Puede conectarse a cualquier nodo de administrador y cada nodo de administrador muestra una vista
similar del sistema StorageGRID. Sin embargo, se deben realizar los procedimientos de mantenimiento
usando el nodo de administracién principal.

Los nodos de administracion también se pueden usar para equilibrar la carga del trafico de clientes S3 y
Swift.

Consulte ";Qué es un nodo de administracion?"

Nodos de almacenamiento

Gestione y almacene metadatos y datos de objetos. Cada sitio del sistema StorageGRID debe tener al
menos tres nodos de almacenamiento.

Consulte ";Qué es un nodo de almacenamiento?"

Nodos de puerta de enlace (opcionales)
Proporcione una interfaz de equilibrio de carga que las aplicaciones cliente puedan utilizar para conectarse

a StorageGRID. Un equilibrador de carga dirige sin problemas a los clientes a un nodo de almacenamiento
optimo, de modo que el fallo de los nodos o incluso de todo un sitio sea transparente.
Consulte "; Qué es un nodo de puerta de enlace?"

Nodos de archivado (obsoleto)
Proporcionar una interfaz opcional a través de la cual los datos de objetos se pueden archivar en cinta.

Consulte ";Qué es un nodo de archivado?"

Nodos de hardware y software

Los nodos StorageGRID se pueden poner en marcha como nodos de dispositivo StorageGRID o como nodos
basados en software.

Nodos del dispositivo StorageGRID

Los dispositivos de hardware StorageGRID estan especialmente disefiados para su uso en un sistema



StorageGRID. Algunos dispositivos se pueden usar como nodos de almacenamiento. Otros dispositivos se
pueden usar como nodos de administrador o nodos de puerta de enlace. Puede combinar nodos de
dispositivos con nodos basados en software o poner en marcha grids de dispositivo completamente disefiados
que no tengan dependencias en hipervisores externos, almacenamiento ni hardware de computacion.

Consulte lo siguiente para obtener mas informacion sobre los dispositivos disponibles:

* "Documentacion del dispositivo StorageGRID"

» "Hardware Universe de NetApp"

Nodos basados en software

Los nodos de grid basados en software se pueden poner en marcha como maquinas virtuales de VMware o
en motores de contenedor en un host Linux.
* Maquina virtual (VM) en VMware vSphere: Consulte "Instale StorageGRID en VMware".

* En un motor de contenedores en Red Hat Enterprise Linux: Consulte "Instalar StorageGRID en Red Hat
Enterprise Linux".

» Dentro de un motor de contenedores en Ubuntu o Debian: Consulte "Instalar StorageGRID en Ubuntu o
Debian".

Utilice la "Herramienta de matriz de interoperabilidad de NetApp (IMT)" para determinar las versiones
compatibles.

Durante la instalacion inicial de un nuevo nodo de almacenamiento basado en software, puede especificar que
solo se utilice para "almacenar metadatos".

Servicios de StorageGRID

A continuacion, se muestra una lista completa de los servicios StorageGRID.

Servicio Descripcion Ubicacion
Promotor de servicios de Proporciona una interfaz para que el servicio  Servicio de equilibrio de carga
cuenta Load Balancer pueda consultar el Servicio de en los nodos de

cuenta en hosts remotos y proporciona administracién y de puerta de

notificaciones de cambios de configuracion de enlace
Load Balancer Endpoint al servicio Load

Balancer.
ADC (Controlador de dominio Mantiene informacion de topologia, Al menos tres nodos de
administrativo) proporciona servicios de autenticacion y almacenamiento que
responde a las consultas de los servicios LDR contienen el servicio ADC en
y CMN. cada sitio
AMS (Sistema de Gestion de  Supervisa y registra todos los eventos y Nodos de administracion
Auditoria) transacciones auditados del sistema en un

archivo de registro de texto.
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Servicio

ARCO (Archivo)

Cassandra Reaper

Servicio CHUNK

CMN (nodo de gestion de
configuracion)

DDS (almacén de datos

distribuidos)

DMV (Data Mover)

IP dinamica (dynip)

Grafana

Alta disponibilidad

Identidad (no)

Arbitro Lambda

Equilibrador de carga (nginx-
aw)

Descripcion

Ofrece la interfaz de gestion con la que se
configuran las conexiones a un
almacenamiento de archivado externo, como
cloud a través de una interfaz S3 o una cinta

a través del middleware TSM.

Realiza reparaciones automaticas de

metadatos de objetos.

Gestiona datos codificados de borrado y

fragmentos de paridad.

Gestiona las configuraciones de todo el
sistema y las tareas de grid. Cada grid tiene

un servicio CMN.

Interactia con la base de datos de Cassandra
para gestionar los metadatos de objetos.

Mueve los datos a extremos de cloud.

Supervisa la cuadricula para los cambios

dinamicos de IP y actualiza las
configuraciones locales.

Se utiliza para la visualizacion de métricas en

Grid Manager.

Gestiona las IP virtuales de alta disponibilidad
en los nodos configurados en la pagina High
Availability Groups. Este servicio también se
conoce como servicio de keepalived.

Federe las identidades de usuario de LDAP y

Active Directory.

Gestiona solicitudes S3 Select ObjectContent.

Proporciona el equilibrio de carga del trafico
de S3 y Swift desde los clientes a los nodos
de almacenamiento. El servicio Load
Balancer se puede configurar a través de la
pagina de configuracion Load Balancer
Endpoints. Este servicio también se conoce

Como servicio nginx-gw.

Ubicacion

Nodos de archivado

Nodos de almacenamiento

Nodos de almacenamiento

Nodo de administrador
principal

Nodos de almacenamiento

Nodos de almacenamiento

Todos los nodos

Nodos de administracion

Nodos de administracion y
puerta de enlace

Nodos de almacenamiento
que usan el servicio ADC

Todos los nodos

Nodos de administracion y
puerta de enlace



Servicio Descripcion Ubicacion

LDR (enrutador de Gestiona el almacenamiento y la Nodos de almacenamiento
distribucion local) transferencia de contenido dentro de la
cuadricula.
Daemon de Control de Proporciona una interfaz para consultar y Todos los nodos
Servicio de Informacion gestionar servicios en otros nodos y para
MISCd gestionar configuraciones de entorno en el

nodo, como consultar el estado de los
servicios que se ejecutan en otros nodos.

nginx Actua como mecanismo de autenticacion y Todos los nodos
comunicacion segura para que varios
servicios de grid (como Prometheus y
Dynamic IP) puedan comunicarse con
servicios de otros nodos a través de las API

HTTPS.
nginx-gw Activa el servicio Load Balancer. Nodos de administracion y
puerta de enlace
NMS (Sistema de gestion de  Activa las opciones de supervision, Nodos de administracion
redes) generacion de informes y configuraciéon que

se muestran a través de Grid Manager.

Persistencia Administra los archivos del disco raiz que Todos los nodos
deben persistir durante un reinicio.

Prometheus Recopila métricas de series temporales de los Nodos de administracion
servicios en todos los nodos.

RSM (maquina de estado Garantiza que las solicitudes de servicio de la Nodos de almacenamiento

replicado) plataforma se envien a sus respectivos que usan el servicio ADC
extremos.

SSM (Monitor de estado del ~ Supervisa las condiciones del hardware e Hay una instancia presente

servidor) informa al servicio NMS. en cada nodo de cuadricula

Recolector de rastreo Realiza la recogida de seguimiento para Nodos de administracion

recopilar informacién que el soporte técnico
utiliza. El servicio de recopilacién de rastreo
utiliza el software Jaeger de codigo abierto.

¢, Qué es un nodo de administracion?

Los nodos de administracion, que proporcionan servicios de gestion como configuracion,
supervision y registro del sistema. Los nodos de administracion también se pueden usar



para equilibrar la carga del trafico de clientes S3 y Swift. Cada grid debe tener un nodo
de administrador primario y puede tener cualquier cantidad de nodos de administrador no
primarios por motivos de redundancia.

Diferencias entre los nodos de administracion primario y no principal

Cuando inicia sesioén en el administrador de grid o en el administrador de inquilinos, se conecta a un nodo de
administracién. Puede conectarse a cualquier nodo de administrador y cada nodo de administrador muestra
una vista similar del sistema StorageGRID. Sin embargo, el nodo de administracion principal proporciona mas
funcionalidad que los nodos de administracidn no principales. Por ejemplo, la mayoria de los procedimientos
de mantenimiento se deben realizar desde los nodos de administracién principales.

En la tabla se resumen las capacidades de los nodos ADMIN principales y no principales.

Funcionalidades Nodo de administrador Nodo de administrador
principal no primario

Incluye la AMS servicio Si Si

Incluye la CMN servicio Si No

Incluye la NMS servicio Si Si

Incluye la Prometheus servicio Si Si

Incluye la SSM servicio Si Si

Incluye la Equilibrador de carga y.. Alta disponibilidad  Si Si

servicios

Compatible con Interfaz del programa de aplicaciones Si Si

de gestion (api de gestion)

Se puede utilizar para todas las tareas de Si No
mantenimiento relacionadas con la red, por ejemplo,

el cambio de direccion IP y la actualizacién de

servidores NTP

Puede realizar un reequilibrio de EC tras la Si No
ampliacion del nodo de almacenamiento

Se puede utilizar para el procedimiento de Si Si
restauracion de volumenes

Puede recoger archivos de registro y datos del Si No
sistema de uno o mas nodos



Funcionalidades Nodo de administrador Nodo de administrador

principal no primario
Envia notificaciones de alerta, paquetes AutoSupport  Si. Actia como el Si. Actia como remitente
y capturas SNMP e informa remitente preferido. en espera.

Nodo de administracion de remitente preferido

Si la implementacion de StorageGRID incluye varios nodos de administracion, el nodo de administracion
principal es el remitente preferido para las notificaciones de alertas, los paquetes de AutoSupport, las capturas
e informes SNMP y las notificaciones de alarmas heredadas.

En operaciones normales del sistema, solo el remitente preferido envia notificaciones. Sin embargo, el resto
de los nodos de administracion supervisan el remitente preferido. Si se detecta un problema, otros nodos de
administracién actuan como remitentes en espera.

Es posible que se envien varias notificaciones en los siguientes casos:

+ Si los nodos de administracion pasan a ser “indistribuidos” entre si, tanto el remitente preferido como los
remitentes en espera intentaran enviar notificaciones, y es posible que se reciban varias copias de las
notificaciones.

« Si el remitente en espera detecta problemas con el remitente preferido y comienza a enviar notificaciones,
es posible que el remitente preferido recupere su capacidad para enviar notificaciones. Si esto ocurre, es
posible que se envien notificaciones duplicadas. El remitente en espera dejara de enviar notificaciones
cuando ya no detecte errores en el remitente preferido.

Cuando prueba los paquetes AutoSupport, todos los nodos de administracion envian la
@ prueba. Cuando prueba las notificaciones de alerta, debe iniciar sesion en cada nodo de
administrador para verificar la conectividad.

Servicios primarios para nodos de administracion

En la siguiente tabla se muestran los servicios principales de los nodos de administrador; sin embargo, esta
tabla no enumera todos los servicios de nodo.

Servicio Funcion de la tecla

Sistema de Gestion de Auditoria  Realiza un seguimiento de la actividad y los eventos del sistema.
(AMS)

Nodo de gestion de configuracion Gestiona la configuracion en todo el sistema.

(CMN)
[[alta disponibilidad]]Alta Administra direcciones IP virtuales de alta disponibilidad para grupos de
disponibilidad nodos de administracion y nodos de puerta de enlace.

Nota: este servicio también se encuentra en los nodos Gateway.



Servicio Funcion de la tecla

Equilibrador de carga Proporciona el equilibrio de carga del trafico de S3 y Swift desde los
clientes a los nodos de almacenamiento.

Nota: este servicio también se encuentra en los nodos Gateway.

Interfaz de programa de Procesa las solicitudes de la API de gestion de grid y la API de gestion
aplicaciones de gestion (mgmt-api) de inquilinos.

Sistema de gestion de redes Proporciona funcionalidad para Grid Manager.
(NMS)
Prometeo Recopila y almacena métricas de series temporales de los servicios en

todos los nodos.

Monitor de estado del servidor Supervisa el sistema operativo y el hardware subyacente.
(SSM)

¢ Qué es un nodo de almacenamiento?

Los nodos de almacenamiento gestionan y almacenan metadatos y datos de objetos.
Los nodos de almacenamiento incluyen los servicios y procesos necesarios para
almacenar, mover, verificar y recuperar datos y metadatos de objetos en el disco.

Cada sitio del sistema StorageGRID debe tener al menos tres nodos de almacenamiento.

Tipos de nodos de almacenamiento

Todos los nodos de almacenamiento que se instalaron antes de StorageGRID 11,8 almacenan tanto los
objetos como los metadatos de esos objetos. A partir de StorageGRID 11,8, se puede elegir el tipo de nodo de
almacenamiento para los nuevos nodos de almacenamiento basados en software:

Nodos de almacenamiento de objetos y metadatos

De manera predeterminada, todos los nodos de almacenamiento nuevos instalados en StorageGRID 11,8
almacenaran objetos y metadatos.

Nodos de almacenamiento solo de metadatos (solo nodos basados en software)

Puede especificar que se utilice un nuevo nodo de almacenamiento basado en software para almacenar
solo metadatos. También puede anadir un nodo de almacenamiento basado en software solo de metadatos
al sistema StorageGRID durante la ampliacion del sistema StorageGRID.

Solo puede seleccionar el tipo de nodo de almacenamiento cuando se instala inicialmente el

@ nodo basado en software o cuando se instala el nodo basado en software durante la
ampliacion del sistema StorageGRID. No puede cambiar el tipo después de completar la
instalacién del nodo.

Por lo general, no es necesario instalar un nodo solo de metadatos. Sin embargo, el uso de un nodo de
almacenamiento exclusivamente para metadatos puede tener sentido si el grid almacena una gran cantidad
de objetos pequenios. La instalaciéon de capacidad de metadatos dedicada proporciona un mejor equilibrio



entre el espacio necesario para una gran cantidad de objetos pequefios y el espacio necesario para los
metadatos de todos esos objetos.

Los recursos de nodos basados solo en metadatos de software deben coincidir con los recursos de nodos de
almacenamiento existentes. Por ejemplo:

+ Si el sitio de StorageGRID existente utiliza dispositivos SG6000 o SG6100, los nodos de solo metadatos
basados en software deben cumplir con los siguientes requisitos minimos:
> 128 GB DE MEMORIA RAM
> CPU de 8 nucleos
o SSD de 8 TB o almacenamiento equivalente para la base de datos Cassandra (rangedb/0)

+ Si el sitio StorageGRID existente utiliza nodos de almacenamiento virtual con 24 GB de RAM, 8 CPU de
nucleoy 3 TB 0 4TB TB de almacenamiento de metadatos, los nodos de solo metadatos basados en
software deben usar recursos similares (24 GB de RAM, CPU de 8 nucleos y 4TB GB de almacenamiento
de metadatos (rangedb/0).

Cuando se afade un sitio StorageGRID nuevo, la capacidad de metadatos total del sitio nuevo debe coincidir,
como minimo, con los sitios de StorageGRID existentes y los nuevos recursos del sitio deben coincidir con los
nodos de almacenamiento en los sitios de StorageGRID existentes.

Al instalar un grid con nodos solo de metadatos basados en software, el grid también debe contener un
numero minimo de nodos para el almacenamiento de objetos:

» Para un grid de sitio Unico, hay al menos dos nodos de almacenamiento configurados para objetos y
metadatos.

» Para un grid de varios sitios, al menos un nodo de almacenamiento por sitio esta configurado para objetos
y metadatos.

Los nodos de almacenamiento basados en software muestran una indicacion solo de metadatos para cada
nodo solo de metadatos en todas las paginas que enumeran el tipo de nodo de almacenamiento.

Servicios principales para nodos de almacenamiento

En la siguiente tabla se muestran los servicios principales de los nodos de almacenamiento; sin embargo, esta
tabla no enumera todos los servicios de los nodos.

@ Algunos servicios, como el servicio ADC y el servicio RSM, normalmente solo existen en tres
nodos de almacenamiento de cada sitio.

Servicio Funcion de la tecla

Cuenta (acct) Administra cuentas de arrendatario.



Servicio

Controlador de dominio
administrativo (ADC)

Cassandra

Cassandra Reaper

Segmento

Transmisor de datos
(dmv)

Funcion de la tecla

Mantiene la topologia y la configuracion en todo el grid.

Detalles

El servicio de controlador de dominio administrativo (ADC) autentica los
nodos de grid y sus conexiones entre si. El servicio ADC esta alojado en un
minimo de tres nodos de almacenamiento en un sitio.

El servicio ADC mantiene la informacion de topologia, incluida la ubicacion y
disponibilidad de los servicios. Cuando un nodo de cuadricula requiere
informacioén de otro nodo de cuadricula o una accion que debe realizar otro
nodo de cuadricula, se pone en contacto con un servicio de ADC para
encontrar el mejor nodo de cuadricula para procesar su solicitud. Ademas,
el servicio ADC conserva una copia de los paquetes de configuracion de la
implementacion de StorageGRID, lo que permite que cualquier nodo de grid
recupere la informacion de configuracion actual.

Para facilitar las operaciones distribuidas e iaterradas, cada servicio ADC
sincroniza certificados, paquetes de configuracion e informacién sobre
servicios y topologia con los otros servicios ADC del sistema StorageGRID.

En general, todos los nodos de grid mantienen una conexion al menos a un
servicio de ADC. De este modo se garantiza que los nodos grid accedan
siempre a la informacion mas reciente. Cuando los nodos de grid se
conectan, almacenan en caché los certificados de otros nodos de grid, lo
que permite que los sistemas continten funcionando con los nodos de grid
conocidos incluso cuando un servicio ADC no esta disponible. Los nuevos
nodos de grid solo pueden establecer conexiones mediante un servicio
ADC.

La conexion de cada nodo de cuadricula permite al servicio ADC recopilar
informacioén de topologia. Esta informacion sobre los nodos de grid incluye
la carga de CPU, el espacio en disco disponible (si tiene almacenamiento),
los servicios admitidos y el ID de sitio del nodo de grid. Otros servicios
solicitan al servicio ADC informacion de topologia a través de consultas de
topologia. El servicio ADC responde a cada consulta con la informacion mas
reciente recibida del sistema StorageGRID.

Almacena y protege los metadatos de objetos.

Realiza reparaciones automaticas de metadatos de objetos.

Gestiona datos codificados de borrado y fragmentos de paridad.

Transfiere datos a Cloud Storage Pools.



Servicio Funcion de la tecla

Almacén de datos Supervisa el almacenamiento de metadatos de objetos.

distribuidos (DDS)
Detalles

Cada nodo de almacenamiento incluye el servicio de almacén de datos
distribuidos (DDS). Este servicio interactua con la base de datos Cassandra
para realizar tareas en segundo plano sobre los metadatos de objetos
almacenados en el sistema StorageGRID.

El servicio DDS realiza un seguimiento del nimero total de objetos ingeridos
en el sistema StorageGRID, asi como del numero total de objetos ingeridos
a través de cada una de las interfaces compatibles del sistema (S3 o Swift).

Identidad (no) Federe las identidades de usuario de LDAP y Active Directory.

10



Servicio

Router de distribucion
local (LDR)

Funcion de la tecla

Procesa las solicitudes del protocolo de almacenamiento de objetos y gestiona
los datos de objetos en el disco.

11



Servicio Funcion de la tecla

Maquina de estado Garantiza que las solicitudes de servicios de la plataforma S3 se envien a sus
replicada (RSM) respectivos puntos finales.

Monitor de estado del Supervisa el sistema operativo y el hardware subyacente.

servidor (SSM)

parte aeil rapajo auro ael sisiema Slorageusriv al manejar 1as cargas ae
transferencia de datos y las funciones de trafico de datos.

¢ Qué es un nodo de puerta de enlace?

El servicio LDR se encarga de las siguientes tareas:
Los nodos de puerta de enlace proporcionan una interfaz de equilibrio de carga dedicada
que las aplicaciones cliente g@?/ugav%ift pueden utilizar para conectarse con StorageGRID.
El equilibrio de carga maximi&ivsadeie ersienyedecaimdibiid e easkd Mediante la
distribucién de la carga de trabzjedntae ehiktys nodos de almacenamiento. Los nodos de

puerta de enlace son opcional@scenamiento de datos de objetos

El servicio de equilibrador de caréaT@r@ES‘EZ%E;é@?{ 9@&9,%8&8%%50&9%3&%%@ Stotatety '8&QM?§Pag%n y
todos los nodos de puerta de enlac®RES P Hhinacion de las solicitudes de cliente de Seguridad de capa
de transporte (TLS), inspecciona 1aGesliciuttd sainesteheiente desdatoexiones seguras a los nodos de
almacenamiento. El servicio de englmté;?dor dg caFgfa g(l)rllgig#ng)é% mas a los clientes a un nodo de
almacenamiento optimo, de modo que o7 FAlTo dernodos o inerudain ditio completo sea transparente.

Configure uno 0 mas puntos fin%llesse Q’é?'gqlnﬁlﬁr?cigpl e &t Qapg?g GES IAﬁt%|%§a{O%vglg geSBuUeHl)Dyur%'g?HTTPS
o0 HTTP) que las solicitudes de&‘iﬁ%tge tgaagegg.g%igntes utilizaran para acceder a los servicios del
equilibrador de carga en los nodos de gateway y_édmlnistracién. El extremo de equilibrio de carga también
define el tipo de cliente (S3 o Swifff! SRR IENRLS IR AURMRAEDEHS AR IRUHRBsSSetMidasdo
bloqueados. Consulte "Consideradif24mer fiode almasanes QG)LR%??Q%Q%%}QQ“. conocidos como

volumenes de almacenamiento). Cada almacen de objetos es un punto

Segun sea necesario, puede agrufSrRRVRIS8EEP8RYER 8e varios nodos de gateway y nodos de
administracion en un grupo de alta disponibilidad (HA). Si falla la interfaz activa en el grupo HA, una interfaz

de backup puede gestionar la card"§AIABSRIER #e ANIBIRSHFHBMEIR deimacspanmicnto spddentifigan

disponibilidad". mediante un numero hexadecimal entre 0000 y 002F, que se conoce
como el ID del volumen. El espacio se reserva en el primer almacén de
. .. objetos (volumen 0) para los metadatos de objetos en una base de datos
Servicios principales para;pedasde R %9&85' Ente en ese volumen se usa para los
La siquiente tabl tra | datos de obé'elos. El reFto de alm cenesrtdedob‘l:ﬁos se utilizaE
a siguiente tabla muestra los serviCigs RINGILRAIRS RIS AL SHIGHL 8% 18 FERTR SIpRLPEFIRag5Ly

tabla no enumera todos los servimﬁgéir%m g'codificados para borrado

Servicio Funcion de la tecla

Alta disponibilidad Administra direcciones IP virtuales de alta disponibilidad para grupos de
nodos de administracion y nodos de puerta de enlace.

Nota: este servicio también se encuentra en los nodos de
administracion.

1 1VLIGUUVIVII UG 111G dauawvo

StorageGRID almacena metadatos de objetos en una base de datos de
Cassandra, que se conecta con el servicio LDR.

Para garantizar la redundancia y, por lo tanto, la proteccion contra la
pérdida, se mantienen tres copias de metadatos de objetos en cada sitio.
Esta replicacion no puede configurarse y se realiza de forma automatica.

Dara ahtanar mAg infarmaniAn songiilfa "Mactinna al almaranaminnta Aa
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https://docs.netapp.com/es-es/storagegrid-118/admin/managing-object-metadata-storage.html
https://docs.netapp.com/es-es/storagegrid-118/admin/managing-object-metadata-storage.html
https://docs.netapp.com/es-es/storagegrid-118/admin/managing-load-balancing.html
https://docs.netapp.com/es-es/storagegrid-118/admin/managing-high-availability-groups.html
https://docs.netapp.com/es-es/storagegrid-118/admin/managing-high-availability-groups.html

Servicio

Funcion de la tecla

Equilibrador de carga Proporciona un equilibrio de carga de capa 7 del trafico de S3 y Swift de

clientes a nodos de almacenamiento. Este es el mecanismo de
equilibrio de carga recomendado.

Nota: este servicio también se encuentra en los nodos de
administracion.

Monitor de estado del servidor Supervisa el sistema operativo y el hardware subyacente.

(SSM)

¢, Qué es un nodo de archivado?

La compatibilidad con los nodos de archivo esta obsoleta y se eliminara en una version

futura.

La compatibilidad con los nodos de archivo esta obsoleta y se eliminara en una version futura.
El traslado de objetos de un nodo de archivado a un sistema de almacenamiento de archivado
externo a través de la APl de S3 ha sido sustituido por los pools de almacenamiento en cloud
de ILM, que ofrecen mas funcionalidades.

La opcién Cloud Tiering - Simple Storage Service (S3) también queda obsoleta. Si esta
utilizando un nodo de archivado con esta opcion, "Migre sus objetos a un pool de
almacenamiento en la nube" en su lugar.

Ademas, debe eliminar los nodos de archivado de las politicas de ILM activas en StorageGRID
11,7 o versiones anteriores. La eliminacion de datos de objetos almacenados en nodos de
archivado simplificara las actualizaciones futuras. Consulte "Trabajar con reglas de ILM y
politicas de ILM".

Servicios principales para nodos de archivado

La siguiente tabla muestra los servicios principales para los nodos de archivado; sin embargo, esta tabla no
enumera todos los servicios de nodo.

Servicio Funcién de la tecla

Archivo (ARC) Se comunica con un sistema de almacenamiento en cinta externo Tivoli
Storage Manager (TSM).

Monitor de estado del servidor Supervisa el sistema operativo y el hardware subyacente.

(SSM)
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https://docs.netapp.com/es-es/storagegrid-118/admin/migrating-objects-from-cloud-tiering-s3-to-cloud-storage-pool.html
https://docs.netapp.com/es-es/storagegrid-118/admin/migrating-objects-from-cloud-tiering-s3-to-cloud-storage-pool.html
https://docs.netapp.com/es-es/storagegrid-118/ilm/working-with-ilm-rules-and-ilm-policies.html
https://docs.netapp.com/es-es/storagegrid-118/ilm/working-with-ilm-rules-and-ilm-policies.html

Informacién de copyright

Copyright © 2025 NetApp, Inc. Todos los derechos reservados. Imprimido en EE. UU. No se puede reproducir
este documento protegido por copyright ni parte del mismo de ninguna forma ni por ningin medio (grafico,
electrénico o mecanico, incluidas fotocopias, grabaciones o almacenamiento en un sistema de recuperacion
electrénico) sin la autorizacion previa y por escrito del propietario del copyright.

El software derivado del material de NetApp con copyright esta sujeto a la siguiente licencia y exencion de
responsabilidad:

ESTE SOFTWARE LO PROPORCIONA NETAPP «TAL CUAL» Y SIN NINGUNA GARANTIA EXPRESA O
IMPLICITA, INCLUYENDO, SIN LIMITAR, LAS GARANTIAS IMPLICITAS DE COMERCIALIZACION O
IDONEIDAD PARA UN FIN CONCRETO, CUYA RESPONSABILIDAD QUEDA EXIMIDA POR EL PRESENTE
DOCUMENTO. EN NINGUN CASO NETAPP SERA RESPONSABLE DE NINGUN DANO DIRECTO,
INDIRECTO, ESPECIAL, EJEMPLAR O RESULTANTE (INCLUYENDO, ENTRE OTROS, LA OBTENCION
DE BIENES O SERVICIOS SUSTITUTIVOS, PERDIDA DE USO, DE DATOS O DE BENEFICIOS, O
INTERRUPCION DE LAACTIVIDAD EMPRESARIAL) CUALQUIERA SEA EL MODO EN EL QUE SE
PRODUJERON Y LA TEORIA DE RESPONSABILIDAD QUE SE APLIQUE, YA SEA EN CONTRATO,
RESPONSABILIDAD OBJETIVA O AGRAVIO (INCLUIDA LA NEGLIGENCIA U OTRO TIPO), QUE SURJAN
DE ALGUN MODO DEL USO DE ESTE SOFTWARE, INCLUSO S| HUBIEREN SIDO ADVERTIDOS DE LA
POSIBILIDAD DE TALES DANOS.

NetApp se reserva el derecho de modificar cualquiera de los productos aqui descritos en cualquier momento y
sin aviso previo. NetApp no asume ningun tipo de responsabilidad que surja del uso de los productos aqui
descritos, excepto aquello expresamente acordado por escrito por parte de NetApp. El uso o adquisiciéon de
este producto no lleva implicita ninguna licencia con derechos de patente, de marcas comerciales o cualquier
otro derecho de propiedad intelectual de NetApp.

Es posible que el producto que se describe en este manual esté protegido por una o mas patentes de EE.
UU., patentes extranjeras o solicitudes pendientes.

LEYENDA DE DERECHOS LIMITADOS: el uso, la copia o la divulgacion por parte del gobierno estan sujetos
a las restricciones establecidas en el subparrafo (b)(3) de los derechos de datos técnicos y productos no
comerciales de DFARS 252.227-7013 (FEB de 2014) y FAR 52.227-19 (DIC de 2007).

Los datos aqui contenidos pertenecen a un producto comercial o servicio comercial (como se define en FAR
2.101) y son propiedad de NetApp, Inc. Todos los datos técnicos y el software informatico de NetApp que se
proporcionan en este Acuerdo tienen una naturaleza comercial y se han desarrollado exclusivamente con
fondos privados. El Gobierno de EE. UU. tiene una licencia limitada, irrevocable, no exclusiva, no transferible,
no sublicenciable y de alcance mundial para utilizar los Datos en relacion con el contrato del Gobierno de los
Estados Unidos bajo el cual se proporcionaron los Datos. Excepto que aqui se disponga lo contrario, los Datos
no se pueden utilizar, desvelar, reproducir, modificar, interpretar o mostrar sin la previa aprobacién por escrito
de NetApp, Inc. Los derechos de licencia del Gobierno de los Estados Unidos de América y su Departamento
de Defensa se limitan a los derechos identificados en la clausula 252.227-7015(b) de la seccién DFARS (FEB
de 2014).

Informacién de la marca comercial
NETAPP, el logotipo de NETAPP y las marcas que constan en http://www.netapp.com/TM son marcas

comerciales de NetApp, Inc. El resto de nombres de empresa y de producto pueden ser marcas comerciales
de sus respectivos propietarios.
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