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Configurar StorageGRID para FabricPool

Configurar StorageGRID para FabricPool

Si utiliza el software NetApp ONTAP , puede utilizar NetApp FabricPool para agrupar
datos inactivos en un sistema de almacenamiento de objetos NetApp StorageGRID .

Utilice estas instrucciones para:
» Conozca las consideraciones y las mejores practicas para configurar StorageGRID para una carga de
trabajo de FabricPool .

» Aprenda a configurar un sistema de almacenamiento de objetos StorageGRID para su uso con FabricPool.

» Aprenda cémo proporcionar los valores necesarios a ONTAP al adjuntar StorageGRID como un nivel de
nube de FabricPool .

Inicio rapido para configurar StorageGRID para FabricPool

o Planifique su configuracion

» Decida qué politica de niveles de volumen de FabricPool utilizara para organizar en niveles los datos
inactivos de ONTAP en StorageGRID.

* Planifique e instale un sistema StorageGRID para satisfacer sus necesidades de capacidad de
almacenamiento y rendimiento.

» Familiaricese con el software del sistema StorageGRID , incluido el"Administrador de red" y
el"Administrador de inquilinos" .

* Revise las mejores practicas de FabricPool para"Grupos HA" ,"balanceo de carga" ,"ILM" , y"mas" .
* Revise estos recursos adicionales, que brindan detalles sobre el uso y la configuracion de ONTAP y
FabricPool:

"TR-4598: Mejores practicas de FabricPool en ONTAP"

"Documentacion de ONTAP para FabricPool"

e Realizar tareas previas

Obtener el"Informacion necesaria para adjuntar StorageGRID como un nivel de nube" , incluido:

e Direcciones IP
* Nombres de dominio
 Certificado SSL

Opcionalmente, configure"federacion de identidades" y"inicio de sesion unico" .

e Configurar los ajustes de StorageGRID
Utilice StorageGRID para obtener los valores que ONTAP necesita para conectarse a la red.
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Usando el"Asistente de configuracion de FabricPool" Es la forma recomendada y mas rapida de configurar
todos los elementos, pero también puedes configurar cada entidad manualmente, si es necesario.

o Configurar ONTAP y DNS

Utilice ONTAP para"anadir un nivel de nube" que utiliza los valores StorageGRID . Entonces,"configurar
entradas DNS" para asociar direcciones IP a cualquier nombre de dominio que planee utilizar.

e Monitorear y gestionar

Cuando su sistema esté en funcionamiento, realice tareas continuas en ONTAP y StorageGRID para
administrar y monitorear la clasificacion de datos de FabricPool a lo largo del tiempo.

¢ Qué es FabricPool?

FabricPool es una solucion de almacenamiento hibrido ONTAP que utiliza un agregado flash de alto
rendimiento como nivel de rendimiento y un almacén de objetos como nivel de nube. El uso de agregados
habilitados FabricPool le ayuda a reducir el costo de almacenamiento sin comprometer el rendimiento, la
eficiencia ni la proteccion.

FabricPool asocia un nivel de nube (un almacén de objetos externo, como StorageGRID) con un nivel local
(un agregado de almacenamiento ONTAP ) para crear una coleccion compuesta de discos. Los volumenes
dentro de FabricPool pueden aprovechar la clasificacion en niveles al mantener los datos activos (calientes)
en un almacenamiento de alto rendimiento (el nivel local) y clasificar los datos inactivos (frios) en el almacén
de objetos externo (el nivel de nube).

No se requieren cambios arquitectonicos y puede continuar administrando sus datos y entorno de aplicaciones
desde el sistema de almacenamiento central ONTAP .

¢ Qué es StorageGRID?

NetApp StorageGRID es una arquitectura de almacenamiento que administra los datos como objetos, a
diferencia de otras arquitecturas de almacenamiento como el almacenamiento de archivos o bloques. Los
objetos se guardan dentro de un Unico contenedor (como un bucket) y no estan anidados como archivos
dentro de un directorio dentro de otros directorios. Aunque el almacenamiento de objetos generalmente ofrece
un rendimiento menor que el almacenamiento de archivos o bloques, es significativamente mas escalable. Los
depdsitos StorageGRID pueden contener petabytes de datos y miles de millones de objetos.

¢Por qué utilizar StorageGRID como un nivel de nube de FabricPool ?

FabricPool puede organizar datos de ONTAP en varios proveedores de almacenamiento de objetos, incluido
StorageGRID. A diferencia de las nubes publicas, que pueden establecer una cantidad maxima de
operaciones de entrada/salida admitidas por segundo (IOPS) a nivel de contenedor o bucket, el rendimiento
de StorageGRID se escala con la cantidad de nodos en un sistema. El uso de StorageGRID como un nivel de
nube de FabricPool le permite mantener sus datos frios en su propia nube privada para obtener el maximo
rendimiento y un control total sobre sus datos.

Ademas, no se requiere una licencia de FabricPool cuando se utiliza StorageGRID como nivel de nube.
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Informacion necesaria para adjuntar StorageGRID como un
nivel de nube

Antes de poder adjuntar StorageGRID como un nivel de nube para FabricPool, debe
realizar pasos de configuracién en StorageGRID y obtener ciertos valores para usar en
ONTAP.

¢ Qué valores necesito?

La siguiente tabla muestra los valores que debe configurar en StorageGRID y como ONTAP y el servidor DNS
utilizan esos valores.

Valor Donde se configura el valor Dénde se utiliza el valor
Direcciones IP virtuales (VIP) StorageGRID > Grupo de alta Entrada DNS
disponibilidad
Puerto StorageGRID > Punto final del Administrador del sistema ONTAP
balanceador de carga > Agregar nivel de nube
Certificado SSL StorageGRID > Punto final del Administrador del sistema ONTAP
balanceador de carga > Agregar nivel de nube
Nombre del servidor (FQDN) StorageGRID > Punto final del Entrada DNS

balanceador de carga

ID de clave de acceso y clave de StorageGRID > Inquilino y depdsito Administrador del sistema ONTAP
acceso secreta > Agregar nivel de nube

Nombre del cubo/contenedor StorageGRID > Inquilino y depodsito  Administrador del sistema ONTAP
> Agregar nivel de nube

¢, Como obtengo estos valores?

Dependiendo de sus necesidades, puede realizar cualquiera de las siguientes acciones para obtener la
informacién que necesita:

« Utilice el"Asistente de configuracion de FabricPool" . El asistente de configuraciéon de FabricPool lo ayuda
a configurar rapidamente los valores necesarios en StorageGRID y genera un archivo que puede usar
para configurar ONTAP System Manager. El asistente lo guia a través de los pasos necesarios y lo ayuda
a garantizar que su configuracion se ajuste a las mejores practicas de StorageGRID y FabricPool .

« Configure cada elemento manualmente. Luego, ingrese los valores en el Administrador del sistema
ONTAP o en la CLI de ONTAP . Siga estos pasos:

a. "Configurar un grupo de alta disponibilidad (HA) para FabricPool" .
b. "Crear un punto final de balanceador de carga para FabricPool" .
c. "Crear una cuenta de inquilino para FabricPool" .

d. Sign in en la cuenta del inquilino y"Crea el deposito y las claves de acceso para el usuario raiz" .
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e. Cree unaregla ILM para los datos de FabricPool y agréguela a sus politicas ILM activas. Ver
"Configurar ILM para datos de FabricPool" .

f. Opcionalmente,"crear una politica de clasificacion de trafico para FabricPool" .

Utilice el asistente de configuracién de FabricPool

Utilizar el asistente de configuracion de FabricPool : Consideraciones y requisitos

Puede utilizar el asistente de configuracion de FabricPool para configurar StorageGRID
como el sistema de almacenamiento de objetos para un nivel de nube de FabricPool .
Después de completar el asistente de configuracion, puede ingresar los detalles
necesarios en ONTAP System Manager.

Cuando utilizar el asistente de configuracion de FabricPool

El asistente de configuracion de FabricPool lo guia a través de cada paso de la configuracion de StorageGRID
para su uso con FabricPool y configura automaticamente ciertas entidades para usted, como las politicas de
clasificacion de trafico e ILM. Como parte de completar el asistente, descargara un archivo que puede usar
para ingresar valores en ONTAP System Manager. Utilice el asistente para configurar su sistema mas
rapidamente y asegurarse de que sus configuraciones se ajusten a las mejores practicas de StorageGRID y
FabricPool .

Suponiendo que tiene permiso de acceso de root, puede completar el asistente de configuracion de
FabricPool cuando comience a usar StorageGRID Grid Manager, o puede acceder y completar el asistente en
cualquier momento posterior. Dependiendo de sus requisitos, también puede configurar algunos o todos los
elementos necesarios manualmente y luego usar el asistente para reunir los valores que ONTAP necesita en
un solo archivo.

Utilice el asistente de configuracion de FabricPool a menos que sepa que tiene requisitos
especiales o0 que su implementacion requerira una personalizacion significativa.

Antes de utilizar el asistente

Confirme que ha completado estos pasos previos.

Revisar las mejores practicas

« Tienes una comprension general de la"Informacion necesaria para adjuntar StorageGRID como un nivel
de nube" .

* Ha revisado las mejores practicas de FabricPool para:
o "Grupos de alta disponibilidad (HA)"
o "Equilibrio de carga"

o "Normas y politicas de ILM"

Obtener direcciones IP y configurar interfaces VLAN

Si configura un grupo de alta disponibilidad, sabra a qué nodos se conectara ONTAP y qué red StorageGRID
se utilizara. También sabe qué valores ingresar para el CIDR de subred, la direccion IP de puerta de enlace y
las direcciones IP virtuales (VIP).
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Si planea utilizar una LAN virtual para segregar el trafico de FabricPool , ya ha configurado la interfaz VLAN.
Ver "Configurar interfaces VLAN" .

Configurar la federacion de identidades y el SSO

Si planea utilizar la federacion de identidad o el inicio de sesion Unico (SSO) para su sistema StorageGRID ,
debe habilitar estas funciones. También sabe qué grupo federado debe tener acceso raiz para la cuenta de
inquilino que utilizara ONTAP . Ver"Utilizar la federacion de identidades" y"Configurar el inicio de sesion unico"

Obtener y configurar nombres de dominio

» Sabe qué nombre de dominio completo (FQDN) utilizar para StorageGRID. Las entradas del servidor de
nombres de dominio (DNS) asignaran este FQDN a las direcciones IP virtuales (VIP) del grupo de alta
disponibilidad que cree mediante el asistente. Ver "Configurar el servidor DNS" .

« Si planea utilizar solicitudes alojadas virtuales de estilo S3, debe"nombres de dominio de punto final S3
configurados" . ONTAP utiliza URL de estilo de ruta de manera predeterminada, pero se recomienda
utilizar solicitudes de estilo alojado virtualmente.

Revisar los requisitos del balanceador de carga y del certificado de seguridad

Si planea utilizar el balanceador de carga StorageGRID , ha revisado las instrucciones
generales"Consideraciones para el equilibrio de carga" . Tienes los certificados que cargaras o los valores que
necesitas para generar un certificado.

Si planea utilizar un punto final de balanceador de carga externo (de terceros), debe tener el nombre de
dominio completo (FQDN), el puerto y el certificado para ese balanceador de carga.

Confirmar la configuracién del grupo de almacenamiento de ILM

Si instald inicialmente StorageGRID 11.6 o una version anterior, habra configurado el grupo de
almacenamiento que utilizara. En general, debe crear un grupo de almacenamiento para cada sitio
StorageGRID que utilizara para almacenar datos de ONTAP .

Este requisito previo no se aplica si instalé inicialmente StorageGRID 11.7 o 11.8. Cuando
instala inicialmente cualquiera de estas versiones, se crean automaticamente grupos de
almacenamiento para cada sitio.

Relacion entre ONTAP y el nivel de nube StorageGRID

El asistente de FabricPool lo guia a través del proceso de creacién de un unico nivel de nube StorageGRID
que incluye un inquilino StorageGRID , un conjunto de claves de acceso y un depodsito StorageGRID . Puede
conectar este nivel de nube de StorageGRID a uno o mas niveles locales de ONTAP .

La mejor practica general es conectar un unico nivel de nube a varios niveles locales en un cluster. Sin
embargo, dependiendo de sus requisitos, es posible que desee utilizar mas de un depdésito o incluso mas de
un inquilino de StorageGRID para los niveles locales en un solo cluster. El uso de diferentes depdsitos e
inquilinos le permite aislar los datos y el acceso a los datos entre los niveles locales de ONTAP , pero es un
poco mas complejo de configurar y administrar.

NetApp no recomienda adjuntar un solo nivel de nube a niveles locales en multiples clusteres.

@ Para conocer las mejores practicas para usar StorageGRID con NetApp MetroCluster™ y
FabricPool Mirror, consulte "TR-4598: Mejores practicas de FabricPool en ONTAP" .
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Opcional: utilice un depdésito diferente para cada nivel local

Para usar mas de un bucket para los niveles locales en un cluster de ONTAP , agregue mas de un nivel de
nube StorageGRID en ONTAP. Cada nivel de nube comparte el mismo grupo de alta disponibilidad, punto final
del equilibrador de carga, inquilino y claves de acceso, pero utiliza un contenedor diferente (depdsito
StorageGRID ). Siga estos pasos generales:

1.

Desde StorageGRID Grid Manager, complete el asistente de configuracion de FabricPool para el primer
nivel de nube.

Desde ONTAP System Manager, agregue un nivel de nube y use el archivo que descargoé de StorageGRID
para proporcionar los valores requeridos.

Desde StorageGRID Tenant Manager, inicie sesion en el inquilino creado por el asistente y cree un
segundo depdsito.

Complete nuevamente el asistente de FabricPool . Seleccione el grupo HA existente, el punto final del
balanceador de carga y el inquilino. Luego, seleccione el nuevo depdsito que creé manualmente. Cree una
nueva regla ILM para el nuevo depdsito y active una politica ILM para incluir esa regla.

5. Desde ONTAP, agregue un segundo nivel de nube pero proporcione el nuevo nombre del depésito.

Opcional: utilice un inquilino y un depésito diferentes para cada nivel local

Para usar mas de un inquilino y diferentes conjuntos de claves de acceso para los niveles locales en un
cluster de ONTAP , agregue mas de un nivel de nube StorageGRID en ONTAP. Cada nivel de nube comparte
el mismo grupo de alta disponibilidad y punto final del equilibrador de carga, pero utiliza un inquilino, claves de
acceso y contenedor diferentes (depdsito StorageGRID ). Siga estos pasos generales:

1.

Desde StorageGRID Grid Manager, complete el asistente de configuracion de FabricPool para el primer
nivel de nube.

Desde ONTAP System Manager, agregue un nivel de nube y use el archivo que descargé de StorageGRID
para proporcionar los valores requeridos.

Complete nuevamente el asistente de FabricPool . Seleccione el grupo HA existente y el punto final del
balanceador de carga. Cree un nuevo inquilino y un depdsito. Cree una nueva regla ILM para el nuevo
depdsito y active una politica ILM para incluir esa regla.

Desde ONTAP, agregue un segundo nivel de nube, pero proporcione la nueva clave de acceso, la clave
secreta y el nombre del deposito.

Acceda y complete el asistente de configuracion de FabricPool

Puede utilizar el asistente de configuracién de FabricPool para configurar StorageGRID
como el sistema de almacenamiento de objetos para un nivel de nube de FabricPool .

Antes de empezar

» Usted ha revisado el"Consideraciones y requisitos" para utilizar el asistente de configuracion de
FabricPool .

@ Si desea configurar StorageGRID para su uso con cualquier otra aplicacién cliente S3, vaya
a"Utilice el asistente de configuracion de S3" .

* Tu tienes el"Permiso de acceso root" .
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Acceder al asistente

Puede completar el asistente de configuracion de FabricPool cuando comience a utilizar StorageGRID Grid
Manager, o puede acceder y completar el asistente en cualquier momento posterior.

Pasos
1. Sign in en Grid Manager usando un"navegador web compatible" .
2. Siaparece el banner Asistente de configuraciéon de FabricPool y S3 en el panel, seleccione el enlace

en el banner. Si el banner ya no aparece, seleccione el icono de ayuda en la barra de encabezado en el
Administrador de cuadricula y seleccione Asistente de configuracion de FabricPool y S3.

FabricPool and 53 setup wizard

Documentation center

AP| documentation

What's new

About

3. En la seccion FabricPool de la pagina del asistente de configuracion de FabricPool y S3, seleccione
Configurar ahora.

Aparece Paso 1 de 9: Configurar el grupo HA.

Paso 1 de 9: Configurar el grupo de alta disponibilidad

Un grupo de alta disponibilidad (HA) es una coleccién de nodos que contienen cada uno el servicio
StorageGRID Load Balancer. Un grupo de alta disponibilidad puede contener nodos de puerta de enlace,
nodos de administracion o ambos.

Puede utilizar un grupo HA para ayudar a mantener disponibles las conexiones de datos de FabricPool . Un
grupo de alta disponibilidad utiliza direcciones IP virtuales (VIP) para proporcionar acceso de alta
disponibilidad al servicio Load Balancer. Si falla la interfaz activa en el grupo HA, una interfaz de respaldo
puede administrar la carga de trabajo con poco impacto en las operaciones de FabricPool.

Para obtener mas detalles sobre esta tarea, consulte"Administrar grupos de alta disponibilidad" y"Mejores
practicas para grupos de alta disponibilidad" .

Pasos

1. Si planea utilizar un balanceador de carga externo, no necesita crear un grupo de alta disponibilidad.
Seleccione Omitir este paso y vaya aPaso 2 de 9: Configurar el punto final del balanceador de carga .

2. Para utilizar el equilibrador de carga StorageGRID , cree un nuevo grupo de alta disponibilidad o utilice un
grupo de alta disponibilidad existente.
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Crear un grupo de alta disponibilidad
a. Para crear un nuevo grupo de HA, seleccione Crear grupo de HA.

b. Para el paso Ingresar detalles, complete los siguientes campos.

Campo Descripcién

Nombre del grupo HA  Un nombre para mostrar Unico para este grupo HA.

Descripcion (opcional) La descripcion de este grupo HA.

c. Para el paso Agregar interfaces, seleccione las interfaces de nodo que desea utilizar en este
grupo de HA.

Utilice los encabezados de columna para ordenar las filas o ingrese un término de busqueda para
localizar interfaces mas rapidamente.

Puede seleccionar uno o mas nodos, pero solo puede seleccionar una interfaz para cada nodo.

d. Para el paso Priorizar interfaces, determine la interfaz principal y cualquier interfaz de respaldo
para este grupo de HA.

Arrastre filas para cambiar los valores en la columna Orden de prioridad.

La primera interfaz de la lista es la interfaz principal. La interfaz principal es la interfaz activa a
menos que ocurra una falla.

Si el grupo HA incluye mas de una interfaz y la interfaz activa falla, las direcciones IP virtuales
(VIP) se mueven a la primera interfaz de respaldo en el orden de prioridad. Si esa interfaz falla,
las direcciones VIP pasan a la siguiente interfaz de respaldo, y asi sucesivamente. Cuando se
resuelven las fallas, las direcciones VIP vuelven a la interfaz de mayor prioridad disponible.

e. Para el paso Ingresar direcciones IP, complete los siguientes campos.

Campo Descripcion

CIDR de subred La direccion de la subred VIP en notacion CIDR: una direccion IPv4
seguida de una barra y la longitud de la subred (0-32).

La direccion de red no debe tener ningun bit de host configurado. Por
ejemplo, 192.16.0.0/22 .

Direccion IP de la Opcional. Si las direcciones IP de ONTAP utilizadas para acceder a
puerta de enlace StorageGRID no estan en la misma subred que las direcciones VIP de
(opcional) StorageGRID , ingrese la direccion IP de la puerta de enlace local VIP

de StorageGRID . La direccién IP de la puerta de enlace local debe
estar dentro de la subred VIP.



Campo Descripcion

Direccion IP virtual Ingrese al menos una y no mas de diez direcciones VIP para la interfaz
activa en el grupo HA. Todas las direcciones VIP deben estar dentro de
la subred VIP y todas estaran activas al mismo tiempo en la interfaz
activa.

Al menos una direccion debe ser IPv4. Opcionalmente, puede
especificar direcciones IPv4 e IPv6 adicionales.

f. Seleccione Crear grupo HA y luego seleccione Finalizar para regresar al asistente de
configuracion de FabricPool .

g. Seleccione Continuar para ir al paso del balanceador de carga.

Utilizar el grupo HA existente
a. Para utilizar un grupo de HA existente, seleccione el nombre del grupo de HA en la lista
desplegable Seleccionar un grupo de HA.

b. Seleccione Continuar para ir al paso del balanceador de carga.

Paso 2 de 9: Configurar el punto final del balanceador de carga

StorageGRID utiliza un equilibrador de carga para administrar la carga de trabajo de las aplicaciones cliente,
como FabricPool. El equilibrio de carga maximiza la velocidad y la capacidad de conexion en multiples nodos
de almacenamiento.

Puede utilizar el servicio StorageGRID Load Balancer, que existe en todos los nodos de puerta de enlace y de
administracion, o puede conectarse a un balanceador de carga externo (de terceros). Se recomienda utilizar el
balanceador de carga StorageGRID .

Para obtener mas detalles sobre esta tarea, consulte la informacion general."Consideraciones para el
equilibrio de carga" y el"Mejores practicas para el equilibrio de carga para FabricPool" .

Pasos

1. Seleccione o cree un punto final de balanceador de carga StorageGRID o utilice un balanceador de carga
externo.
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Crear punto final

a. Seleccione Crear punto final.

b. Para el paso Ingresar detalles del punto final, complete los siguientes campos.

Campo

Nombre

Puerto

Tipo de cliente

Protocolo de red

Descripcién

Un nombre descriptivo para el punto final.

El puerto StorageGRID que desea utilizar para equilibrar la carga. Este
campo tiene como valor predeterminado 10433 para el primer punto
final que cree, pero puede ingresar cualquier puerto externo no
utilizado. Si ingresa 80 0 443, el punto final se configura solo en los
nodos de puerta de enlace, porque estos puertos estan reservados en
los nodos de administracion.

Nota: No se permiten los puertos utilizados por otros servicios de red.
Ver el"Referencia del puerto de red" .

Debe ser S3.

Seleccione HTTPS.

Nota: Se admite la comunicacion con StorageGRID sin cifrado TLS,
pero no se recomienda.

c. Para el paso Seleccionar modo de enlace, especifique el modo de enlace. El modo de enlace
controla como se accede al punto final utilizando cualquier direccion IP o utilizando direcciones IP
e interfaces de red especificas.

Modo

Global
(predeterminado)

IP virtuales de grupos
de alta disponibilidad

Interfaces de nodo

Descripcion

Los clientes pueden acceder al punto final utilizando la direccion IP de
cualquier nodo de puerta de enlace o nodo de administracion, la
direccion IP virtual (VIP) de cualquier grupo de alta disponibilidad en
cualquier red o un FQDN correspondiente.

Utilice la configuracion Global (predeterminada) a menos que necesite
restringir la accesibilidad de este punto final.

Los clientes deben usar una direccién IP virtual (o FQDN
correspondiente) de un grupo de HA para acceder a este punto final.

Todos los puntos finales con este modo de enlace pueden usar el
mismo numero de puerto, siempre que los grupos de HA que
seleccione para los puntos finales no se superpongan.

Los clientes deben utilizar las direcciones IP (o FQDN
correspondientes) de las interfaces de nodo seleccionadas para
acceder a este punto final.
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Modo
Tipo de nodo

Descripcion

Segun el tipo de nodo que seleccione, los clientes deben usar la
direccion IP (o FQDN correspondiente) de cualquier nodo de
administracion o la direccion IP (o FQDN correspondiente) de cualquier
nodo de puerta de enlace para acceder a este punto final.

d. Para el paso Acceso de inquilino, seleccione una de las siguientes opciones:

Campo

Permitir a todos los
inquilinos
(predeterminado)

Permitir inquilinos
seleccionados

Bloquear inquilinos
seleccionados

Descripcién

Todas las cuentas de inquilinos pueden usar este punto final para
acceder a sus depositos.

Permitir todos los inquilinos es casi siempre la opcion adecuada para
el punto final del balanceador de carga utilizado para FabricPool.

Debe seleccionar esta opcion si esta utilizando el asistente de
configuracion de FabricPool para un nuevo sistema StorageGRID y aun
no ha creado ninguna cuenta de inquilino.

Solo las cuentas de inquilinos seleccionadas pueden usar este punto
final para acceder a sus depdsitos.

Las cuentas de inquilinos seleccionadas no pueden usar este punto
final para acceder a sus depdsitos. Todos los demas inquilinos pueden
utilizar este punto final.

e. Para el paso Adjuntar certificado, seleccione una de las siguientes opciones:

Campo

Subir certificado
(recomendado)

Generar certificado

Utilice el certificado
StorageGRID S3

Descripcién

Utilice esta opcion para cargar un certificado de servidor firmado por
una CA, una clave privada de certificado y un paquete de CA opcional.

Utilice esta opcidn para generar un certificado autofirmado.
Ver"Configurar los puntos finales del balanceador de carga" para
obtener detalles de qué ingresar.

Esta opcion solo esta disponible si ya ha cargado o generado una
version personalizada del certificado global de StorageGRID .
Ver"Configurar certificados de APl S3" Para mas detalles.

f. Seleccione Finalizar para regresar al asistente de configuracién de FabricPool .

g. Seleccione Continuar para ir al paso de inquilino y depésito.

@ Los cambios en un certificado de punto final pueden tardar hasta 15 minutos en
aplicarse a todos los nodos.
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Utilice el punto final del balanceador de carga existente

a. Seleccione el nombre de un punto final existente de la lista desplegable Seleccionar un punto
final del balanceador de carga.

b. Seleccione Continuar para ir al paso de inquilino y depdsito.

Utilice un balanceador de carga externo
a. Complete los siguientes campos para el balanceador de carga externo.

Campo Descripcion

Nombre de dominio El nombre de dominio completo (FQDN) del balanceador de carga
completo (FQDN) externo.

Puerto El nimero de puerto que FabricPool utilizara para conectarse al

balanceador de carga externo.

Certificado Copie el certificado del servidor para el balanceador de carga externo y
péguelo en este campo.

b. Seleccione Continuar para ir al paso de inquilino y depdésito.

Paso 3 de 9: Inquilino y cubo

Un inquilino es una entidad que puede utilizar aplicaciones S3 para almacenar y recuperar objetos en
StorageGRID. Cada inquilino tiene sus propios usuarios, claves de acceso, depésitos, objetos y un conjunto
especifico de capacidades. Debe crear un inquilino de StorageGRID antes de poder crear el depdsito que
utilizara FabricPool .

Un bucket es un contenedor que se utiliza para almacenar objetos y metadatos de objetos de un inquilino.
Aunque algunos inquilinos pueden tener muchos grupos, el asistente le permite crear o seleccionar solo un
inquilino y un grupo a la vez. Mas adelante podra utilizar el Administrador de inquilinos para agregar cualquier
grupo adicional que necesite.

Puede crear un nuevo inquilino y un depésito para uso de FabricPool , o puede seleccionar un inquilino y un
depdsito existentes. Si crea un nuevo inquilino, el sistema crea automaticamente el ID de clave de acceso y la
clave de acceso secreta para el usuario raiz del inquilino.

Para obtener mas detalles sobre esta tarea, consulte"Crear una cuenta de inquilino para FabricPool" y"Cree
un bucket S3 y obtenga una clave de acceso" .

Pasos
Cree un nuevo inquilino y un deposito o seleccione un inquilino existente.
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Nuevo inquilino y cubo

1. Para crear un nuevo inquilino y depdsito, ingrese un Nombre del inquilino. Por ejemplo,

FabricPool tenant.

2. Defina el acceso raiz para la cuenta de inquilino, en funcion de si su sistema StorageGRID

utiliza"federacion de identidades" ,"inicio de sesién unico (SSO)", o0 ambos.

Opcidn
Si la federacién de

identidad no esta
habilitada

Si la federacion de
identidad esta
habilitada

Si tanto la federacion
de identidad como el
inicio de sesién Unico

(SSO) estan habilitados

Haz esto

Especifique la contrasefia que se utilizara al iniciar sesion en el inquilino
como usuario raiz local.

a. Seleccione un grupo federado existente para tener permiso de acceso
raiz para el inquilino.

b. Opcionalmente, especifique la contrasena que se utilizara al iniciar
sesion en el inquilino como usuario raiz local.

Seleccione un grupo federado existente para tener permiso de acceso raiz
para el inquilino. Ningun usuario local puede iniciar sesion.

3. Para Nombre del depésito, ingrese el nombre del depdsito que FabricPool utilizara para almacenar
datos de ONTAP . Por ejemplo, fabricpool-bucket .

No puedes cambiar el nombre del depdsito después de crearlo.

4. Seleccione la Region para este bucket.

Utilice la region predeterminada(us-east-1 ) a menos que espere utilizar ILM en el futuro para filtrar

objetos segun la region del depdsito.

5. Seleccione Crear y continuar para crear el inquilino y el depdsito y pasar al paso de descarga de

datos.

Seleccionar inquilino y deposito

La cuenta de inquilino existente debe tener al menos un depdsito que no tenga habilitada la funcién de

control de versiones. No puede seleccionar una cuenta de inquilino existente si no existe ningun depdsito

para ese inquilino.

1. Seleccione el inquilino existente de la lista desplegable Nombre del inquilino.

2. Seleccione el depdsito existente de la lista desplegable Nombre del depésito.

FabricPool no admite el control de versiones de objetos, por lo que los depdsitos que tienen el control

de versiones habilitado no se muestran.

@ No seleccione un depdsito que tenga habilitado el bloqueo de objetos S3 para su uso
con FabricPool.
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3. Seleccione Continuar para ir al paso de descarga de datos.

Paso 4 de 9: Descargar la configuracion de ONTAP

Durante este paso, descargara un archivo que puede usar para ingresar valores en ONTAP System Manager.

Pasos

1.

Opcionalmente, seleccione el icono de copia (|_|:| ) para copiar tanto el ID de la clave de acceso como la
clave de acceso secreta al portapapeles.

Estos valores estan incluidos en el archivo de descarga, pero es posible que desees guardarlos por
separado.

Seleccione *Descargar configuracion de ONTAP * para descargar un archivo de texto que contiene los
valores que ha ingresado hasta ahora.

El ONTAP FabricPool settings bucketname.txt El archivo incluye la informacion que necesita
para configurar StorageGRID como el sistema de almacenamiento de objetos para un nivel de nube
FabricPool , que incluye:

o Detalles de la conexién del balanceador de carga, incluido el nombre del servidor (FQDN), el puerto y
el certificado

> Nombre del deposito

> ID de clave de acceso y clave de acceso secreta para el usuario raiz de la cuenta de inquilino

Guarde las claves copiadas y el archivo descargado en una ubicacion segura.

No cierre esta pagina hasta que haya copiado ambas claves de acceso, descargado la

@ configuracion de ONTAP o ambas cosas. Las claves no estaran disponibles después de
cerrar esta pagina. Asegurese de guardar esta informacién en una ubicacion segura porque
puede usarse para obtener datos de su sistema StorageGRID .

Seleccione la casilla de verificacion para confirmar que ha descargado o copiado el ID de la clave de
acceso y la clave de acceso secreta.

. Seleccione Continuar para ir al paso del grupo de almacenamiento ILM.

Paso 5 de 9: Seleccionar un grupo de almacenamiento

Un grupo de almacenamiento es un grupo de nodos de almacenamiento. Cuando selecciona un grupo de
almacenamiento, determina qué nodos utilizara StorageGRID para almacenar los datos en niveles desde
ONTAP.

Para obtener mas detalles sobre este paso, consulte"Crear un grupo de almacenamiento” .

Pasos

1.

2.
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En la lista desplegable Sitio, seleccione el sitio StorageGRID que desea utilizar para los datos
organizados en niveles desde ONTAP.

En la lista desplegable Grupo de almacenamiento, seleccione el grupo de almacenamiento para ese
sitio.

El grupo de almacenamiento de un sitio incluye todos los nodos de almacenamiento de ese sitio.
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3. Seleccione Continuar para ir al paso de la regla ILM.

Paso 6 de 9: Revisar la regla ILM para FabricPool

Las reglas de administracion del ciclo de vida de la informacion (ILM) controlan la ubicacién, la duracion y el
comportamiento de ingesta de todos los objetos en su sistema StorageGRID .

El asistente de configuracion de FabricPool crea automaticamente la regla ILM recomendada para el uso de
FabricPool . Esta regla se aplica inicamente al depésito que usted especificd. Utiliza codificacion de borrado
2+1 en un solo sitio para almacenar los datos organizados en niveles desde ONTAP.

Para obtener mas detalles sobre este paso, consulte"Crear regla ILM" y"Mejores practicas para usar ILM con

datos de FabricPool" .

Pasos

1. Revise los detalles de la regla.

Campo

Nombre de la regla

Descripcion

Filtrar

Tiempo de referencia

Instrucciones de
colocacion

Descripcion

Se genera automaticamente y no se puede cambiar.

Se genera automaticamente y no se puede cambiar.

El nombre del cubo

Esta regla solo se aplica a los objetos que se guardan en el depdsito que
usted especifico.

Tiempo de ingesta

La instruccion de ubicacion comienza cuando los objetos se guardan
inicialmente en el depdosito.

Utilice la codificacion de borrado 2+1

2. Ordene el diagrama de retencion por Periodo de tiempo y Grupo de almacenamiento para confirmar la

instruccion de ubicacion.

> El Periodo de tiempo de la regla es Dia 0 - para siempre. Dia 0 significa que la regla se aplica
cuando los datos se organizan en niveles desde ONTAP. Para siempre significa que StorageGRID
ILM no eliminara datos que se hayan organizado en niveles desde ONTAP.

> El Grupo de almacenamiento de la regla es el grupo de almacenamiento que usted seleccioné. EC
2+1 significa que los datos se almacenaran utilizando codificacion de borrado 2+1. Cada objeto se
guardara como dos fragmentos de datos y un fragmento de paridad. Los tres fragmentos de cada
objeto se guardaran en diferentes nodos de almacenamiento en un solo sitio.

3. Seleccione Crear y continuar para crear esta regla e ir al paso de politica ILM.

Paso 7 de 9: Revisar y activar la politica de ILM

Después de que el asistente de configuracion de FabricPool crea la regla ILM para el uso de FabricPool , crea
una politica ILM. Debe simular y revisar cuidadosamente esta politica antes de activarla.
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Para obtener mas detalles sobre este paso, consulte"Crear una politica ILM" y"Mejores practicas para usar
ILM con datos de FabricPool" .

Cuando activa una nueva politica ILM, StorageGRID utiliza esa politica para administrar la

@ ubicacion, la duracion y la proteccion de datos de todos los objetos en la red, incluidos los
objetos existentes y los objetos recientemente ingeridos. En algunos casos, la activacion de una
nueva politica puede provocar que los objetos existentes se muevan a nuevas ubicaciones.

Para evitar la pérdida de datos, no utilice una regla ILM que caduque o elimine los datos del
@ nivel de nube de FabricPool . Establezca el periodo de retencion en para siempre para
garantizar que StorageGRID ILM no elimine los objetos de FabricPool .

Pasos

1. Opcionalmente, actualice el Nombre de la politica generado por el sistema. De forma predeterminada, el
sistema agrega "+ FabricPool" al nombre de su politica activa o inactiva, pero puede proporcionar su
propio nombre.

2. Revise la lista de reglas en la politica inactiva.

o Si su cuadricula no tiene una politica ILM inactiva, el asistente crea una politica inactiva clonando su
politica activa y agregando la nueva regla en la parte superior.

> Si su red ya tiene una politica ILM inactiva y esa politica utiliza las mismas reglas y el mismo orden
que la politica ILM activa, el asistente agrega la nueva regla en la parte superior de la politica inactiva.

> Si su politica inactiva contiene reglas diferentes o un orden diferente al de la politica activa, el
asistente crea una nueva politica inactiva clonando su politica activa y agregando la nueva regla en la
parte superior.

3. Revise el orden de las reglas en la nueva politica inactiva.
Debido a que la regla FabricPool es la primera regla, todos los objetos en el deposito FabricPool se
colocan antes de que se evaluen las demas reglas de la politica. Los objetos en cualquier otro grupo se
colocan mediante reglas posteriores en la politica.
4. Revise el diagrama de retencién para aprender como se retendran los diferentes objetos.
a. Seleccione Expandir todo para ver un diagrama de retencion para cada regla en la politica inactiva.

b. Seleccione Periodo de tiempo y Grupo de almacenamiento para revisar el diagrama de retencion.
Confirme que todas las reglas que se aplican al depésito o inquilino de FabricPool conservan los
objetos para siempre.

5. Cuando haya revisado la politica inactiva, seleccione Activar y continuar para activar la politica y pasar al
paso de clasificacion de trafico.

@ Los errores en una politica ILM pueden provocar una pérdida de datos irreparable. Revise la
politica cuidadosamente antes de activar.
Paso 8 de 9: Crear una politica de clasificacion de trafico

Como opciodn, el asistente de configuracion de FabricPool puede crear una politica de clasificacion de trafico
que puede usar para monitorear la carga de trabajo de FabricPool . La politica creada por el sistema utiliza
una regla coincidente para identificar todo el trafico de red relacionado con el depdsito que usted creo. Esta
politica solo monitorea el trafico; no limita el trafico de FabricPool ni de ningun otro cliente.

Para obtener mas detalles sobre este paso, consulte"Crear una politica de clasificacion de trafico para
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FabricPool" .

Pasos
1. Revise la politica.
2. Sidesea crear esta politica de clasificacion de trafico, seleccione Crear y continuar.
Tan pronto como FabricPool comience a organizar los datos en niveles en StorageGRID, podra ir a la
pagina Politicas de clasificacion de trafico para ver las métricas de trafico de red para esta politica. Mas

adelante, también puede agregar reglas para limitar otras cargas de trabajo y garantizar que la carga de
trabajo de FabricPool tenga la mayor parte del ancho de banda.

3. De lo contrario, seleccione Omitir este paso.

Paso 9 de 9: Revisar el resumen

El resumen proporciona detalles sobre los elementos que configurd, incluido el nombre del balanceador de
carga, el inquilino y el depdsito, la politica de clasificacion de trafico y la politica ILM activa.

Pasos
1. Revise el resumen.

2. Seleccione Finalizar.

Proximos pasos

Después de completar el asistente de FabricPool , realice estos pasos adicionales.

Pasos

1. Ir a"Configurar el Administrador del sistema ONTAP" para ingresar los valores guardados y completar el
lado ONTAP de la conexion. Debe agregar StorageGRID como un nivel de nube, adjuntar el nivel de nube
a un nivel local para crear un FabricPool y establecer politicas de niveles de volumen.

2. Ira"Configurar el servidor DNS" y asegurese de que el DNS incluya un registro para asociar el nombre del
servidor StorageGRID (nombre de dominio completo) a cada direccion IP de StorageGRID que utilizara.

3. Ira"Otras practicas recomendadas para StorageGRID y FabricPool" para conocer las mejores practicas
para los registros de auditoria de StorageGRID y otras opciones de configuracion global.

Configurar StorageGRID manualmente

Cree un grupo de alta disponibilidad (HA) para FabricPool

Al configurar StorageGRID para su uso con FabricPool, puede crear opcionalmente uno
0 mas grupos de alta disponibilidad (HA). Un grupo de alta disponibilidad es una
coleccion de nodos que contienen cada uno el servicio StorageGRID Load Balancer. Un
grupo de alta disponibilidad puede contener nodos de puerta de enlace, nodos de
administracion o ambos.

Puede utilizar un grupo HA para ayudar a mantener disponibles las conexiones de datos de FabricPool . Un
grupo de alta disponibilidad utiliza direcciones IP virtuales (VIP) para proporcionar acceso de alta
disponibilidad al servicio Load Balancer. Si la interfaz activa en el grupo HA falla, una interfaz de respaldo
puede administrar la carga de trabajo con poco impacto en las operaciones de FabricPool .
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Para obtener mas detalles sobre esta tarea, consulte"Administrar grupos de alta disponibilidad” . Para utilizar
el asistente de configuracion de FabricPool para completar esta tarea, vaya a"Acceda y complete el asistente
de configuracién de FabricPool" .

Antes de empezar

* Usted ha revisado el"Mejores practicas para grupos de alta disponibilidad" .

* Ha iniciado sesion en Grid Manager mediante un"navegador web compatible” .

* Tu tienes el"Permiso de acceso root" .

» Si planea utilizar una VLAN, habra creado la interfaz VLAN. Ver "Configurar interfaces VLAN" .

Pasos
1. Seleccione CONFIGURACION > Red > Grupos de alta disponibilidad.

2. Seleccione Crear.

3.

4.

6.
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Para el paso Ingresar detalles, complete los siguientes campos.

Campo Descripcion
Nombre del grupo HA Un nombre para mostrar unico para este grupo HA.
Descripcion (opcional) La descripcion de este grupo HA.

Para el paso Agregar interfaces, seleccione las interfaces de nodo que desea utilizar en este grupo de
HA.

Utilice los encabezados de columna para ordenar las filas o ingrese un término de busqueda para localizar
interfaces mas rapidamente.

Puede seleccionar uno o mas nodos, pero solo puede seleccionar una interfaz para cada nodo.

. Para el paso Priorizar interfaces, determine la interfaz principal y cualquier interfaz de respaldo para este

grupo de HA.
Arrastre filas para cambiar los valores en la columna Orden de prioridad.

La primera interfaz de la lista es la interfaz principal. La interfaz principal es la interfaz activa a menos que
ocurra una falla.

Si el grupo HA incluye mas de una interfaz y la interfaz activa falla, las direcciones IP virtuales (VIP) se
mueven a la primera interfaz de respaldo en el orden de prioridad. Si esa interfaz falla, las direcciones VIP
pasan a la siguiente interfaz de respaldo, y asi sucesivamente. Cuando se resuelven las fallas, las
direcciones VIP vuelven a la interfaz de mayor prioridad disponible.

Para el paso Ingresar direcciones IP, complete los siguientes campos.
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Campo Descripcion
CIDR de subred La direccion de la subred VIP en notacion CIDR: una direccion IPv4
seguida de una barra y la longitud de la subred (0-32).

La direccion de red no debe tener ningun bit de host configurado. Por
ejemplo, 192.16.0.0/22.

Direccion IP de la puerta de Opcional. Si las direcciones IP de ONTAP utilizadas para acceder a

enlace (opcional) StorageGRID no estan en la misma subred que las direcciones VIP
de StorageGRID , ingrese la direccion IP de la puerta de enlace local
VIP de StorageGRID . La direccion IP de la puerta de enlace local
debe estar dentro de la subred VIP.

Direccién IP virtual Ingrese al menos una y no mas de diez direcciones VIP para la
interfaz activa en el grupo HA. Todas las direcciones VIP deben estar
dentro de la subred VIP.

Al menos una direccion debe ser IPv4. Opcionalmente, puede
especificar direcciones IPv4 e IPv6 adicionales.

7. Seleccione Crear grupo HA y luego seleccione Finalizar.

Crear un punto final de balanceador de carga para FabricPool

StorageGRID utiliza un equilibrador de carga para administrar la carga de trabajo de las
aplicaciones cliente, como FabricPool. El equilibrio de carga maximiza la velocidad y la
capacidad de conexion en multiples nodos de almacenamiento.

Al configurar StorageGRID para su uso con FabricPool, debe configurar un punto final del equilibrador de
carga y cargar o generar un certificado de punto final del equilibrador de carga, que se utiliza para proteger la
conexion entre ONTAP y StorageGRID.

Para utilizar el asistente de configuracién de FabricPool para completar esta tarea, vaya a"Acceda y complete
el asistente de configuracion de FabricPool" .

Antes de empezar
* Ha iniciado sesion en Grid Manager mediante un"navegador web compatible" .
» Tu tienes el"Permiso de acceso root" .
* Has revisado la informacion general"Consideraciones para el equilibrio de carga" asi como el"Mejores
practicas para el equilibrio de carga para FabricPool" .

Pasos
1. Seleccione CONFIGURACION > Red > Puntos finales del balanceador de carga.
2. Seleccione Crear.

3. Para el paso Ingresar detalles del punto final, complete los siguientes campos.
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Campo

Nombre

Puerto

Tipo de cliente

Protocolo de red

Descripcion

Un nombre descriptivo para el punto final.

El puerto StorageGRID que desea utilizar para equilibrar la carga.
Este campo tiene como valor predeterminado 10433 para el primer
punto final que cree, pero puede ingresar cualquier puerto externo no
utilizado. Si ingresa 80 o0 443, el punto final se configura solo en los
nodos de puerta de enlace. Estos puertos estan reservados en los
nodos de administracion.

Nota: No se permiten los puertos utilizados por otros servicios de red.
Ver el"Referencia del puerto de red" .

Proporcionara este numero a ONTAP cuando adjunte StorageGRID
como un nivel de nube de FabricPool .

Seleccione S3.

Seleccione HTTPS.

Nota: Se admite la comunicacion con StorageGRID sin cifrado TLS,
pero no se recomienda.

4. Para el paso Seleccionar modo de enlace, especifique el modo de enlace. El modo de enlace controla
como se accede al punto final utilizando cualquier direccion IP o utilizando direcciones IP e interfaces de

red especificas.

Modo

Global (predeterminado)

IP virtuales de grupos de
alta disponibilidad

Interfaces de nodo
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Descripcion

Los clientes pueden acceder al punto final utilizando la direccién IP de
cualquier nodo de puerta de enlace o nodo de administracion, la direccion IP
virtual (VIP) de cualquier grupo de alta disponibilidad en cualquier red o un
FQDN correspondiente.

Utilice la configuracion Global (predeterminada) a menos que necesite
restringir la accesibilidad de este punto final.

Los clientes deben usar una direccion IP virtual (o FQDN correspondiente) de
un grupo de HA para acceder a este punto final.

Todos los puntos finales con este modo de enlace pueden usar el mismo
numero de puerto, siempre que los grupos de HA que seleccione para los
puntos finales no se superpongan.

Los clientes deben utilizar las direcciones IP (o FQDN correspondientes) de
las interfaces de nodo seleccionadas para acceder a este punto final.
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Modo Descripciéon

Tipo de nodo Segun el tipo de nodo que seleccione, los clientes deben usar la direccion IP
(o FQDN correspondiente) de cualquier nodo de administracién o la direccion
IP (o FQDN correspondiente) de cualquier nodo de puerta de enlace para
acceder a este punto final.

5. Para el paso Acceso de inquilino, seleccione una de las siguientes opciones:

Campo

Permitir a todos los inquilinos
(predeterminado)

Permitir inquilinos seleccionados

Bloquear inquilinos seleccionados

Descripcion

Todas las cuentas de inquilinos pueden usar este punto final para
acceder a sus depdositos.

Permitir todos los inquilinos es casi siempre la opcion adecuada
para el punto final del balanceador de carga utilizado para
FabricPool.

Debe seleccionar esta opcion si aun no ha creado ninguna cuenta de
inquilino.

Solo las cuentas de inquilinos seleccionadas pueden usar este punto
final para acceder a sus depdsitos.

Las cuentas de inquilinos seleccionadas no pueden usar este punto
final para acceder a sus depdsitos. Todos los demas inquilinos
pueden utilizar este punto final.

6. Para el paso Adjuntar certificado, seleccione una de las siguientes opciones:

Campo

Subir certificado (recomendado)

Generar certificado

Utilice el certificado StorageGRID
S3

7. Seleccione Crear.

Descripcion

Utilice esta opcion para cargar un certificado de servidor firmado por
una CA, una clave privada de certificado y un paquete de CA
opcional.

Utilice esta opcion para generar un certificado autofirmado.
Ver"Configurar los puntos finales del balanceador de carga" para
obtener detalles de qué ingresar.

Esta opcion solo esta disponible si ya ha cargado o generado una
version personalizada del certificado global de StorageGRID .
Ver"Configurar certificados de API S3" Para mas detalles.

@ Los cambios en un certificado de punto final pueden tardar hasta 15 minutos en aplicarse a

todos los nodos.
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Crear una cuenta de inquilino para FabricPool
Debe crear una cuenta de inquilino en Grid Manager para usar FabricPool .

Las cuentas de inquilino permiten que las aplicaciones cliente almacenen y recuperen objetos en
StorageGRID. Cada cuenta de inquilino tiene su propio ID de cuenta, grupos y usuarios autorizados, depositos
y objetos.

Para obtener mas detalles sobre esta tarea, consulte"Crear una cuenta de inquilino" . Para utilizar el asistente
de configuracion de FabricPool para completar esta tarea, vaya a"Acceda y complete el asistente de
configuracion de FabricPool" .

Antes de empezar
* Ha iniciado sesion en Grid Manager mediante un"navegador web compatible" .

» Tienes"permisos de acceso especificos" .

Pasos
1. Seleccione INQUILINOS.

2. Seleccione Crear.

3. Para los pasos de Ingresar detalles, ingrese la siguiente informacion.

Campo Descripcion

Nombre Un nombre para la cuenta del inquilino. Los nombres de los inquilinos no
necesitan ser Unicos. Cuando se crea la cuenta de inquilino, recibe un ID de
cuenta numérico unico.

Descripcion (opcional) Una descripcion para ayudar a identificar al inquilino.

Tipo de cliente Debe ser S3 para FabricPool.

Cuota de Deje este campo en blanco para FabricPool.
almacenamiento

(opcional)

4. Para el paso Seleccionar permisos:

a. No seleccione Permitir servicios de plataforma.

Los inquilinos de FabricPool normalmente no necesitan utilizar servicios de plataforma, como la
replicacion de CloudMirror.

b. Opcionalmente, seleccione Usar fuente de identidad propia.

c. No seleccione Permitir seleccién S3.
Los inquilinos de FabricPool normalmente no necesitan utilizar S3 Select.
d. Opcionalmente, seleccione Usar conexion de federacion de red para permitir que el inquilino utilice

una"conexion de federacion de red" para clonacion de cuentas y replicacion entre redes. Luego,
seleccione la conexion de federacion de red que desea utilizar.
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5. Para el paso Definir acceso raiz, especifique qué usuario tendra el permiso de acceso raiz inicial para la

cuenta de inquilino, en funcion de si su sistema StorageGRID utiliza"federacion de identidades" ,"inicio de
sesion unico (SSO)", o ambos.

Opcién Haz esto

Si la federacion de identidad no Especifique la contrasena que se utilizara al iniciar sesioén en el
esta habilitada inquilino como usuario raiz local.

Si la federacion de identidad estd  a. Seleccione un grupo federado existente para tener permiso de
habilitada acceso raiz para el inquilino.

b. Opcionalmente, especifique la contrasena que se utilizara al
iniciar sesion en el inquilino como usuario raiz local.

Si tanto la federacion de identidad Seleccione un grupo federado existente para tener permiso de
como el inicio de sesidén unico acceso raiz para el inquilino. Ningun usuario local puede iniciar
(SSO) estan habilitados sesion.

6. Seleccione Crear inquilino.

Cree un depésito S3 y obtenga claves de acceso

Antes de usar StorageGRID con una carga de trabajo de FabricPool , debe crear un
depdsito S3 para sus datos de FabricPool . También debe obtener una clave de acceso y
una clave de acceso secreta para la cuenta de inquilino que utilizara para FabricPool.

Para obtener mas detalles sobre esta tarea, consulte"Crear un depdsito S3" y"Crea tus propias claves de
acceso S3" . Para utilizar el asistente de configuracion de FabricPool para completar esta tarea, vaya
a"Acceda y complete el asistente de configuracion de FabricPool" .

Antes de empezar
* Ha creado una cuenta de inquilino para uso de FabricPool .

» Tiene acceso root a la cuenta del inquilino.

Pasos
1. Sign in en el Administrador de inquilinos.

Puede realizar cualquiera de las siguientes acciones:

*

> Desde la pagina Cuentas de inquilino en el Administrador de cuadricula, seleccione el enlace * Sign in
para el inquilino e ingrese sus credenciales.

> Ingrese la URL de la cuenta de inquilino en un navegador web e ingrese sus credenciales.

2. Cree un depdsito S3 para los datos de FabricPool .
Debe crear un depésito unico para cada cluster de ONTAP que planea utilizar.

a. Seleccione Ver depositos en el panel de control o seleccione ALMACENAMIENTO (S3) > Depésitos.
b. Seleccione Crear deposito.

c. Ingrese el nombre del depdsito StorageGRID que desea utilizar con FabricPool. Por ejemplo,
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fabricpool-bucket .
No puedes cambiar el nombre del depdsito después de crearlo.

Seleccione la region para este bucket.
De forma predeterminada, todos los depdsitos se crean en el us-east-1 region.

Seleccione Continuar.

Seleccione Crear depésito.

No seleccione Habilitar control de versiones de objetos para el depédsito FabricPool .
De manera similar, no edite un bucket FabricPool para usar Disponible o una

@ consistencia no predeterminada. La consistencia recomendada para los buckets de
FabricPool es Lectura después de una nueva escritura, que es la consistencia
predeterminada para un nuevo bucket.

3. Crea una clave de acceso y una clave de acceso secreta.

a.
b.

o

Seleccione ALMACENAMIENTO (S3) > Mis claves de acceso.
Seleccione Crear clave.
Seleccione Crear clave de acceso.

Copie el ID de la clave de acceso y la clave de acceso secreta a una ubicacion segura, o seleccione
Descargar .csv para guardar un archivo de hoja de calculo que contenga el ID de la clave de acceso y
la clave de acceso secreta.

Ingresaras estos valores en ONTAP cuando configures StorageGRID como un nivel de nube de
FabricPool .

Si genera una nueva clave de acceso y una clave de acceso secreta en StorageGRID en el

futuro, ingrese las nuevas claves en ONTAP antes de eliminar los valores antiguos de

StorageGRID. De lo contrario, ONTAP podria perder temporalmente su acceso a
StorageGRID.

Configurar ILM para datos de FabricPool

Puede utilizar esta sencilla politica de ejemplo como punto de partida para sus propias
reglas y politicas de ILM.

Este ejemplo supone que esta disefiando las reglas ILM y una politica ILM para un sistema StorageGRID que
tiene cuatro nodos de almacenamiento en un solo centro de datos en Denver, Colorado. Los datos de
FabricPool en este ejemplo utilizan un depdsito llamado fabricpool-bucket .

O
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Las siguientes reglas y politicas de ILM son solo ejemplos. Hay muchas formas de configurar
las reglas ILM. Antes de activar una nueva politica, simulérela para confirmar que funcionara
como esta previsto para proteger el contenido contra pérdidas. Para obtener mas informacion,
consulte"Administrar objetos con ILM" .
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Para evitar la pérdida de datos, no utilice una regla ILM que caduque o elimine los datos del
nivel de nube de FabricPool . Establezca el periodo de retencion en para siempre para
garantizar que StorageGRID ILM no elimine los objetos de FabricPool .

Antes de empezar

» Usted ha revisado el"Mejores practicas para usar ILM con datos de FabricPool" .

* Ha iniciado sesion en Grid Manager mediante un"navegador web compatible" .

* Tu tienes el"Permiso de acceso ILM o root" .

« Si actualizé a StorageGRID 11.9 desde una version anterior de StorageGRID , habra configurado el grupo
de almacenamiento que utilizara. En general, debe crear un grupo de almacenamiento para cada sitio
StorageGRID que utilizara para almacenar datos.

Este requisito previo no se aplica si instalé inicialmente StorageGRID 11.7 o 11.8. Cuando
instala inicialmente cualquiera de estas versiones, se crean automaticamente grupos de
almacenamiento para cada sitio.

Pasos

1. Cree una regla ILM que se aplique Unicamente a los datos en fabricpool-bucket Esta regla de
ejemplo crea copias con codigo de borrado.

Definicion de regla

Nombre de la regla

Nombre del depdsito

Filtros avanzados

Tiempo de referencia

Periodo de tiempo y ubicaciones

Comportamiento de ingesta

Valor de ejemplo

Codificacion de borrado 2 + 1 para datos de FabricPool

fabricpool-bucket

También puede filtrar por cuenta de inquilino de FabricPool .

Tamario del objeto mayor a 0,2 MB.
Nota: FabricPool solo escribe objetos de 4 MB, pero debe agregar un

filtro de tamafio de objeto porque esta regla usa codificacion de
borrado.

Tiempo de ingesta

Desde el dia 0 tienda para siempre
Almacene objetos mediante codificacion de borrado utilizando el

esquema EC 2+1 en Denver y conserve esos objetos en
StorageGRID para siempre.

Para evitar la pérdida de datos, no utilice una regla ILM
@ que caduque o elimine los datos del nivel de nube de
FabricPool .

Equilibrado
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2. Cree una regla ILM predeterminada que creara dos copias replicadas de cualquier objeto que no coincida
con la primera regla. No seleccione un filtro basico (cuenta de inquilino o nombre de depdsito) ni ningun
filtro avanzado.

Definicién de regla Valor de ejemplo
Nombre de la regla Dos copias replicadas
Nombre del depdsito ninguno

Filtros avanzados ninguno

Tiempo de referencia Tiempo de ingesta

Periodo de tiempo y ubicaciones Desde el dia 0 tienda para siempre

Almacene objetos replicando 2 copias en Denver.

Comportamiento de ingesta Equilibrado

3. Cree una politica ILM y seleccione las dos reglas. Debido a que la regla de replicacion no utiliza ningun
filtro, puede ser la regla predeterminada (ultima) para la politica.

4. Ingerir objetos de prueba en la red.
5. Simular la politica con los objetos de prueba para verificar el comportamiento.

6. Activar la politica.
Cuando se activa esta politica, StorageGRID coloca los datos de los objetos de la siguiente manera:

* Los datos organizados en niveles desde FabricPool en fabricpool-bucket se codificaran mediante
borrado utilizando el esquema de codificacion de borrado 2+1. Se colocaran dos fragmentos de datos y un
fragmento de paridad en tres nodos de almacenamiento diferentes.

» Se replicaran todos los objetos de todos los demas depdsitos. Se crearan dos copias y se colocaran en
dos nodos de almacenamiento diferentes.

* Las copias se mantendran en StorageGRID para siempre. StorageGRID ILM no eliminara estos objetos.

Crear una politica de clasificacion de trafico para FabricPool

Opcionalmente, puede disefar una politica de clasificacion de trafico de StorageGRID
para optimizar la calidad del servicio para la carga de trabajo de FabricPool .

Para obtener mas detalles sobre esta tarea, consulte"Administrar politicas de clasificacion de trafico" . Para
utilizar el asistente de configuraciéon de FabricPool para completar esta tarea, vaya a"Acceda y complete el
asistente de configuracion de FabricPool" .

Antes de empezar
* Ha iniciado sesion en Grid Manager mediante un"navegador web compatible” .

* Tu tienes el"Permiso de acceso root" .
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Acerca de esta tarea

Las mejores practicas para crear una politica de clasificacion de trafico para FabricPool dependen de la carga
de trabajo, de la siguiente manera:

 Si planea agrupar los datos de la carga de trabajo principal de FabricPool en StorageGRID, debe
asegurarse de que la carga de trabajo de FabricPool tenga la mayor parte del ancho de banda. Puede
crear una politica de clasificacion de trafico para limitar todas las demas cargas de trabajo.

@ En general, es mas importante priorizar las operaciones de lectura de FabricPool que las
operaciones de escritura.

Por ejemplo, si otros clientes S3 utilizan este sistema StorageGRID , debe crear una politica de
clasificacion de trafico. Puede limitar el trafico de red para los demas depdsitos, inquilinos, subredes IP o
puntos finales del balanceador de carga.

* Por lo general, no debe imponer limites de calidad de servicio en ninguna carga de trabajo de FabricPool ;
solo debe limitar las demas cargas de trabajo.

* Los limites impuestos a otras cargas de trabajo deben tener en cuenta el comportamiento de esas cargas
de trabajo. Los limites impuestos también variaran en funcion del tamafo y las capacidades de su red y de
la cantidad de utilizacion esperada.

Pasos

1.

Seleccione CONFIGURACION > Red > Clasificacion de trafico.

2. Seleccione Crear.

3. Ingrese un nombre y una descripcion (opcional) para la politica y seleccione Continuar.

4. Para el paso Agregar reglas coincidentes, agregue al menos una regla.

a. Seleccione Agregar regla

b. Para Tipo, seleccione Punto final del balanceador de carga y seleccione el punto final del
balanceador de carga que cre6 para FabricPool.
También puede seleccionar la cuenta de inquilino o el depdsito de FabricPool .

c. Si desea que esta politica de trafico limite el trafico hacia los demas puntos finales, seleccione
Coincidencia inversa.

Opcionalmente, agregue uno o mas limites para controlar el trafico de red que coincide con la regla.

@ StorageGRID recopila métricas incluso si no agrega ningun limite, para que pueda
comprender las tendencias de trafico.

a. Seleccione Agregar un limite.
b. Seleccione el tipo de trafico que desea limitar y el limite a aplicar.
Seleccione Continuar.

Lea y revise la politica de clasificacion de trafico. Utilice el boton Anterior para volver atras y realizar los
cambios necesarios. Cuando esté satisfecho con la politica, seleccione Guardar y continuar.

Después de terminar

"Ver métricas de trafico de red"para verificar que las politicas estén haciendo cumplir los limites de trafico
esperados.
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Configurar el Administrador del sistema ONTAP

Una vez que haya obtenido la informacion de StorageGRID requerida, puede ir a ONTAP
para agregar StorageGRID como un nivel de nube.

Antes de empezar
» Si completé el asistente de configuracion de FabricPool , tendra la
ONTAP FabricPool settings bucketname.txt archivo que descargaste.

« Si configurd StorageGRID manualmente, tiene el nombre de dominio completo (FQDN) que esta usando
para StorageGRID o la direccion IP virtual (VIP) para el grupo HA de StorageGRID , el nimero de puerto
para el punto final del balanceador de carga, el certificado del balanceador de carga, la ID de clave de
acceso Y la clave secreta para el usuario raiz de la cuenta del inquilino y el nombre del depdsito que
ONTAP usara en ese inquilino.

Administrador del sistema Access ONTAP

Estas instrucciones describen como utilizar ONTAP System Manager para agregar StorageGRID como un
nivel de nube. Puede completar la misma configuracion utilizando la CLI de ONTAP . Para obtener
instrucciones, vaya a "Documentacion de ONTAP para FabricPool" .

Pasos

1. Acceda al Administrador del sistema para el cluster ONTAP que desea conectar a StorageGRID.
2. Sign in como administrador del cluster.
3. Vaya a ALMACENAMIENTO > Niveles > Agregar nivel de nube.

4. Seleccione * StorageGRID* de la lista de proveedores de almacenamiento de objetos.

Introduzca los valores de StorageGRID
Ver "Documentacion de ONTAP para FabricPool" Para mas informacion.

Pasos

1. Complete el formulario Agregar nivel de nube, utilizando el
ONTAP FabricPool settings bucketname.txt archivo o los valores obtenidos manualmente.

Campo Descripcion

Nombre Ingrese un nombre Unico para este nivel de nube. Puede aceptar el valor
predeterminado.

Estilo de URL Si usted"nombres de dominio de punto final S3 configurados" , seleccione
URL de estilo alojado virtual.

Path-Style URL es el valor predeterminado para ONTAP, pero se recomienda
usar solicitudes de estilo alojado virtual para StorageGRID. Debe utilizar URL
de estilo de ruta si proporciona una direccion IP en lugar de un nombre de
dominio para el campo Nombre del servidor (FQDN).
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Campo

Nombre del servidor
(FQDN)

SSL

Certificado de almacén
de objetos

Puerto

Clave de acceso y clave
secreta

Nombre del contenedor

Descripciéon

Ingrese el nombre de dominio completo (FQDN) que esta utilizando para
StorageGRID o la direccion IP virtual (VIP) para el grupo HA de StorageGRID .
Por ejemplo, s3.storagegrid. company.com .

Tenga en cuenta lo siguiente:

 La direccion IP o el nombre de dominio que especifique aqui debe
coincidir con el certificado que cargd o generd para el punto final del
balanceador de carga de StorageGRID .

« Si proporciona un nombre de dominio, el registro DNS debe asignarse a
cada direccion IP que utilizara para conectarse a StorageGRID. Ver
"Configurar el servidor DNS" .

Habilitado (predeterminado).

Pegue el certificado PEM que esta utilizando para el punto final del
balanceador de carga StorageGRID , incluido: —---- BEGIN
CERTIFICATE---—- y ————- END CERTIFICATE----—- .

Nota: Si una CA intermedia emitié el certificado StorageGRID , debe
proporcionar el certificado de CA intermedia. Si el certificado StorageGRID fue
emitido directamente por la CA raiz, debe proporcionar el certificado de la CA
raiz.

Ingrese el puerto utilizado por el punto final del balanceador de carga de
StorageGRID . ONTAP utilizara este puerto cuando se conecte a
StorageGRID. Por ejemplo, 10433.

Ingrese el ID de la clave de acceso y la clave de acceso secreta para el
usuario raiz de la cuenta de inquilino de StorageGRID .

Sugerencia: Si genera una nueva clave de acceso y una clave de acceso
secreta en StorageGRID en el futuro, ingrese las nuevas claves en ONTAP
antes de eliminar los valores antiguos de StorageGRID. De lo contrario,
ONTAP podria perder temporalmente su acceso a StorageGRID.

Ingrese el nombre del depdsito StorageGRID que cred para usar con este
nivel de ONTAP .

2. Complete la configuracion final de FabricPool en ONTAP.

a. Adjunte uno o mas agregados al nivel de nube.

b. Opcionalmente, cree una politica de niveles de volumen.

Configurar el servidor DNS

Después de configurar grupos de alta disponibilidad, puntos finales del equilibrador de
carga y nombres de dominio de puntos finales S3, debe asegurarse de que el DNS
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incluya las entradas necesarias para StorageGRID. Debe incluir una entrada DNS para
cada nombre en el certificado de seguridad y para cada direccion IP que pueda utilizar.

Ver "Consideraciones para el equilibrio de carga" .

Entradas DNS para el nombre del servidor StorageGRID

Agregue entradas DNS para asociar el nombre del servidor StorageGRID (nhombre de dominio completo) a
cada direccion IP de StorageGRID que utilizara. Las direcciones IP que ingrese en el DNS dependen de si
esta utilizando un grupo HA de nodos de equilibrio de carga:

« Si ha configurado un grupo de HA, ONTAP se conectara a las direcciones IP virtuales de ese grupo de HA.

 Si no esta utilizando un grupo HA, ONTAP puede conectarse al servicio StorageGRID Load Balancer
usando la direccion IP de cualquier nodo de puerta de enlace o nodo de administracion.

» Si el nombre del servidor se resuelve en mas de una direccion IP, ONTAP establece conexiones de cliente
con todas las direcciones IP (hasta un maximo de 16 direcciones IP). Las direcciones IP se seleccionan
mediante un método rotatorio cuando se establecen conexiones.

Entradas DNS para solicitudes de estilo alojado virtual

Si has definido"Nombres de dominio de punto final S3" y utilizara solicitudes de estilo alojado virtual, agregara
entradas DNS para todos los nombres de dominio de punto final S3 requeridos, incluidos los nombres
comodin.

Practicas recomendadas de StorageGRID para FabricPool

Mejores practicas para grupos de alta disponibilidad (HA)

Antes de adjuntar StorageGRID como un nivel de nube de FabricPool , obtenga
informacidn sobre los grupos de alta disponibilidad (HA) de StorageGRID vy revise las
mejores practicas para usar grupos de HA con FabricPool.

¢, Qué es un grupo HA?

Un grupo de alta disponibilidad (HA) es una coleccion de interfaces de varios nodos de puerta de enlace de
StorageGRID , nodos de administracién o ambos. Un grupo HA ayuda a mantener disponibles las conexiones
de datos del cliente. Si la interfaz activa en el grupo HA falla, una interfaz de respaldo puede administrar la
carga de trabajo con poco impacto en las operaciones de FabricPool .

Cada grupo HA proporciona acceso de alta disponibilidad a los servicios compartidos en los nodos asociados.
Por ejemplo, un grupo de alta disponibilidad que consta de interfaces solo en nodos de puerta de enlace o en
nodos de administracion y nodos de puerta de enlace proporciona acceso de alta disponibilidad al servicio de
balanceador de carga compartido.

Para obtener mas informacion sobre los grupos de alta disponibilidad, consulte"Administrar grupos de alta
disponibilidad (HA)" .

Uso de grupos de HA

Las mejores practicas para crear un grupo StorageGRID HA para FabricPool dependen de la carga de trabajo.
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 Si planea utilizar FabricPool con datos de carga de trabajo principales, debe crear un grupo de alta
disponibilidad que incluya al menos dos nodos de equilibrio de carga para evitar interrupciones en la
recuperacion de datos.

« Si planea utilizar la politica de niveles de volumen de solo instantaneas de FabricPool o niveles de
rendimiento local no primarios (por ejemplo, ubicaciones de recuperacion ante desastres o destinos de
NetApp SnapMirror), puede configurar un grupo de alta disponibilidad con solo un nodo.

Estas instrucciones describen como configurar un grupo HA para HA de respaldo activo (un nodo es activo y
el otro es de respaldo). Sin embargo, es posible que prefieras utilizar DNS Round Robin o Active-Active HA.
Para conocer los beneficios de estas otras configuraciones de HA, consulte"Opciones de configuracion para
grupos de alta disponibilidad" .

Mejores practicas para el equilibrio de carga para FabricPool

Antes de adjuntar StorageGRID como un nivel de nube de FabricPool , revise las
mejores practicas para usar balanceadores de carga con FabricPool.

Para obtener informacion general sobre el balanceador de carga StorageGRID vy el certificado del balanceador
de carga, consulte"Consideraciones para el equilibrio de carga" .

Practicas recomendadas para el acceso de los inquilinos al punto final del balanceador de carga
utilizado para FabricPool

Puede controlar qué inquilinos pueden usar un punto final de balanceador de carga especifico para acceder a
sus depésitos. Puede permitir a todos los inquilinos, permitir a algunos inquilinos o bloquear a algunos
inquilinos. Al crear un punto final de equilibrio de carga para el uso de FabricPool , seleccione Permitir todos
los inquilinos. ONTAP cifra los datos que se colocan en los depdsitos StorageGRID , por lo que esta capa de
seguridad adicional proporcionaria poca seguridad adicional.

Mejores practicas para el certificado de seguridad

Cuando crea un punto final de balanceador de carga StorageGRID para uso de FabricPool , proporciona el
certificado de seguridad que permitira que ONTAP se autentique con StorageGRID.

En la mayoria de los casos, la conexion entre ONTAP y StorageGRID debe utilizar el cifrado de seguridad de
la capa de transporte (TLS). Se admite el uso de FabricPool sin cifrado TLS, pero no se recomienda. Cuando
seleccione el protocolo de red para el punto final del balanceador de carga StorageGRID , seleccione HTTPS.
Luego proporcione el certificado de seguridad que permitira que ONTAP se autentique con StorageGRID.

Para obtener mas informacion sobre el certificado de servidor para un punto final de equilibrio de carga:

+ "Administrar certificados de seguridad"
» "Consideraciones para el equilibrio de carga"

» "Pautas de refuerzo para certificados de servidor"

Agregar certificado a ONTAP

Cuando agrega StorageGRID como un nivel de nube de FabricPool , debe instalar el mismo certificado en el
cluster de ONTAP , incluidos los certificados raiz y cualquier certificado de autoridad de certificacion (CA)
subordinada.
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Administrar la expiracion del certificado

Si el certificado utilizado para proteger la conexion entre ONTAP y StorageGRID caduca,
@ FabricPool dejara de funcionar temporalmente y ONTAP perdera temporalmente el acceso a los
datos almacenados en StorageGRID.

Para evitar problemas de vencimiento de certificados, siga estas practicas recomendadas:

» Supervise atentamente cualquier alerta que advierta sobre fechas de vencimiento de certificados
préximas, como las alertas Vencimiento del certificado del punto final del equilibrador de carga y
Vencimiento del certificado del servidor global para la APl de S3.

* Mantenga siempre sincronizadas las versiones StorageGRID y ONTAP del certificado. Si reemplaza o
renueva el certificado utilizado para un punto final del balanceador de carga, debe reemplazar o renovar el
certificado equivalente utilizado por ONTAP para el nivel de nube.

« Utilice un certificado CA firmado publicamente. Si utiliza un certificado firmado por una CA, puede utilizar
la APl de administracion de Grid para automatizar la rotacién de certificados. Esto le permite reemplazar
certificados que estan a punto de vencer sin interrupciones.

 Si ha generado un certificado StorageGRID autofirmado y ese certificado esta a punto de caducar, debe
reemplazarlo manualmente tanto en StorageGRID como en ONTAP antes de que caduque el certificado
existente. Si un certificado autofirmado ya ha expirado, desactive la validacion del certificado en ONTAP
para evitar la pérdida de acceso.

Ver "Base de conocimientos de NetApp : Como configurar un nuevo certificado de servidor autofirmado de
StorageGRID en una implementacion existente de ONTAP FabricPool" para obtener instrucciones.

Mejores practicas para usar ILM con datos de FabricPool

Si esta utilizando FabricPool para organizar datos en niveles en StorageGRID, debe
comprender los requisitos para usar la gestion del ciclo de vida de la informacion (ILM)
de StorageGRID con datos de FabricPool .

FabricPool no tiene conocimiento de las reglas o politicas de StorageGRID ILM. Puede ocurrir

@ pérdida de datos si la politica ILM de StorageGRID esta mal configurada. Para obtener
informacion detallada, consulte"Utilice reglas ILM para administrar objetos" y"Crear politicas
ILM" .

Pautas para usar ILM con FabricPool

Cuando utiliza el asistente de configuracion de FabricPool , este crea automaticamente una nueva regla ILM
para cada bucket S3 que cree y agrega esa regla a una politica inactiva. Se le solicitara que active la politica.
La regla creada automaticamente sigue las mejores practicas recomendadas: utiliza codificacion de borrado
2+1 en un solo sitio.

Si esta configurando StorageGRID manualmente en lugar de utilizar el asistente de configuracion de
FabricPool , revise estas pautas para asegurarse de que sus reglas y politicas de ILM sean adecuadas para
los datos de FabricPool y los requisitos de su negocio. Es posible que necesite crear nuevas reglas y
actualizar sus politicas ILM activas para cumplir con estas pautas.

» Puede utilizar cualquier combinacion de reglas de replicacién y codificacion de borrado para proteger los
datos de nivel de nube.
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La mejor practica recomendada es utilizar codificacion de borrado 2+1 dentro de un sitio para lograr una
proteccidn de datos rentable. La codificacion de borrado utiliza mas CPU, pero ofrece significativamente
menos capacidad de almacenamiento que la replicacion. Los esquemas 4+1 y 6+1 utilizan menos
capacidad que el esquema 2+1. Sin embargo, los esquemas 4+1 y 6+1 son menos flexibles si necesita
agregar nodos de almacenamiento durante la expansion de la red. Para obtener mas informacion,
consulte "Anadir capacidad de almacenamiento para objetos con cédigo de borrado” .

» Cada regla aplicada a los datos de FabricPool debe utilizar codificacion de borrado o debe crear al menos
dos copias replicadas.

Una regla ILM que crea solo una copia replicada por cada periodo de tiempo pone los datos
en riesgo de pérdida permanente. Si solo existe una copia replicada de un objeto, ese

@ objeto se pierde si un nodo de almacenamiento falla o tiene un error significativo. También
perdera temporalmente el acceso al objeto durante procedimientos de mantenimiento, como
actualizaciones.

 Si es necesario"eliminar datos de FabricPool de StorageGRID" , use ONTAP para recuperar todos los
datos del volumen FabricPool y promoverlo al nivel de rendimiento.

Para evitar la pérdida de datos, no utilice una regla ILM que caduque o elimine los datos del
nivel de nube de FabricPool . Establezca el periodo de retencién en cada regla ILM en para
siempre para garantizar que StorageGRID ILM no elimine los objetos de FabricPool .

* No cree reglas que muevan los datos del nivel de nube de FabricPool fuera del depdsito a otra ubicacion.
No se puede utilizar un grupo de almacenamiento en la nube para mover datos de FabricPool a otro
almacén de objetos.

No se admite el uso de grupos de almacenamiento en la nube con FabricPool debido a la
latencia adicional para recuperar un objeto del destino del grupo de almacenamiento en la
nube.

» A partir de ONTAP 9.8, puede crear opcionalmente etiquetas de objetos para ayudar a clasificar y ordenar
datos escalonados para una gestion mas sencilla. Por ejemplo, puede establecer etiquetas solo en los
volumenes de FabricPool adjuntos a StorageGRID. Luego, cuando crea reglas ILM en StorageGRID,
puede usar el filtro avanzado Etiqueta de objeto para seleccionar y colocar estos datos.

Otras practicas recomendadas para StorageGRID y FabricPool

Al configurar un sistema StorageGRID para su uso con FabricPool, es posible que deba
cambiar otras opciones de StorageGRID . Antes de cambiar una configuracion global,
considere como afectara el cambio a otras aplicaciones S3.

Destinos de mensajes y registros de auditoria

Las cargas de trabajo de FabricPool a menudo tienen una alta tasa de operaciones de lectura, lo que puede
generar un gran volumen de mensajes de auditoria.

+ Si no necesita un registro de las operaciones de lectura del cliente para FabricPool o cualquier otra
aplicacién S3, vaya opcionalmente a CONFIGURACION > Monitoreo > Servidor de auditoria y syslog.
Cambie la configuracion Lecturas de cliente a Error para disminuir la cantidad de mensajes de auditoria
registrados en el registro de auditoria. Ver"Configurar mensajes de auditoria y destinos de registro" Para
mas detalles.
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« Si tiene una red grande, utiliza varios tipos de aplicaciones S3 o desea conservar todos los datos de
auditoria, configure un servidor syslog externo y guarde la informacion de auditoria de forma remota. El
uso de un servidor externo minimiza el impacto en el rendimiento del registro de mensajes de auditoria sin
reducir la integridad de los datos de auditoria. Ver"Consideraciones para el servidor syslog externo" Para
mas detalles.

Cifrado de objetos

Al configurar StorageGRID, puede habilitar opcionalmente la"Opcion global para el cifrado de objetos
almacenados" Si se requiere cifrado de datos para otros clientes de StorageGRID . Los datos que se
almacenan en niveles desde FabricPool a StorageGRID ya estan cifrados, por lo que no es necesario habilitar
la configuracion de StorageGRID . Las claves de cifrado del lado del cliente son propiedad de ONTAP.

Compresion de objetos

Al configurar StorageGRID, no habilite la"Opcion global para comprimir objetos almacenados" . Los datos
almacenados en niveles desde FabricPool a StorageGRID ya estan comprimidos. El uso de la opcion
StorageGRID no reducira aun mas el tamafo de un objeto.

Consistencia del cubo

Para los buckets de FabricPool , la consistencia recomendada es Lectura después de una nueva escritura,
que es la consistencia predeterminada para un bucket nuevo. No edite los depdsitos de FabricPool para usar
Disponible o Sitio fuerte.

Nivelacion de FabricPool

Si un nodo StorageGRID usa almacenamiento asignado desde un sistema NetApp ONTAP , confirme que el
volumen no tenga habilitada una politica de niveles de FabricPool . Por ejemplo, si un nodo StorageGRID se
ejecuta en un host VMware, asegurese de que el volumen que respalda el almacén de datos para el nodo
StorageGRID no tenga una politica de niveles de FabricPool habilitada. Deshabilitar la organizacién en niveles
de FabricPool para los volumenes utilizados con nodos StorageGRID simplifica la resolucion de problemas y
las operaciones de almacenamiento.

Nunca use FabricPool para agrupar datos relacionados con StorageGRID en StorageGRID
mismo. La organizacion de los datos de StorageGRID en niveles en StorageGRID aumenta la
resolucion de problemas y la complejidad operativa.

Eliminar datos de FabricPool de StorageGRID

Si necesita eliminar los datos de FabricPool que actualmente estan almacenados en
StorageGRID, debe usar ONTAP para recuperar todos los datos del volumen de
FabricPool y promoverlo al nivel de rendimiento.

Antes de empezar

* Has revisado las instrucciones y consideraciones en "Promocionar datos al nivel de rendimiento" .
* Esta utilizando ONTAP 9.8 o posterior.
» Estas usando un"navegador web compatible" .

» Pertenece a un grupo de usuarios de StorageGRID para la cuenta de inquilino de FabricPool que tiene
la"Administrar todos los depodsitos o permisos de acceso raiz" .
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Acerca de esta tarea
Estas instrucciones explican como mover datos desde StorageGRID a FabricPool. Realice este procedimiento

utilizando ONTAP y StorageGRID Tenant Manager.
Pasos

1. Desde ONTAP, emita el volume modify dominio.

Colocar tiering-policy a none Para detener la nueva clasificacion y establecer cloud-retrieval-
policy a promote para devolver todos los datos que anteriormente estaban almacenados en
StorageGRID.

Ver "Promocionar todos los datos de un volumen FabricPool al nivel de rendimiento" .
2. Espere a que se complete la operacion.

Puedes utilizar el volume object-store comando con el tiering opcion a "comprobar el estado de la
promocion del nivel de rendimiento” .

3. Una vez completada la operaciéon de promocion, inicie sesién en StorageGRID Tenant Manager para la
cuenta de inquilino de FabricPool .

4. Seleccione Ver depésitos en el panel de control o seleccione ALMACENAMIENTO (S3) > Depdositos.

5. Confirme que el depdsito FabricPool ahora esté vacio.

6. Si el cubo esta vacio,"eliminar el deposito" .

Después de terminar

Cuando se elimina el bucket, la organizacion en niveles de FabricPool a StorageGRID ya no puede continuar.
Sin embargo, debido a que el nivel local aun esta conectado al nivel de nube StorageGRID , ONTAP System
Manager devolvera mensajes de error que indican que el depdsito es inaccesible.

Para evitar estos mensajes de error, realice una de las siguientes acciones:

« Utilice FabricPool Mirror para adjuntar un nivel de nube diferente al agregado.

* Mueva los datos del agregado FabricPool a un agregado que no sea FabricPool y luego elimine el
agregado no utilizado.

Ver el "Documentacion de ONTAP para FabricPool" para obtener instrucciones.
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