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Procedimientos de host y middleware

Linux: Migrar el nodo de la red a un nuevo host

Puede migrar uno o mas nodos StorageGRID de un host Linux (el host de origen) a otro
host Linux (el host de destino) para realizar el mantenimiento del host sin afectar la
funcionalidad ni la disponibilidad de su red.

Por ejemplo, es posible que desee migrar un nodo para realizar parches al sistema operativo y reiniciarlo.

Antes de empezar
* Planificé su implementacion de StorageGRID para incluir soporte de migracion.

o "Requisitos de migracion de contenedores de nodos para Red Hat Enterprise Linux"
> "Requisitos de migracion de contenedores de nodos para Ubuntu o Debian"
* El host de destino ya esta preparado para el uso de StorageGRID .
» El almacenamiento compartido se utiliza para todos los volimenes de almacenamiento por nodo

» Las interfaces de red tienen nombres consistentes en todos los hosts.

En una implementacion de produccion, no ejecute mas de un nodo de almacenamiento en un
solo host. El uso de un host dedicado para cada nodo de almacenamiento proporciona un
dominio de falla aislado.

®

Se pueden implementar otros tipos de nodos, como nodos de administracion o nodos de puerta
de enlace, en el mismo host. Sin embargo, si tiene varios nodos del mismo tipo (dos nodos de
puerta de enlace, por ejemplo), no instale todas las instancias en el mismo host.

Nodo de exportacion desde el host de origen
Como primer paso, apague el nodo de la red y exportelo desde el host Linux de origen.

Ejecute los siguientes comandos en el host de origen.

Pasos
1. Obtenga el estado de todos los nodos que se ejecutan actualmente en el host de origen.

sudo storagegrid node status all

Ejemplo de salida:

Name Config-State Run-State
DC1-ADM1 Configured Running
DC1-ARC1 Configured Running
DC1-GW1l Configured Running
DC1-S1 Configured Running
DC1-S2 Configured Running
DC1-S3 Configured Running


https://docs.netapp.com/es-es/storagegrid-119/rhel/node-container-migration-requirements.html
https://docs.netapp.com/es-es/storagegrid-119/ubuntu/node-container-migration-requirements.html

2. Identifique el nombre del nodo que desea migrar y deténgalo si su estado de ejecucién es En ejecucion.
sudo storagegrid node stop DC1-S3
Ejemplo de salida:
Stopping node DC1-S3
Waiting up to 630 seconds for node shutdown
3. Exportar el nodo desde el host de origen.
sudo storagegrid node export DC1-S3
Ejemplo de salida:
Finished exporting node DC1-S3 to /dev/mapper/sgws-dcl-s3-var-local.
Use 'storagegrid node import /dev/mapper/sgws-dcl-s3-var-local' if you
want to import it again.
4. Tome nota de la import Comando sugerido en la salida.

Ejecutara este comando en el host de destino en el siguiente paso.

Importar nodo en el host de destino

Después de exportar el nodo desde el host de origen, importe y valide el nodo en el host de destino. La
validacion confirma que el nodo tiene acceso a los mismos dispositivos de interfaz de red y almacenamiento
en bloque que tenia en el host de origen.

Ejecute los siguientes comandos en el host de destino.

Pasos
1. Importar el nodo en el host de destino.

sudo storagegrid node import /dev/mapper/sgws-dcl-s3-var-local
Ejemplo de salida:
Finished importing node DC1-S3 from /dev/mapper/sgws—-dcl-s3-var-local.
You should run 'storagegrid node validate DC1-S3'
2. Validar la configuracion del nodo en el nuevo host.

sudo storagegrid node validate DC1-S3

Ejemplo de salida:



Confirming existence of node DCl-S3... PASSED
Checking configuration file /etc/storagegrid/nodes/DC1-S3.conf for node
DC1-S3... PASSED

Checking for duplication of unique values... PASSED

3. Si se produce algun error de validacion, corrijalo antes de iniciar el nodo migrado.

Para obtener informacién sobre solucion de problemas, consulte las instrucciones de instalacion de
StorageGRID para su sistema operativo Linux.

o "Instalar StorageGRID en Red Hat Enterprise Linux"
o "Instalar StorageGRID en Ubuntu o Debian"
Iniciar el nodo migrado
Después de validar el nodo migrado, inicie el nodo ejecutando un comando en el host de destino.

Pasos
1. Inicie el nodo en el nuevo host.

sudo storagegrid node start DC1-S3

2. Sign in en Grid Manager y verifique que el estado del nodo sea verde sin ninguna alerta.

Verificar que el estado del nodo sea verde garantiza que el nodo migrado se haya reiniciado
@ por completo y se haya reincorporado a la red. Si el estado no es verde, no migre ningun
nodo adicional para no tener mas de un nodo fuera de servicio.

3. Si no puede acceder al Administrador de cuadricula, espere 10 minutos y luego ejecute el siguiente
comando:

sudo storagegrid node status node-name

Confirme que el nodo migrado tenga un estado de ejecucion en ejecucion.

VMware: Configurar la maquina virtual para el reinicio
automatico

Si la maquina virtual no se reinicia después de reiniciar VMware vSphere Hypervisor, es
posible que deba configurar la maquina virtual para que se reinicie automaticamente.

Debe realizar este procedimiento si nota que una maquina virtual no se reinicia mientras recupera un nodo de
la red o realiza otro procedimiento de mantenimiento.

Pasos
1. En el arbol de VMware vSphere Client, seleccione la maquina virtual que no esta iniciada.

2. Haga clic derecho en la maquina virtual y seleccione Encender.


https://docs.netapp.com/es-es/storagegrid-119/rhel/index.html
https://docs.netapp.com/es-es/storagegrid-119/ubuntu/index.html

3. Configure VMware vSphere Hypervisor para reiniciar la maquina virtual automaticamente en el futuro.
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