Reemplazar el nodo Linux

StorageGRID software

NetApp
December 03, 2025

This PDF was generated from https://docs.netapp.com/es-es/storagegrid-119/maintain/all-node-types-
replacing-linux-node.html on December 03, 2025. Always check docs.netapp.com for the latest.



Tabla de contenidos

Reemplazar el nodo Linux

Reemplazar el nodo Linux

Implementar nuevos hosts Linux

Restaurar los nodos de la red en el host
Restaurar y validar nodos de la red
Iniciar el servicio de host de StorageGRID
Recuperar nodos que no se inician normalmente

¢, Qué sigue?: Realice pasos de recuperacion adicionales, si es necesario
Acciones correctivas y proximos pasos

N NOO O NN



Reemplazar el nodo Linux

Reemplazar el nodo Linux

Si una falla requiere que implemente uno o mas hosts fisicos o virtuales nuevos o que
reinstale Linux en un host existente, implemente y configure el host de reemplazo antes
de poder recuperar el nodo de la red. Este procedimiento es un paso del proceso de
recuperacion del nodo de la red para todos los tipos de nodos de la red.

"Linux" se refiere a una implementacion de Red Hat® Enterprise Linux®, Ubuntu® o Debian®. Para obtener
una lista de las versiones compatibles, consulte la "Herramienta de matriz de interoperabilidad de NetApp
(IMT)" .

Este procedimiento solo se realiza como un paso en el proceso de recuperacion de nodos de almacenamiento
basados en software, nodos de administracion primarios o no primarios o nodos de puerta de enlace. Los
pasos son idénticos independientemente del tipo de nodo de red que esté recuperando.

Si hay mas de un nodo de red alojado en un host Linux fisico o virtual, puede recuperar los nodos de red en
cualquier orden. Sin embargo, recuperar primero un nodo de administracion principal, si esta presente, evita
que la recuperacion de otros nodos de la red se detenga mientras intentan comunicarse con el nodo de
administracion principal para registrarse para la recuperacion.

Implementar nuevos hosts Linux

Con algunas excepciones, prepare los nuevos hosts como lo hizo durante el proceso de
instalacion inicial.

Para implementar hosts Linux fisicos o virtuales nuevos o reinstalados, siga el procedimiento para preparar los
hosts en las instrucciones de instalacion de StorageGRID para su sistema operativo Linux:

+ "Instalar Linux (Red Hat Enterprise Linux)"

+ "Instalar Linux (Ubuntu o Debian)"
Este procedimiento incluye pasos para realizar las siguientes tareas:

1. Instalar Linux.

2. Configurar la red del host.

3. Configurar el almacenamiento del host.
4. Instalar el motor del contenedor.
5

. Instalar el servicio de host StorageGRID .

@ Deténgase después de completar la tarea "Instalar el servicio de host StorageGRID " en las
instrucciones de instalacion. No inicie la tarea "Implementar nodos de la red".

Al realizar estos pasos, tenga en cuenta las siguientes pautas importantes:

* Asegurese de utilizar los mismos nombres de interfaz de host que utilizé en el host original.


https://imt.netapp.com/matrix/#welcome
https://imt.netapp.com/matrix/#welcome
https://docs.netapp.com/es-es/storagegrid-119/rhel/installing-linux.html
https://docs.netapp.com/es-es/storagegrid-119/ubuntu/installing-linux.html

« Si utiliza almacenamiento compartido para respaldar sus nodos StorageGRID , o ha movido algunas o
todas las unidades o SSD de los nodos fallidos a los nodos de reemplazo, debe restablecer las mismas
asignaciones de almacenamiento que estaban presentes en el host original. Por ejemplo, si utiliz6 WWID y
alias en /etc/multipath.conf Como se recomienda en las instrucciones de instalacion, asegurese de
utilizar los mismos pares alias/WWID en /etc/multipath.conf en el host de reemplazo.

+ Si el nodo StorageGRID usa almacenamiento asignado desde un sistema NetApp ONTAP , confirme que
el volumen no tenga habilitada una politica de niveles de FabricPool . Deshabilitar la organizacién en
niveles de FabricPool para los volumenes utilizados con nodos StorageGRID simplifica la resolucion de
problemas y las operaciones de almacenamiento.

Nunca use FabricPool para agrupar datos relacionados con StorageGRID en StorageGRID
@ mismo. La organizacion de los datos de StorageGRID en niveles en StorageGRID aumenta
la resolucion de problemas y la complejidad operativa.

Restaurar los nodos de la red en el host

Para restaurar un nodo de red fallido en un nuevo host Linux, realice estos pasos para
restaurar el archivo de configuracion del nodo.

1. Restaurar y validar el nodorestaurando el archivo de configuracion del nodo. Para una nueva instalacion,
se crea un archivo de configuracion de nodo para cada nodo de la red que se instalara en un host. Al
restaurar un nodo de la red a un host de reemplazo, se restaura o reemplaza el archivo de configuracion
del nodo para cualquier nodo de la red que haya fallado.

2. Iniciar el servicio de host de StorageGRID .

3. Segun sea necesario,recuperar cualquier nodo que no pueda iniciarse .

Si se conservaron volimenes de almacenamiento en bloque del host anterior, es posible que deba realizar
procedimientos de recuperacion adicionales. Los comandos de esta seccion le ayudaran a determinar qué
procedimientos adicionales son necesarios.

Restaurar y validar nodos de la red

Debe restaurar los archivos de configuracién de la red para cualquier nodo de red fallido y luego validar los
archivos de configuracion de la red y resolver cualquier error.

Acerca de esta tarea

Puede importar cualquier nodo de la red que deba estar presente en el host, siempre que su /var/local El
volumen no se perdié como resultado de la falla del host anterior. Por ejemplo, el /var/local El volumen
aun podria existir si utilizé almacenamiento compartido para los volimenes de datos del sistema StorageGRID
, como se describe en las instrucciones de instalacion de StorageGRID para su sistema operativo Linux. Al
importar el nodo se restaura su archivo de configuracion al host.

Si no es posible importar los nodos faltantes, debera volver a crear sus archivos de configuracion de
cuadricula.

Luego debe validar el archivo de configuracién de la red y resolver cualquier problema de red o
almacenamiento que pueda ocurrir antes de continuar reiniciando StorageGRID. Al volver a crear el archivo de
configuracion para un nodo, debe utilizar para el nodo de reemplazo el mismo nombre que se utilizé para el
nodo que esta recuperando.



Consulte las instrucciones de instalacion para obtener mas informacion sobre la ubicacién del /var/local
volumen para un nodo.
* "Instalar StorageGRID en Red Hat Enterprise Linux"

* "Instalar StorageGRID en Ubuntu o Debian"

Pasos

1. Enla linea de comandos del host recuperado, enumere todos los nodos StorageGRID configurados
actualmente:sudo storagegrid node list

Si no se configuran nodos de la red, no habra salida. Si se configuran algunos nodos de la cuadricula, se
espera una salida en el siguiente formato:

Name Metadata-Volume

dcl-adml /dev/mapper/sgws-adml-var—-local
dcl-gwl /dev/mapper/sgws—-gwl-var-local
dcl-snl /dev/mapper/sgws-snl-var-local
dcl-arcl /dev/mapper/sgws-arcl-var—-local

Si algunos o todos los nodos de la red que deberian configurarse en el host no aparecen en la lista,
debera restaurar los nodos de la red que faltan.

2. Para importar nodos de cuadricula que tengan una /var/local volumen:

a. Ejecute el siguiente comando para cada nodo que desee importar:sudo storagegrid node
import node-var-local-volume-path

El storagegrid node import El comando solo tiene éxito si el nodo de destino se apagd
correctamente en el host en el que se ejecuto por Ultima vez. Si ese no es el caso, observaras un error
similar al siguiente:

This node (node-name) appears to be owned by another host (UUID host-uuid).
Use the --force flag if you are sure import is safe.

a. Si ve el error sobre que el nodo es propiedad de otro host, ejecute el comando nuevamente con el
--force bandera para completar la importacién:sudo storagegrid --force node import
node-var-local-volume-path

Cualquier nodo importado con el —--force La bandera requerira pasos de recuperacion
adicionales antes de que puedan volver a unirse a la red, como se describe en"; Qué
sigue?: Realice pasos de recuperacion adicionales, si es necesario” .

3. Para los nodos de la red que no tienen una /var/local volumen, vuelva a crear el archivo de
configuracion del nodo para restaurarlo en el host. Para obtener instrucciones, consulte:

o "Crear archivos de configuracion de nodo para Red Hat Enterprise Linux"

o "Crear archivos de configuracion de nodo para Ubuntu o Debian"


https://docs.netapp.com/es-es/storagegrid-119/rhel/index.html
https://docs.netapp.com/es-es/storagegrid-119/ubuntu/index.html
whats-next-performing-additional-recovery-steps-if-required.html
whats-next-performing-additional-recovery-steps-if-required.html
https://docs.netapp.com/es-es/storagegrid-119/rhel/creating-node-configuration-files.html
https://docs.netapp.com/es-es/storagegrid-119/ubuntu/creating-node-configuration-files.html

Al volver a crear el archivo de configuracién para un nodo, debe utilizar para el nodo de
reemplazo el mismo nombre que se utilizé para el nodo que esta recuperando. Para las
implementaciones de Linux, asegurese de que el nombre del archivo de configuracién

@ contenga el nombre del nodo. Debe utilizar las mismas interfaces de red, asignaciones
de dispositivos de bloque y direcciones IP cuando sea posible. Esta practica minimiza la
cantidad de datos que deben copiarse al nodo durante la recuperacion, lo que podria
hacer que la recuperacion sea significativamente mas rapida (en algunos casos,
minutos en lugar de semanas).

Si utiliza nuevos dispositivos de bloque (dispositivos que el nodo StorageGRID no utilizd

@ anteriormente) como valores para cualquiera de las variables de configuracion que
comienzan con BLOCK_DEVICE Cuando vuelva a crear el archivo de configuracion para
un nodo, siga las pautas enCorregir errores de dispositivos de bloque faltantes .

4. Ejecute el siguiente comando en el host recuperado para enumerar todos los nodos StorageGRID .
sudo storagegrid node list

5. Valide el archivo de configuracion de nodo para cada nodo de la red cuyo nombre se mostré en la salida
de la lista de nodos de storagegrid:

sudo storagegrid node validate node-name

Debe abordar cualquier error o advertencia antes de iniciar el servicio de host StorageGRID . Las
siguientes secciones brindan mas detalles sobre los errores que podrian tener una importancia especial
durante la recuperacion.

Corregir errores de interfaz de red faltante

Si la red del host no esta configurada correctamente o un nombre esta mal escrito, se produce un error
cuando StorageGRID verifica la asignacion especificada en el /etc/storagegrid/nodes/node-
name.conf archivo.

Es posible que vea un error o una advertencia que coincida con este patron:

Checking configuration file /etc/storagegrid/nodes/<node-name>.conf for

node <node-name>...

ERROR: <node—-name>: GRID NETWORK TARGET = <host-interface-name>
<node-name>: Interface <host-interface-name>' does not exist

El error podria informarse para la red de cuadricula, la red de administracion o la red del cliente. Este error
significa que el /etc/storagegrid/nodes/node-name.conf El archivo asigna la red StorageGRID
indicada a la interfaz de host denominada host-interface-name , pero no hay ninguna interfaz con ese
nombre en el host actual.

Si recibe este error, verifique que haya completado los pasos en"Implementar nuevos hosts Linux" . Utilice los
mismos nombres para todas las interfaces de host que los que se usaron en el host original.

Si no puede nombrar las interfaces de host para que coincidan con el archivo de configuracién del nodo,
puede editar el archivo de configuracion del nodo y cambiar el valor de GRID_NETWORK_TARGET,


deploying-new-linux-hosts.html

ADMIN_NETWORK_TARGET o CLIENT_NETWORK_TARGET para que coincida con una interfaz de host
existente.

Asegurese de que la interfaz del host proporcione acceso al puerto de red fisico o VLAN apropiado, y que la
interfaz no haga referencia directa a un dispositivo de enlace o puente. Debe configurar una VLAN (u otra
interfaz virtual) sobre el dispositivo de enlace en el host, o utilizar un puente y un par Ethernet virtual (veth).

Corregir errores de dispositivos de bloque faltantes

El sistema verifica que cada nodo recuperado se asigne a un archivo especial de dispositivo de bloque valido
0 a un enlace simbdlico valido a un archivo especial de dispositivo de bloque. Si StorageGRID encuentra una
asignacion no valida en el /etc/storagegrid/nodes/node-name.conf archivo, se muestra un error de
dispositivo de bloque faltante.

Si observa un error que coincide con este patron:

Checking configuration file /etc/storagegrid/nodes/<node-name>.conf for
node <node-name>...
ERROR: <node-name>: BLOCK DEVICE PURPOSE = <path-name>

<node-name>: <path-name> does not exist

Eso significa que /etc/storagegrid/nodes/node-name.conf asigna el dispositivo de bloque utilizado
por node-name para PURPOSE a la ruta dada en el sistema de archivos de Linux, pero no hay un archivo
especial de dispositivo de bloque valido, o un enlace simbdlico a un archivo especial de dispositivo de bloque,
en esa ubicacion.

Verifique que haya completado los pasos en"Implementar nuevos hosts Linux" . Utilice los mismos nombres de
dispositivos persistentes para todos los dispositivos de bloque que se usaron en el host original.

Si no puede restaurar o recrear el archivo especial del dispositivo de bloque faltante, puede asignar un nuevo
dispositivo de bloque del tamafio y categoria de almacenamiento adecuados y editar el archivo de
configuracion del nodo para cambiar el valor de BLOCK_DEVICE PURPOSE para sefialar el nuevo archivo
especial del dispositivo de bloque.

Determine el tamano y la categoria de almacenamiento adecuados utilizando las tablas para su sistema
operativo Linux:

» "Requisitos de almacenamiento y rendimiento para Red Hat Enterprise Linux"

* "Requisitos de almacenamiento y rendimiento para Ubuntu o Debian"

Revise las recomendaciones para configurar el almacenamiento del host antes de continuar con el reemplazo
del dispositivo de bloque:

+ "Configurar el almacenamiento del host para Red Hat Enterprise Linux"

+ "Configurar el almacenamiento del host para Ubuntu o Debian"
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Si debe proporcionar un nuevo dispositivo de almacenamiento en bloque para cualquiera de las
variables del archivo de configuracion que comienzan con BLOCK _DEVICE Debido a que el
dispositivo de bloque original se perdio con el host fallido, asegurese de que el nuevo

(D dispositivo de bloque no esté formateado antes de intentar otros procedimientos de
recuperacion. El nuevo dispositivo de bloque no estara formateado si esta usando
almacenamiento compartido y ha creado un nuevo volumen. Si no esta seguro, ejecute el
siguiente comando contra cualquier archivo especial del nuevo dispositivo de almacenamiento
en bloque.

Ejecute el siguiente comando solo para nuevos dispositivos de almacenamiento en bloque. No
ejecute este comando si cree que el almacenamiento en bloque aun contiene datos validos
@ para el nodo que se esta recuperando, ya que se perderan todos los datos del dispositivo.

sudo dd if=/dev/zero of=/dev/mapper/my-block-device-name bs=1G count=1
Iniciar el servicio de host de StorageGRID

Para iniciar los nodos StorageGRID y garantizar que se reinicien después de un reinicio del host, debe
habilitar e iniciar el servicio de host StorageGRID .

Pasos
1. Ejecute los siguientes comandos en cada host:

sudo systemctl enable storagegrid
sudo systemctl start storagegrid

2. Ejecute el siguiente comando para garantizar que la implementacion esté en curso:
sudo storagegrid node status node-name

3. Si algun nodo devuelve un estado de "No en ejecucion” o "Detenido", ejecute el siguiente comando:
sudo storagegrid node start node-name

4. Si ya ha habilitado e iniciado el servicio de host StorageGRID (o si no esta seguro de si el servicio se ha
habilitado e iniciado), ejecute también el siguiente comando:

sudo systemctl reload-or-restart storagegrid

Recuperar nodos que no se inician normalmente

Si un nodo StorageGRID no se reincorpora a la red normalmente y no aparece como recuperable, es posible
que esté dafado. Puedes forzar el nodo al modo de recuperacion.

Pasos



1. Confirme que la configuracion de red del nodo sea correcta.

Es posible que el nodo no haya podido reincorporarse a la red debido a asignaciones de interfaz de red
incorrectas o0 a una direccién IP o puerta de enlace de red incorrecta.

2. Si la configuracién de la red es correcta, emita el force-recovery dominio:

sudo storagegrid node force-recovery node-name

3. Realice los pasos de recuperacion adicionales para el nodo. Ver "; Qué sigue?: Realice pasos de
recuperacion adicionales, si es necesario" .

¢ Qué sigue?: Realice pasos de recuperacion adicionales, si
es necesario

Segun las acciones especificas que haya realizado para que los nodos StorageGRID se
ejecuten en el host de reemplazo, es posible que deba realizar pasos de recuperacion
adicionales para cada nodo.

La recuperacion del nodo esta completa si no fue necesario realizar ninguna accién correctiva mientras
reemplazaba el host Linux o restauraba el nodo de red fallido en el nuevo host.

Acciones correctivas y proximos pasos

Durante el reemplazo del nodo, es posible que haya sido necesario tomar una de estas acciones correctivas:

* Tuviste que usar el --force bandera para importar el nodo.

* Para cualquier <PURPOSE> , el valor de la BLOCK_DEVICE <PURPOSE> La variable del archivo de
configuracion se refiere a un dispositivo de bloque que no contiene los mismos datos que tenia antes de la
falla del host.

* Usted emitié storagegrid node force-recovery node-name para el nodo.

» Agreg6 un nuevo dispositivo de bloque.

Si realiz6 alguna de estas acciones correctivas, debera realizar pasos de recuperacion adicionales.

Tipo de recuperacion Siguiente paso

Nodo de administracion principal "Configurar el nodo de
administracién principal de
reemplazo”

Nodo de administracién no principal "Seleccione Iniciar recuperacion

para configurar el nodo de
administracion no principal®

Nodo de puerta de enlace "Seleccione Iniciar recuperacion
para configurar el nodo de puerta
de enlace"
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Tipo de recuperacion Siguiente paso

Nodo de almacenamiento (basado en software): "Seleccione Iniciar recuperacion
para configurar el nodo de
* Situvieras que usar el --force bandera para importar el nodo, o almacenamiento”
usted emitid storagegrid node force-recovery node-name

» Si tuvieras que hacer una reinstalacion completa del nodo o
necesitaras restaurar /var/local

Nodo de almacenamiento (basado en software): "Recuperarse de una falla del
volumen de almacenamiento
+ Si agreg6 un nuevo dispositivo de bloque. donde la unidad del sistema esta
intacta"

* Si, por cualquier <PURPOSE> , el valor de la
BLOCK DEVICE <PURPOSE> La variable del archivo de
configuracion se refiere a un dispositivo de bloque que no contiene
los mismos datos que tenia antes de la falla del host.
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