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Utilizar la federacioén de red

¢ Qué es la federacion de red?

Puede utilizar la federacion de red para clonar inquilinos y replicar sus objetos entre dos
sistemas StorageGRID para la recuperacion ante desastres.
¢, Qué es una conexion de federacion de red?

Una conexién de federacion de red es una conexion bidireccional, confiable y segura entre los nodos de
administracion y de puerta de enlace en dos sistemas StorageGRID .

Flujo de trabajo para la federacion de redes

El diagrama de flujo de trabajo resume los pasos para configurar una conexion de federacion de red entre dos
redes.
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Consideraciones y requisitos para las conexiones de federacion de red

* Las cuadriculas utilizadas para la federacion de cuadriculas deben ejecutar versiones de StorageGRID
que sean idénticas o que no tengan mas de una diferencia de version importante entre ellas.

Para obtener detalles sobre los requisitos de la version, consulte la"Notas de la version" .
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* Una red puede tener una o mas conexiones de federacion de redes a otras redes. Cada conexién de
federacion de red es independiente de cualquier otra conexién. Por ejemplo, si la Red 1 tiene una
conexion con la Red 2 y una segunda conexion con la Red 3, no hay ninguna conexion implicita entre la
Red 2 y la Red 3.

» Las conexiones de la federacion de red son bidireccionales. Una vez establecida la conexién, puedes
supervisarla y administrarla desde cualquiera de las redes.

» Debe existir al menos una conexién de federacién de red antes de poder usar"clon de cuenta”
o"replicacion entre redes” .

Requisitos de red y direccién IP

» Las conexiones de federacion de red pueden ocurrir en la red de red, la red de administracién o la red de
cliente.

* Una conexion de federacion de red conecta una red con otra red. La configuracion de cada red especifica
un punto final de federacion de red en la otra red que consta de nodos de administracion, nodos de puerta
de enlace o ambos.

« La mejor practica es conectar"grupos de alta disponibilidad (HA)" de nodos de puerta de enlace y de
administracion en cada red. El uso de grupos de alta disponibilidad ayuda a garantizar que las conexiones
de la federacion de red permaneceran en linea si los nodos no estan disponibles. Si falla la interfaz activa
en cualquiera de los grupos HA, la conexion puede usar una interfaz de respaldo.

* No se recomienda crear una conexion de federacion de red que utilice la direccion IP de un solo nodo de
administracion o nodo de puerta de enlace. Si el nodo deja de estar disponible, la conexién de la
federacion de red también dejara de estar disponible.

» "Replicacion entre redes"La creacion de objetos requiere que los nodos de almacenamiento en cada red
puedan acceder a los nodos de administraciéon y de puerta de enlace configurados en la otra red. Para
cada cuadricula, confirme que todos los nodos de almacenamiento tengan una ruta de alto ancho de
banda como los nodos de administracion o los nodos de puerta de enlace utilizados para la conexion.

Utilice FQDN para equilibrar la carga de la conexién

Para un entorno de produccion, utilice nombres de dominio completos (FQDN) para identificar cada cuadricula
en la conexion. Luego, crea las entradas DNS apropiadas, de la siguiente manera:

« El FQDN para Grid 1 asignado a una o mas direcciones IP virtuales (VIP) para grupos de HAen Grid 1 0 a
la direccion IP de uno o mas nodos de administracion o de puerta de enlace en Grid 1.

» El FQDN para Grid 2 asignado a una o mas direcciones VIP para Grid 2 o a la direccion IP de uno o mas
nodos de administracion o de puerta de enlace en Grid 2.

Cuando se utilizan varias entradas DNS, las solicitudes para utilizar la conexion se equilibran de la siguiente
manera:

 Las entradas DNS que se asignan a las direcciones VIP de varios grupos de HA se equilibran entre los
nodos activos en los grupos de HA.

 Las entradas DNS que se asignan a las direcciones IP de varios nodos de administracién o nodos de
puerta de enlace se equilibran entre los nodos asignados.

Requisitos del puerto

Al crear una conexion de federacion de red, puede especificar cualquier nimero de puerto no utilizado del
23000 al 23999. Ambas redes en esta conexion utilizaran el mismo puerto.
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Debe asegurarse de que ningun nodo de ninguna de las redes utilice este puerto para otras conexiones.

Requisitos del certificado

Cuando configura una conexién de federacion de red, StorageGRID genera automaticamente cuatro
certificados SSL.:

« Certificados de servidor y cliente para autenticar y cifrar la informacion enviada desde lared 1 alared 2

« Certificados de servidor y cliente para autenticar y cifrar la informacién enviada desde lared 2 a la red 1

Grid 1 Grid 2
Server certificate P Client certificate
Client certificate Server certificate

De forma predeterminada, los certificados son validos durante 730 dias (2 afos). Cuando estos certificados se
acercan a su fecha de vencimiento, la alerta Vencimiento del certificado de federacion de red le recuerda
que debe rotar los certificados, lo que puede hacer utilizando el Administrador de red.

@ Si los certificados en cualquiera de los extremos de la conexidn expiran, la conexiéon dejara de
funcionar. La replicacion de datos quedara pendiente hasta que se actualicen los certificados.

Mas informacion
» "Crear conexiones de federacién de red"

» "Administrar conexiones de federacion de red"

» "Solucionar errores de federacion de red"

¢ Qué es la clonacioén de cuenta?

La clonacion de cuenta es la replicacion automatica de una cuenta de inquilino, grupos
de inquilinos, usuarios de inquilinos y, opcionalmente, claves de acceso S3 entre los
sistemas StorageGRID en un"conexion de federacion de red" .

Se requiere clonar la cuenta para“replicacion entre redes" . La clonacién de informacion de cuentas desde un
sistema StorageGRID de origen a un sistema StorageGRID de destino garantiza que los usuarios y grupos de
inquilinos puedan acceder a los depdsitos y objetos correspondientes en cualquiera de las redes.

Flujo de trabajo para clonar cuentas

El diagrama de flujo de trabajo muestra los pasos que los administradores de la red y los inquilinos permitidos
realizaran para configurar la clonacién de cuenta. Estos pasos se realizan después de la"La conexion de la
federacion de red esta configurada" .
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Flujo de trabajo de administracion de la red

Los pasos que realizan los administradores de red dependen de si los sistemas StorageGRID en la"conexion
de federacion de red" Utilice el inicio de sesion unico (SSO) o la federacién de identidades.

Configurar SSO para clonar cuenta (opcional)

Si alguno de los sistemas StorageGRID en la conexion de federacion de red usa SSO, ambas redes deben
usar SSO. Antes de crear las cuentas de inquilino para la federacién de red, los administradores de red para
las redes de origen y destino del inquilino deben realizar estos pasos.

Pasos
1. Configure la misma fuente de identidad para ambas cuadriculas. Ver "Utilizar la federacion de identidades'

2. Configure el mismo proveedor de identidad SSO (IdP) para ambas redes. Ver "Configurar el inicio de
sesion unico" .
3. "Crea el mismo grupo de administradores"en ambas cuadriculas importando el mismo grupo federado.

Cuando cree el inquilino, seleccionara este grupo para que tenga el permiso de acceso raiz inicial para las
cuentas de inquilino de origen y de destino.
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@ Si este grupo de administracién no existe en ambas cuadriculas antes de crear el inquilino,
este no se replicara en el destino.

Configurar la federacion de identidad a nivel de cuadricula para la clonacién de cuentas (opcional)

Si alguno de los sistemas StorageGRID utiliza la federacion de identidad sin SSO, ambas redes deben utilizar
la federacion de identidad. Antes de crear las cuentas de inquilino para la federacion de red, los
administradores de red para las redes de origen y destino del inquilino deben realizar estos pasos.

Pasos

1.

Configure la misma fuente de identidad para ambas cuadriculas. Ver "Utilizar la federacion de identidades

. Opcionalmente, si un grupo federado tendra permiso de acceso raiz inicial tanto para las cuentas de

inquilino de origen como de destino,"crear el mismo grupo de administradores" en ambas cuadriculas
importando el mismo grupo federado.

@ Si asigna permiso de acceso raiz a un grupo federado que no existe en ambas redes, el
inquilino no se replica en la red de destino.

Si no desea que un grupo federado tenga permiso de acceso raiz inicial para ambas cuentas, especifique
una contrasefa para el usuario raiz local.

Crear una cuenta de inquilino S3 permitida

Después de configurar opcionalmente SSO o la federacion de identidad, un administrador de red realiza estos
pasos para determinar qué inquilinos pueden replicar objetos de depdsito en otros sistemas StorageGRID .

Pasos

1.

Determine qué cuadricula desea que sea la cuadricula de origen del inquilino para las operaciones de
clonacién de cuentas.

La cuadricula donde se crea originalmente el inquilino se conoce como la cuadricula de origen del
inquilino. La cuadricula donde se replica el inquilino se conoce como la cuadricula de destino del inquilino.

. En esa cuadricula, cree una nueva cuenta de inquilino S3 o edite una cuenta existente.

3. Asignar el permiso Usar conexion de federacion de red.

. Si la cuenta del inquilino administrara sus propios usuarios federados, asigne el permiso Usar fuente de

identidad propia.

Si se asigna este permiso, las cuentas de inquilino de origen y de destino deben configurar la misma
fuente de identidad antes de crear grupos federados. Los grupos federados agregados al inquilino de
origen no se pueden clonar en el inquilino de destino a menos que ambas cuadriculas utilicen la misma
fuente de identidad.

. Seleccione una conexion de federacién de red especifica.

. Guardar el inquilino nuevo o modificado.

Cuando se guarda un nuevo inquilino con el permiso Usar conexion de federacion de red, StorageGRID
crea automaticamente una réplica de ese inquilino en la otra red, de la siguiente manera:

o Ambas cuentas de inquilino tienen el mismo ID de cuenta, nombre, cuota de almacenamiento y
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permisos asignados.

> Si seleccion6 un grupo federado para tener permiso de acceso raiz para el inquilino, ese grupo se
clona en el inquilino de destino.

o Si selecciond un usuario local para que tenga permiso de acceso raiz para el inquilino, ese usuario se
clonara en el inquilino de destino. Sin embargo, la contrasefia de ese usuario no se clona.

Para obtener mas informacion, consulte "Administrar inquilinos permitidos para la federacion de red" .

Flujo de trabajo de cuentas de inquilinos permitidos

Después de que un inquilino con el permiso Usar conexién de federacion de red se replica en la red de
destino, las cuentas de inquilino permitidas pueden realizar estos pasos para clonar grupos de inquilinos,
usuarios y claves de acceso S3.

Pasos

1. Sign in en la cuenta del inquilino en la cuadricula de origen del inquilino.

2. Si esta permitido, configure la federacion de identidad en las cuentas de inquilino de origen y de destino.

3. Cree grupos y usuarios en el inquilino de origen.
Cuando se crean nuevos grupos o usuarios en el inquilino de origen, StorageGRID los clona
automaticamente en el inquilino de destino, pero no se produce ninguna clonacion desde el destino hasta
el origen.

4. Crear claves de acceso S3.

5. Opcionalmente, clone las claves de acceso S3 del inquilino de origen al inquilino de destino.

Para obtener detalles sobre el flujo de trabajo de la cuenta de inquilino permitida y para aprender cémo se

clonan los grupos, los usuarios y las claves de acceso de S3, consulte"Clonar grupos de inquilinos y usuarios"
y"Clonar claves de acceso S3 usando la API" .

¢ Qué es la replicacién entre redes?

La replicacion entre redes es la replicaciéon automatica de objetos entre depdsitos S3
seleccionados en dos sistemas StorageGRID que estan conectados en una"conexion de
federacion de red" . "Clon de cuenta" es necesario para la replicacion entre redes.

Flujo de trabajo para la replicacion entre redes

El diagrama de flujo de trabajo resume los pasos para configurar la replicacion entre cuadriculas entre
depositos en dos cuadriculas.
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Requisitos para la replicaciéon entre redes

Si una cuenta de inquilino tiene el permiso Usar conexion de federacion de red para usar una o

mas"conexiones de federacion de red" Un usuario inquilino con permiso de acceso raiz puede crear depdsitos

idénticos en las cuentas de inquilino correspondientes en cada red. Estos cubos:

» Debe tener el mismo nombre pero puede tener diferentes regiones
* Debe tener habilitada la versién
» Debe tener el bloqueo de objetos S3 deshabilitado

* Debe estar vacio
Una vez creados ambos buckets, se puede configurar la replicacion entre redes para uno o ambos buckets.

Mas informacion

"Administrar la replicacion entre redes"
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Coémo funciona la replicacidon entre redes

La replicacion entre redes se puede configurar para que ocurra en una direccion o en ambas direcciones.

Replicacién en una direccion

Si habilita la replicacion entre cuadriculas para un depdsito en una sola cuadricula, los objetos agregados a
ese deposito (el depdsito de origen) se replican en el depdsito correspondiente en la otra cuadricula (el
depdsito de destino). Sin embargo, los objetos agregados al depésito de destino no se replican en el origen.
En la figura, la replicacién entre redes esta habilitada para my-bucket de la cuadricula 1 a la cuadricula 2,
pero no esta habilitado en la otra direccion.

Grid 1-Tenant A Grid 2-Tenant A
my-bucket my-bucket
Cross-grid replication: Cross-grid replication:
Enabled Disabled

Add objects . Objects added
@ No change o Add objects

Replicaciéon en ambas direcciones

Si habilita la replicacion entre cuadriculas para el mismo depdsito en ambas cuadriculas, los objetos
agregados a cualquiera de los depdsitos se replicaran en la otra cuadricula. En la figura, la replicacién entre
redes esta habilitada para my-bucket en ambas direcciones.

Grid 1-Tenant A Grid 2-Tenant A
my-bucket my-bucket
Cross-grid replication: Cross-grid replication:
Enabled Enabled
Add objects —1 Objects added

Objects added -y Add objects




¢ Qué sucede cuando se ingieren objetos?

Cuando un cliente S3 agrega un objeto a un bucket que tiene habilitada la replicacion entre redes, sucede lo
siguiente:

1. StorageGRID replica automaticamente el objeto desde el depdsito de origen al depdsito de destino. El
tiempo necesario para realizar esta operacion de replicacion en segundo plano depende de varios
factores, incluida la cantidad de otras operaciones de replicacion que estén pendientes.

El cliente S3 puede verificar el estado de replicacion de un objeto emitiendo una solicitud GetObject o
HeadObject. La respuesta incluye un StorageGRID especifico x-ntap-sg-cgr-replication-status
encabezado de respuesta, que tendra uno de los siguientes valores: El cliente S3 puede verificar el estado
de replicaciéon de un objeto emitiendo una solicitud GetObject o HeadObject. La respuesta incluye un
StorageGRID especifico x-ntap-sg-cgr-replication-status encabezado de respuesta, que tendra
uno de los siguientes valores:

Red Estado de replicacion

Fuente + COMPLETADO: La replicacion fue exitosa para todas las
conexiones de red.

+ PENDIENTE: EIl objeto no se ha replicado a al menos una
conexion de red.

* FALLA: La replicacion no esta pendiente para ninguna conexion
alared y al menos una fallé con una falla permanente. Un
usuario debe resolver el error.

Destino REPLICA: El objeto fue replicado desde la cuadricula de origen.

@ StorageGRID no es compatible con x-amz-replication-status encabezamiento.

2. StorageGRID utiliza las politicas ILM activas de cada red para administrar los objetos, tal como lo haria
con cualquier otro objeto. Por ejemplo, el Objeto A en la Cuadricula 1 podria almacenarse como dos
copias replicadas y conservarse para siempre, mientras que la copia del Objeto A que se replico en la
Cuadricula 2 podria almacenarse utilizando una codificacion de borrado 2+1 y eliminarse después de tres
anos.

¢ Qué sucede cuando se eliminan objetos?

Como se describe en"Eliminar flujo de datos" StorageGRID puede eliminar un objeto por cualquiera de estos
motivos:
« El cliente S3 emite una solicitud de eliminacion.

* Un usuario de administrador de inquilinos selecciona el"Eliminar objetos en el deposito" Opcion para
eliminar todos los objetos de un depadsito.

 El bucket tiene una configuracion de ciclo de vida que expira.

* Finaliza el ultimo periodo de tiempo de la regla ILM para el objeto y no se especifican mas ubicaciones.
Cuando StorageGRID elimina un objeto debido a una operacion Eliminar objetos en el depdsito, vencimiento
del ciclo de vida del depésito o vencimiento de la ubicacion de ILM, el objeto replicado nunca se elimina de la

otra red en una conexion de federacion de redes. Sin embargo, los marcadores de eliminacion agregados al
depdsito de origen mediante eliminaciones del cliente S3 se pueden replicar opcionalmente en el depdsito de
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destino.

Para comprender qué sucede cuando un cliente S3 elimina objetos de un depdsito que tiene habilitada la
replicacion entre cuadriculas, revise como los clientes S3 eliminan objetos de depdsitos que tienen habilitada
la gestion de versiones, de la siguiente manera:

« Si un cliente S3 emite una solicitud de eliminacién que incluye un ID de version, esa version del objeto se
elimina de forma permanente. No se agrega ningun marcador de eliminacién al depésito.

 Si un cliente S3 emite una solicitud de eliminacion que no incluye un ID de version, StorageGRID no
elimina ninguna version de objeto. En lugar de ello, agrega un marcador de eliminacion al depdsito. El
marcador de eliminacién hace que StorageGRID actie como si el objeto hubiera sido eliminado:

° Una solicitud GetObject sin un ID de version fallara con 404 No Object Found

> Una solicitud GetObject con un ID de versién valido tendra éxito y devolvera la version del objeto
solicitada.

Cuando un cliente S3 elimina un objeto de un bucket que tiene habilitada la replicacion entre redes,
StorageGRID determina si debe replicar la solicitud de eliminacion al destino, de la siguiente manera:

« Si la solicitud de eliminacion incluye un ID de version, esa version del objeto se elimina de forma
permanente de la cuadricula de origen. Sin embargo, StorageGRID no replica las solicitudes de
eliminacion que incluyen un ID de version, por lo que la misma versién del objeto no se elimina del
destino.

« Si la solicitud de eliminacion no incluye un ID de version, StorageGRID puede replicar opcionalmente el
marcador de eliminacion, segun como esté configurada la replicacion entre redes para el depdsito:

o Si elige replicar marcadores de eliminacion (predeterminado), se agrega un marcador de eliminacion al
depdsito de origen y se replica en el deposito de destino. En efecto, el objeto parece estar eliminado
en ambas cuadriculas.

o Si elige no replicar los marcadores de eliminacién, se agrega un marcador de eliminacion al depésito
de origen, pero no se replica en el depdsito de destino. En efecto, los objetos que se eliminan en la
cuadricula de origen no se eliminan en la cuadricula de destino.

En la figura, Replicar marcadores de eliminacion se configuré en Si cuando"Se habilito la replicacion entre
redes" . Las solicitudes de eliminacion del depdsito de origen que incluyen un ID de version no eliminaran
objetos del depodsito de destino. Las solicitudes de eliminacion del deposito de origen que no incluyen un ID de
version pareceran eliminar objetos en el depdsito de destino.

Source bucket Destination bucket
Replicate delete markers:
Yes
Delete request with : @
version ID No change

Delete request without - Object appearsto be
version ID deleted

10
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Si desea mantener las eliminaciones de objetos sincronizadas entre cuadriculas, cree las
correspondientes"Configuraciones del ciclo de vida de S3" para los cubos en ambas
cuadriculas.

Como se replican los objetos cifrados

Cuando utiliza la replicacidon entre cuadriculas para replicar objetos entre cuadriculas, puede cifrar objetos
individuales, usar el cifrado de depdsito predeterminado o configurar el cifrado de toda la cuadricula. Puede
agregar, modificar o eliminar configuraciones de cifrado predeterminadas de toda la red o del bucket antes o
después de habilitar la replicacion entre redes para un bucket.

Para cifrar objetos individuales, puede utilizar SSE (cifrado del lado del servidor con claves administradas
StorageGRID) al agregar los objetos al depdsito de origen. Utilice el x-amz-server-side-encryption
encabezado de solicitud y especificar AES256 . Ver "Utilice cifrado del lado del servidor" .

@ No se admite el uso de SSE-C (cifrado del lado del servidor con claves proporcionadas por el
cliente) para la replicacion entre redes. La operacion de ingesta fallara.

Para utilizar el cifrado predeterminado para un depdsito, utilice una solicitud PutBucketEncryption y configure
el SSEAlgorithm parametro a AES256 . El cifrado a nivel de depdsito se aplica a cualquier objeto ingerido
sin la x-amz-server-side-encryption encabezado de solicitud. Ver "Operaciones en buckets" .

Para utilizar el cifrado a nivel de cuadricula, configure la opcion Cifrado de objetos almacenados en AES-
256. El cifrado a nivel de red se aplica a cualquier objeto que no esté cifrado a nivel de depdsito o que se
ingiera sin el x—amz-server-side-encryption encabezado de solicitud. Ver "Configurar opciones de red
y objetos" .

SSE no admite AES-128. Si la opcion Cifrado de objetos almacenados esta habilitada para la
cuadricula de origen que utiliza la opcién AES-128, el uso del algoritmo AES-128 no se

@ propagara al objeto replicado. En su lugar, el objeto replicado utilizara el depdsito
predeterminado del destino o la configuracion de cifrado a nivel de cuadricula, si esta
disponible.

Al determinar como cifrar los objetos de origen, StorageGRID aplica estas reglas:

1. Utilice el x-amz-server-side-encryption encabezado de ingesta, si esta presente.

2. Sino hay un encabezado de ingesta presente, utilice la configuracion de cifrado predeterminada del
deposito, si esta configurada.

3. Si no se configura una configuracion de depdsito, utilice la configuracién de cifrado de toda la red, si esta
configurada.

4. Si no hay una configuracion para toda la cuadricula, no cifre el objeto de origen.
Al determinar como cifrar objetos replicados, StorageGRID aplica estas reglas en este orden:

1. Utilice el mismo cifrado que el objeto de origen, a menos que ese objeto utilice cifrado AES-128.

2. Si el objeto de origen no esta cifrado o utiliza AES-128, utilice la configuracion de cifrado predeterminada
del depdsito de destino, si esta configurada.

3. Si el depdsito de destino no tiene una configuracion de cifrado, utilice la configuracion de cifrado de toda la
red del destino, si esta configurada.

4. Si no hay una configuracién para toda la cuadricula, no cifre el objeto de destino.
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PutObjectTagging y DeleteObjectTagging no son compatibles

Las solicitudes PutObjectTagging y DeleteObjectTagging no se admiten para objetos en depdsitos que tienen
habilitada la replicacion entre cuadriculas.

Si un cliente S3 emite una solicitud PutObjectTagging o DeleteObjectTagging, 501 Not Implemented se
devuelve. El mensaje es Put (Delete) ObjectTagging is not available for buckets that
have cross-grid replication configured.

Como se replican los objetos segmentados

El tamafo maximo de segmento de la cuadricula de origen se aplica a los objetos replicados en la cuadricula
de destino. Cuando los objetos se replican en otra cuadricula, la configuracion Tamafio maximo de
segmento (CONFIGURACION > Sistema > Opciones de almacenamiento) de la cuadricula de origen se
utilizara en ambas cuadriculas. Por ejemplo, supongamos que el tamafio maximo de segmento para la
cuadricula de origen es 1 GB, mientras que el tamafo maximo de segmento de la cuadricula de destino es 50
MB. Si ingiere un objeto de 2 GB en la cuadricula de origen, ese objeto se guarda como dos segmentos de 1
GB. También se replicara en la red de destino como dos segmentos de 1 GB, aunque el tamafo maximo de
segmento de esa red es de 50 MB.

Comparar la replicacion entre redes y la replicacion de
CloudMirror

A medida que comience a utilizar la federacion de red, revise las similitudes y diferencias
entre"replicacion entre redes" y el"Servicio de replicacion StorageGRID CloudMirror" .

Replicacion entre redes Servicio de replicacion CloudMirror
¢Cual es el Un sistema StorageGRID actua como un Permite que un inquilino replique
proposito sistema de recuperacion ante desastres. Los automaticamente objetos desde un depdsito
principal? objetos de un bucket se pueden replicar entre en StorageGRID (origen) a un depésito S3

las cuadriculas en una o ambas direcciones. externo (destino).

La replicacion de CloudMirror crea una copia
independiente de un objeto en una
infraestructura S3 independiente. Esta copia
independiente no se utiliza como copia de
seguridad, sino que a menudo se procesa en
la nube.
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¢, Como esta
configurado?

¢ Quién es
responsable
de
configurarlo?

¢Cual es el
destino?

¢ Es necesario
el control de
versiones de
objetos?

¢ Qué hace
que los
objetos se
muevan al
destino?

¢,Como se
replican los
objetos?

¢ Qué pasa si
un objeto no
se puede
replicar?

Replicacion entre redes

1. Configurar una conexion de federacion de
red entre dos redes.

2. Agregue nuevas cuentas de inquilinos,
que se clonaran automaticamente en la
otra red.

3. Agregue nuevos grupos de inquilinos y
usuarios, que también se clonan.

4. Cree depositos correspondientes en cada
cuadricula y habilite la replicacién entre
cuadriculas para que se produzca en una
0 ambas direcciones.

» Un administrador de red configura la
conexion y los inquilinos.

* Los usuarios inquilinos configuran los
grupos, usuarios, claves y depositos.

Un bucket S3 correspondiente e idéntico en el

otro sistema StorageGRID en la conexion de
federacion de red.

Si, tanto los depdsitos de origen como los de
destino deben tener habilitada la version de
objetos.

Los objetos se replican automaticamente
cuando se agregan a un deposito que tiene
habilitada la replicaciéon entre cuadriculas.

La replicacion entre cuadriculas crea objetos
versionados y replica el ID de la version del
deposito de origen al depésito de destino.
Esto permite mantener el orden de las
versiones en ambas cuadriculas.

El objeto se pone en cola para su replicacion,
sujeto a los limites de almacenamiento de
metadatos.

Servicio de replicacion CloudMirror

1. Un usuario inquilino configura la
replicacion de CloudMirror definiendo un
punto final de CloudMirror (direccion IP,
credenciales, etc.) mediante el
Administrador de inquilinos o la API S3.

2. Cualquier dep6sito propiedad de esa
cuenta de inquilino se puede configurar
para apuntar al punto final de CloudMirror.

Normalmente, un usuario inquilino.

» Cualquier infraestructura S3 compatible
(incluido Amazon S3).

 Plataforma de Google Cloud (GCP)

No, la replicacion de CloudMirror admite
cualquier combinacion de depdsitos
versionados y no versionados tanto en el
origen como en el destino.

Los objetos se replican automaticamente
cuando se agregan a un depdésito que se ha
configurado con un punto final de
CloudMirror. Los objetos que existian en el
depdsito de origen antes de que este se
configurara con el punto final de CloudMirror
no se replican, a menos que se modifiquen.

La replicacion de CloudMirror no requiere
depositos con control de versiones habilitado,
por lo que CloudMirror solo puede mantener
el orden de una clave dentro de un sitio. No
hay garantias de que se mantenga el orden
para las solicitudes de un objeto en un sitio
diferente.

El objeto se pone en cola para la replicacion,
sujeto a los limites de los servicios de la
plataforma (consulte"Recomendaciones para
el uso de los servicios de la plataforma" ).
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Replicacion entre redes

Servicio de replicacion CloudMirror

¢Sereplican  Si, cuando un objeto se replica en la otra red, No, cuando un objeto se replica en el

los metadatos sus metadatos del sistema también se depdsito externo, se actualizan sus

del sistema replican. Los metadatos seran idénticos en metadatos del sistema. Los metadatos

del objeto? ambas cuadriculas. variaran segun la ubicacion, dependiendo del
momento de la ingesta y del comportamiento
de la infraestructura S3 independiente.

¢, Como se Las aplicaciones pueden recuperar o leer Las aplicaciones pueden recuperar o leer

recuperan los objetos realizando una solicitud al depoésito en objetos realizando una solicitud a

objetos? cualquiera de las cuadriculas. StorageGRID o al destino S3. Por ejemplo,
supongamos que utiliza la replicacion de
CloudMirror para reflejar objetos en una
organizacion asociada. El socio puede utilizar
sus propias aplicaciones para leer o
actualizar objetos directamente desde el
destino S3. No es necesario utilizar
StorageGRID .

¢, Qué pasa si * Las solicitudes de eliminacién que Los resultados variaran segun el estado de la

se elimina un incluyen un ID de version nunca se version de los depdsitos de origen y destino

objeto? replican en la cuadricula de destino. (que no necesitan ser los mismos):

* Las solicitudes de eliminaciéon que no
incluyen un ID de version agregan un
marcador de eliminacion al depdsito de
origen, que opcionalmente se puede
replicar en la cuadricula de destino.

» Si ambos depositos estan versionados,
una solicitud de eliminacion agregara un
marcador de eliminacién en ambas
ubicaciones.

« Si solo esta versionado el depésito de
origen, una solicitud de eliminacion
agregara un marcador de eliminacion al
origen, pero no al destino.

* Si la replicacion entre redes esta
configurada para una sola direccion, los
objetos en el depdsito de destino se

pueden eliminar sin afectar el origen.
 Si ninguno de los buckets tiene version,

una solicitud de eliminacion eliminara el
objeto del origen pero no del destino.

De manera similar, los objetos en el depdsito

de destino se pueden eliminar sin afectar el
origen.

Crear conexiones de federacion de red

Puede crear una conexion de federaciéon de red entre dos sistemas StorageGRID si
desea clonar detalles de inquilinos y replicar datos de objetos.

Como se muestra en la figura, la creacién de una conexion de federacion de red incluye pasos en ambas

redes. Afade la conexion en una cuadricula y complétala en la otra cuadricula. Puedes empezar desde
cualquiera de las cuadriculas.
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Grid 1

Add connection

Download

Grid 2

Upload
verification file

—

verification file

Complete connection

Antes de empezar

» Usted ha revisado el"Consideraciones y requisitos" para configurar conexiones de federacion de red.

« Si planea utilizar nombres de dominio completos (FQDN) para cada cuadricula en lugar de direcciones IP
o VIP, sabe qué nombres usar y ha confirmado que el servidor DNS de cada cuadricula tiene las entradas

adecuadas.

» Estas usando un"navegador web compatible" .

 Tiene permiso de acceso de root y la contrasefa de aprovisionamiento para ambas redes.

Agregar conexion

Realice estos pasos en cualquiera de los dos sistemas StorageGRID .

Pasos

1. Sign in en el Administrador de cuadricula desde el nodo de administracién principal en cualquiera de las

cuadriculas.

2. Seleccione CONFIGURACION > Sistema > Federacion de red.

3. Seleccione Agregar conexion.

4. Introduzca detalles para la conexion.

Campo

Nombre de la conexién

FQDN o IP para esta cuadricula

Descripcion

Un nombre Unico para ayudarle a reconocer esta conexion, por
ejemplo, "Cuadricula 1-Cuadricula 2".

Uno de los siguientes:

« EI FQDN de la red en la que esta conectado actualmente
» Una direccion VIP de un grupo HA en esta red

* Una direccion IP de un nodo de administracion o de puerta de
enlace en esta red. La IP puede estar en cualquier red a la que
pueda acceder la red de destino.
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Campo Descripcion

Puerto El puerto que desea utilizar para esta conexion. Puede ingresar
cualquier numero de puerto no utilizado del 23000 al 23999.

Ambas redes en esta conexion utilizaran el mismo puerto. Debe
asegurarse de que ningun nodo de ninguna de las redes utilice este
puerto para otras conexiones.

Dias de validez del certificado El nimero de dias que desea que los certificados de seguridad para
para esta red esta red en la conexion sean validos. El valor predeterminado es 730
dias (2 anos), pero puede ingresar cualquier valor entre 1y 762 dias.

StorageGRID genera automaticamente certificados de cliente y
servidor para cada cuadricula cuando guarda la conexion.

Frase de contrasefia de La contrasefa de aprovisionamiento para la red en la que ha iniciado
aprovisionamiento para estared  sesion.

FQDN o IP para la otra red Uno de los siguientes:

» EI FQDN de la red a la que desea conectarse
* Una direccion VIP de un grupo HA en la otra red

* Una direccién IP de un nodo de administracion o de puerta de
enlace en la otra red. La IP puede estar en cualquier red a la que
la red de origen pueda acceder.

5. Seleccione Guardar y continuar.

6. Para el paso Descargar archivo de verificacion, seleccione Descargar archivo de verificacion.

Una vez completada la conexion en la otra red, ya no podras descargar el archivo de verificacion de
ninguna de las redes.

7. Localice el archivo descargado(connection-name.grid-federation )y guardelo en un lugar seguro.

@ Este archivo contiene secretos (enmascarados como * ) y otros detalles confidenciales y
deben almacenarse y transmitirse de forma segura.

8. Seleccione Cerrar para regresar a la pagina de federacion de Grid.
9. Confirme que se muestra la nueva conexion y que su Estado de conexiéon es Esperando para conectar.

10. Proporcionar el connection-name.grid-federation archivo al administrador de la red para la otra
red.

Conexién completa
Realice estos pasos en el sistema StorageGRID al que se esta conectando (la otra red).

Pasos
1. Sign in en Grid Manager desde el nodo de administracion principal.
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2.
3.
4.

5.

8.

Seleccione CONFIGURACION > Sistema > Federacién de red.

Seleccione Cargar archivo de verificaciéon para acceder a la pagina de carga.

Seleccione Subir archivo de verificacion. Luego, busque y seleccione el archivo que se descargd de la
primera cuadricula.(connection-name.grid-federation).

Se muestran los detalles de la conexidn.

Opcionalmente, ingrese un numero diferente de dias validos para los certificados de seguridad de esta
cuadricula. La entrada Dias de validez del certificado tiene como valor predeterminado el que ingreso6 en
la primera cuadricula, pero cada cuadricula puede usar fechas de vencimiento diferentes.

En general, utilice la misma cantidad de dias para los certificados en ambos lados de la conexion.

Si los certificados en cualquiera de los extremos de la conexion caducan, la conexién dejara
de funcionar y las replicaciones quedaran pendientes hasta que se actualicen los
certificados.

Ingrese la contrasefa de aprovisionamiento para la red en la que esta conectado actualmente.
Seleccione Guardar y probar.
Se generan los certificados y se prueba la conexién. Si la conexion es valida, aparece un mensaje de éxito

y la nueva conexion aparece en la pagina de federacion de Grid. El Estado de conexién sera
Conectado.

Si aparece un mensaje de error, solucione cualquier problema. Ver "Solucionar errores de federacion de
red".

Vaya a la pagina de federacion de Grid en la primera cuadricula y actualice el navegador. Confirme que el
Estado de conexion ahora es Conectado.
Una vez establecida la conexion, elimine de forma segura todas las copias del archivo de verificacion.

Si edita esta conexion, se creara un nuevo archivo de verificacion. El archivo original no se puede
reutilizar.

Después de terminar

Revise las consideraciones para"gestion de inquilinos permitidos" .

"Crear una o mas cuentas de inquilino nuevas", asigne el permiso Usar conexién de federacion de red y
seleccione la nueva conexion.

"Administrar la conexion"segun sea necesario. Puede editar valores de conexion, probar una conexion,
rotar certificados de conexion o eliminar una conexion.

"Monitorizar la conexion"como parte de sus actividades normales de monitoreo de StorageGRID .

"Solucionar problemas de conexion", incluida la resolucién de alertas y errores relacionados con la
clonacién de cuentas y la replicacion entre redes.

Administrar conexiones de federacion de red

La administracion de las conexiones de federaciéon de red entre sistemas StorageGRID
incluye editar los detalles de conexion, rotar los certificados, eliminar los permisos de
inquilinos y eliminar las conexiones no utilizadas.
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Antes de empezar

* Ha iniciado sesién en el Administrador de cuadricula en cualquiera de las cuadriculas mediante
un"navegador web compatible" .

» Tu tienes el"Permiso de acceso root" para la red en la que ha iniciado sesion.

Editar una conexiéon de federacion de red

Puede editar una conexion de federacion de red iniciando sesion en el nodo de administracion principal en
cualquiera de las redes de la conexidon. Después de realizar cambios en la primera cuadricula, debera
descargar un nuevo archivo de verificacion y cargarlo en la otra cuadricula.

Mientras se edita la conexion, las solicitudes de clonacion de cuenta o replicacion entre redes

@ continuaran usando las configuraciones de conexion existentes. Cualquier modificacion que
realice en la primera cuadricula se guarda localmente, pero no se utiliza hasta que se haya
cargado en la segunda cuadricula, se haya guardado y se haya probado.

Comience a editar la conexion

Pasos

1. Sign in en el Administrador de cuadricula desde el nodo de administracién principal en cualquiera de las
cuadriculas.

2. Seleccione NODOS y confirme que todos los demas nodos de administracion en su sistema estén en
linea.

Cuando edita una conexion de federacion de red, StorageGRID intenta guardar un archivo

@ de "configuracion candidata" en todos los nodos de administracion de la primera red. Si este
archivo no se puede guardar en todos los nodos de administracion, aparecera un mensaje
de advertencia cuando seleccione Guardar y probar.

3. Seleccione CONFIGURACION > Sistema > Federacion de red.

4. Edite los detalles de la conexion utilizando el menu Acciones en la pagina de federacion de Grid o la
pagina de detalles de una conexién especifica. Ver"Crear conexiones de federacion de red" para qué
entrar.

Menu de acciones
a. Seleccione el botén de opcion para la conexion.

b. Seleccione Acciones > Editar.

c. Introduzca la nueva informacion.

Pagina de detalles
a. Seleccione un nombre de conexion para mostrar sus detalles.

b. Seleccione Editar.

c. Introduzca la nueva informacion.

5. Introduzca la contrasefia de aprovisionamiento para la red en la que ha iniciado sesién.

6. Seleccione Guardar y continuar.
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1.

Los nuevos valores se guardan, pero no se aplicaran a la conexion hasta que haya cargado el nuevo
archivo de verificacion en la otra cuadricula.

Seleccione Descargar archivo de verificacion.
Para descargar este archivo mas tarde, vaya a la pagina de detalles de la conexion.

Localice el archivo descargado(connection-name.grid-federation )y guardelo en un lugar seguro.

@ El archivo de verificacion contiene secretos y debe almacenarse y transmitirse de forma
segura.

Seleccione Cerrar para regresar a la pagina de federacion de Grid.

. Confirme que el Estado de conexién sea Pendiente de edicion.

@ Si el estado de la conexion era distinto de Conectado cuando comenzé a editar la
conexidn, no cambiara a Pendiente de edicion.

Proporcionar el connection-name.grid-federation archivo al administrador de la red para la otra
red.

Terminar de editar la conexion

Termine de editar la conexion cargando el archivo de verificacion en la otra cuadricula.

Pasos

1.
2.
3.

. Seleccione Subir archivo de verificacidon. Luego, busque y seleccione el archivo que se descargo de la

Sign in en Grid Manager desde el nodo de administracion principal.
Seleccione CONFIGURACION > Sistema > Federacion de red.

Seleccione Cargar archivo de verificacion para acceder a la pagina de carga.

primera cuadricula.

5. Ingrese la contrasefia de aprovisionamiento para la red en la que esta conectado actualmente.

10.

Seleccione Guardar y probar.

Si se puede establecer la conexion utilizando los valores editados, aparecera un mensaje de éxito. De lo
contrario, aparecera un mensaje de error. Revise el mensaje y solucione cualquier problema.

Cierre el asistente para regresar a la pagina de federacion de Grid.

Confirme que el Estado de conexion sea Conectado.

Vaya a la pagina de federacion de Grid en la primera cuadricula y actualice el navegador. Confirme que el
Estado de conexion ahora es Conectado.

Una vez establecida la conexion, elimine de forma segura todas las copias del archivo de verificacion.

Pruebe una conexion de federacion de red

Pasos

1.
2.

Sign in en Grid Manager desde el nodo de administracion principal.
Seleccione CONFIGURACION > Sistema > Federacion de red.
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3. Pruebe la conexion utilizando el menu Acciones en la pagina de federacion de Grid o la pagina de
detalles de una conexion especifica.

Menu de acciones
a. Seleccione el botdn de opcién para la conexion.

b. Seleccione Acciones > Prueba.

Pagina de detalles
a. Seleccione un nombre de conexion para mostrar sus detalles.

b. Seleccione Probar conexion.

4. Revisar el estado de la conexion:

Estado de la conexion Descripcion
Conectado Ambas redes estan conectadas y se comunican normalmente.
Error La conexion esta en un estado de error. Por ejemplo, un certificado

ha expirado o un valor de configuracion ya no es valido.

Pendiente de edicion Ha editado la conexion en esta cuadricula, pero la conexion aun
utiliza la configuracién existente. Para completar la edicion, cargue el
nuevo archivo de verificacion en la otra cuadricula.

Esperando para conectar Ha configurado la conexion en esta red, pero la conexién no se ha
completado en la otra red. Descargue el archivo de verificacion de
esta cuadricula y carguelo en la otra cuadricula.

Desconocido La conexion esta en un estado desconocido, posiblemente debido a
un problema de red o un nodo fuera de linea.

5. Si el estado de la conexién es Error, resuelva cualquier problema. Luego, seleccione Probar conexion
nuevamente para confirmar que el problema se ha solucionado.

Rotar certificados de conexion

Cada conexioén de federacion de red utiliza cuatro certificados SSL generados automaticamente para proteger
la conexion. Cuando los dos certificados de cada red se acercan a su fecha de vencimiento, la alerta
Vencimiento del certificado de federacion de red le recuerda que debe rotar los certificados.

@ Si los certificados en cualquiera de los extremos de la conexién caducan, la conexion dejara de
funcionar y las replicaciones quedaran pendientes hasta que se actualicen los certificados.

Pasos

1. Sign in en el Administrador de cuadricula desde el nodo de administracién principal en cualquiera de las
cuadriculas.

2. Seleccione CONFIGURACION > Sistema > Federacion de red.
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3. Desde cualquiera de las pestafias de la pagina de federacion de Grid, seleccione el nombre de la
conexion para mostrar sus detalles.

Seleccione la pestana Certificados.

Seleccione Rotar certificados.

Especifique cuantos dias deben ser validos los nuevos certificados.

Introduzca la contrasefia de aprovisionamiento para la red en la que ha iniciado sesién.

Seleccione Rotar certificados.

© © N o g &

Segun sea necesario, repita estos pasos en la otra cuadricula de la conexion.

En general, utilice la misma cantidad de dias para los certificados en ambos lados de la conexion.

Eliminar una conexion de federacion de red

Puede eliminar una conexion de federacion de red de cualquiera de las redes en la conexion. Como se
muestra en la figura, debe realizar los pasos previos necesarios en ambas redes para confirmar que ningun
inquilino en ninguna de las redes esté utilizando la conexion.

Grid 1 Grid 2 RGerl‘ndo:e Ffe':oﬁe Grid 1 or Grid 2
Disable replication — Disable replication —» - —» B —> Remove
permission permission -
for all buckets for all buckets connection
for all tenants for all tenants

Antes de eliminar una conexion, tenga en cuenta lo siguiente:

 Eliminar una conexién no elimina ningun elemento que ya se haya copiado entre cuadriculas. Por ejemplo,
los usuarios, grupos y objetos del inquilino que existen en ambas cuadriculas no se eliminan de ninguna
de las cuadriculas cuando se elimina el permiso del inquilino. Si desea eliminar estos elementos, debera
eliminarlos manualmente de ambas cuadriculas.

» Cuando elimina una conexion, todos los objetos que estén pendientes de replicacion (ingeridos pero aun
no replicados en la otra red) tendran una falla permanente en su replicacion.

Deshabilitar la replicacion para todos los depdsitos de inquilinos

Pasos

1. Para comenzar desde cualquiera de las cuadriculas, inicie sesién en el Administrador de cuadricula desde
el nodo de administracion principal.

Seleccione CONFIGURACION > Sistema > Federacion de red.
Seleccione el nombre de la conexidn para mostrar sus detalles.

En la pestafia Inquilinos permitidos, determine si algun inquilino esta utilizando la conexion.

o~ 0N

Si hay inquilinos en la lista, instruya a todos los inquilinos a"Deshabilitar la replicacion entre redes" para
todos sus cubos en ambas redes en la conexion.

No puedes eliminar el permiso Usar conexién de federacion de red si alguno de los
depdsitos de inquilinos tiene habilitada la replicacion entre redes. Cada cuenta de inquilino
debe deshabilitar la replicacion entre redes para sus depdsitos en ambas redes.
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Eliminar el permiso para cada inquilino

Una vez que se haya deshabilitado la replicacion entre redes para todos los grupos de inquilinos, elimine el
permiso de uso de federacion de red de todos los inquilinos en ambas redes.

Pasos

1.
2.
3.

4.

Seleccione CONFIGURACION > Sistema > Federacién de red.
Seleccione el nombre de la conexién para mostrar sus detalles.

Para cada inquilino en la pestafia Inquilinos permitidos, elimine el permiso Usar conexién de
federacion de red de cada inquilino. Ver "Gestionar inquilinos permitidos" .

Repita estos pasos para los inquilinos permitidos en la otra cuadricula.

Eliminar conexion

Pasos

1.
2.

Cuando ningun inquilino en ninguna de las redes esté usando la conexion, seleccione Eliminar.
Revise el mensaje de confirmacion y seleccione Eliminar.

o Si se puede eliminar la conexion, se muestra un mensaje de éxito. La conexion de federacion de red
ahora se elimina de ambas redes.

> Si no se puede eliminar la conexion (por ejemplo, todavia esta en uso o hay un error de conexion), se
muestra un mensaje de error. Puede realizar cualquiera de las siguientes acciones:

= Resolver el error (recomendado). Ver "Solucionar errores de federacion de red" .

= Retire la conexioén a la fuerza. Vea la siguiente seccion.

Eliminar una conexién de federacién de red por la fuerza

Si es necesario, puede forzar la eliminacién de una conexion que no tenga el estado Conectado.

La eliminacién forzada solo elimina la conexion de la red local. Para eliminar completamente la conexion,
realice los mismos pasos en ambas rejillas.

Pasos

1.

o o k~ w
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Desde el cuadro de dialogo de confirmacion, seleccione Forzar eliminacion.

Aparece un mensaje de éxito. Esta conexion de federacién de red ya no se puede utilizar. Sin embargo, es
posible que los depdsitos de inquilinos aun tengan habilitada la replicacion entre redes y que algunas
copias de objetos ya se hayan replicado entre las redes de la conexion.

Desde la otra cuadricula en la conexion, inicie sesién en el Administrador de cuadricula desde el nodo de
administracion principal.

Seleccione CONFIGURACION > Sistema > Federacién de red.

Seleccione el nombre de la conexién para mostrar sus detalles.

Seleccione Eliminar y Si.

Seleccione Eliminar forzosamente para eliminar la conexién de esta red.



Gestionar los inquilinos permitidos para la federacion de
red

Puede permitir que las cuentas de inquilinos de S3 utilicen una conexion de federacion
de red entre dos sistemas StorageGRID . Cuando a los inquilinos se les permite usar una
conexion, se requieren pasos especiales para editar los detalles del inquilino o eliminar
de forma permanente el permiso de un inquilino para usar la conexion.

Antes de empezar

* Ha iniciado sesion en el Administrador de cuadricula en cualquiera de las cuadriculas mediante
un"navegador web compatible" .

» Tu tienes el"Permiso de acceso root" para la red en la que ha iniciado sesion.
 Tienes"creo6 una conexion de federacion de red" entre dos rejillas.
* Has revisado los flujos de trabajo para"clon de cuenta" y"replicacion entre redes" .

« Segun sea necesario, ya ha configurado el inicio de sesion unico (SSO) o la federacion de identidad para
ambas redes en la conexion. Ver "; Qué es la clonacion de cuenta?" .

Crear un inquilino permitido

Si desea permitir que una cuenta de inquilino nueva o existente utilice una conexion de federacion de red para
la clonacién de cuentas y la replicacidn entre redes, siga las instrucciones generales para“crear un nuevo
inquilino S3" o"editar una cuenta de inquilino" y tenga en cuenta lo siguiente:

» Puede crear el inquilino desde cualquiera de las cuadriculas en la conexion. La cuadricula en la que se
crea un inquilino es la cuadricula de origen del inquilino.

» El estado de la conexién debe ser Conectado.

» Cuando se crea o edita el inquilino para habilitar el permiso Usar conexién de federacion de red y luego
se guarda en la primera red, un inquilino idéntico se replica automaticamente en la otra red. La cuadricula
en la que se replica el inquilino es la cuadricula de destino del inquilino.

* Los inquilinos de ambas redes tendran el mismo ID de cuenta de 20 digitos, nombre, descripcion, cuota y
permisos. Opcionalmente, puede utilizar el campo Descripcion para ayudar a identificar cual es el
inquilino de origen y cual es el inquilino de destino. Por ejemplo, esta descripcion para un inquilino creado
en la Red 1 también aparecera para el inquilino replicado en la Red 2: "Este inquilino fue creado en la Red
1"

» Por razones de seguridad, la contrasefia de un usuario root local no se copia a la red de destino.

Antes de que un usuario raiz local pueda iniciar sesién en el inquilino replicado en la red de
destino, un administrador de red para esa red debe"cambiar la contrasefa del usuario root
local" .

* Una vez que el inquilino nuevo o editado esté disponible en ambas cuadriculas, los usuarios inquilinos
pueden realizar estas operaciones:

o Desde la red de origen del inquilino, cree grupos y usuarios locales, que se clonaran automaticamente
en la red de destino del inquilino. Ver "Clonar grupos de inquilinos y usuarios" .

> Cree nuevas claves de acceso S3, que pueden clonarse opcionalmente en la red de destino del
inquilino. Ver "Clonar claves de acceso S3 usando la API" .
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> Cree depositos idénticos en ambas cuadriculas de la conexion y habilite la replicacién entre
cuadriculas en una direccién o en ambas direcciones. Ver "Administrar la replicacion entre redes" .

Ver un inquilino permitido

Puede ver los detalles de un inquilino que tiene permiso para utilizar una conexién de federacién de red.

Pasos

1. Seleccione INQUILINOS.

2. Desde la pagina Inquilinos, seleccione el nombre del inquilino para ver la pagina de detalles del inquilino.
Si esta es la cuadricula de origen del inquilino (es decir, si el inquilino se cred en esta cuadricula), aparece
un banner para recordarle que el inquilino se clond en otra cuadricula. Si edita o elimina este inquilino, sus
cambios no se sincronizaran con la otra cuadricula.

Tenants = tenant A for grid federation
tenant A for grid federation
Tenant ID: 0899 6970 1700 0930 0009 [ Quota -
Bratisal: 3 utilization:
Object 0 Logical 0 bytes
S space used:
Quota: -
Description:  this tenant was created on Grid 1
‘ Edit ‘ | Actions
o This tenant has been cloned to another grid. If you edit or delete this tenant, your changes will not be synced to the other grid.
Space breakdown Allowed features Grid federation
searcl Q Bisplaying one result
Connection name % Connection status @ = Remote grid hostname @ % Lasterror @ =
Grid 1 to Grid 2 & Connected 10.96.106.230 Check for errors
3. Opcionalmente, seleccione la pestafia Federacion de red para“supervisar la conexion de la federacion de
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Editar un inquilino permitido

Si necesita editar un inquilino que tiene el permiso Usar conexion de federacion de red, siga las
instrucciones generales para“editar una cuenta de inquilino” y tenga en cuenta lo siguiente:

+ Si un inquilino tiene el permiso Usar conexién de federacion de red, puede editar los detalles del
inquilino desde cualquiera de las redes en la conexion. Sin embargo, cualquier cambio que realice no se
copiara a la otra cuadricula. Si desea mantener los detalles del inquilino sincronizados entre las
cuadriculas, debe realizar las mismas ediciones en ambas cuadriculas.

* No puedes borrar el permiso Usar conexién de federacion de red cuando estas editando un inquilino.

* No puedes seleccionar una conexion de federacion de red diferente cuando estas editando un inquilino.

Eliminar un inquilino permitido

Si necesita eliminar un inquilino que tiene el permiso Usar conexién de federacion de red, siga las
instrucciones generales para“eliminar una cuenta de inquilino" y tenga en cuenta lo siguiente:

* Antes de poder eliminar al inquilino original en la red de origen, debe eliminar todos los depdsitos de la
cuenta en la red de origen.

* Antes de poder eliminar el inquilino clonado en la cuadricula de destino, debe eliminar todos los depdsitos
de la cuenta en la cuadricula de destino.

« Si elimina el inquilino original o el clonado, la cuenta ya no podra usarse para la replicacion entre redes.

+ Si elimina el inquilino original de la red de origen, los grupos de inquilinos, usuarios o claves que se hayan
clonado en la red de destino no se veran afectados. Puede eliminar el inquilino clonado o permitirle
administrar sus propios grupos, usuarios, claves de acceso y depdsitos.

« Si elimina el inquilino clonado en la cuadricula de destino, se produciran errores de clonacion si se
agregan nuevos grupos o usuarios al inquilino original.

Para evitar estos errores, elimine el permiso del inquilino para usar la conexién de federacion de red antes
de eliminarlo de esta red.
Eliminar el permiso de conexion de federaciéon de red

Para evitar que un inquilino utilice una conexion de federacion de red, debe eliminar el permiso Usar
conexién de federacion de red.

Grid 1 Grid 1 Grid 2 Grid 2
Disable replication —J» Remove permission —Jp Disable replication —J» Remove permission
for all tenant buckets for tenant for all tenant buckets for tenant

Antes de quitarle el permiso a un inquilino para usar una conexién de federacién de red, tenga en cuenta lo
siguiente:

* No puedes eliminar el permiso Usar conexion de federacion de red si alguno de los depdsitos del
inquilino tiene habilitada la replicacidn entre redes. Primero, la cuenta del inquilino debe deshabilitar la
replicacion entre redes para todos sus depdsitos.

 Quitar el permiso Usar conexioén de federacion de red no elimina ningun elemento que ya se haya
replicado entre redes. Por ejemplo, los usuarios, grupos y objetos de inquilinos que existen en ambas
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cuadriculas no se eliminan de ninguna de ellas cuando se elimina el permiso del inquilino. Si desea
eliminar estos elementos, debera eliminarlos manualmente de ambas cuadriculas.

» Si desea volver a habilitar este permiso con la misma conexion de federacion de red, elimine primero este
inquilino en la red de destino; de lo contrario, volver a habilitar este permiso generara un error.

Al volver a habilitar el permiso Usar conexion de federacion de red, la red local se convierte

@ en la red de origen y activa la clonacion a la red remota especificada por la conexién de
federacion de red seleccionada. Si la cuenta del inquilino ya existe en la red remota, la
clonacion generara un error de conflicto.

Antes de empezar
» Estas usando un"navegador web compatible" .

» Tu tienes el"Permiso de acceso root" para ambas cuadriculas.

Deshabilitar la replicacion para los depositos de inquilinos
Como primer paso, deshabilite la replicacion entre redes para todos los grupos de inquilinos.

Pasos

1. Para comenzar desde cualquiera de las cuadriculas, inicie sesidén en el Administrador de cuadricula desde
el nodo de administracion principal.

Seleccione CONFIGURACION > Sistema > Federacién de red.
Seleccione el nombre de la conexion para mostrar sus detalles.

En la pestafa Inquilinos permitidos, determine si el inquilino esta usando la conexion.

o k~ w0 DN

Si el inquilino esta en la lista, indiquele que"Deshabilitar |a replicacion entre redes" para todos sus cubos
en ambas redes en la conexion.

No puedes eliminar el permiso Usar conexién de federacion de red si alguno de los
depdésitos de inquilinos tiene habilitada la replicacion entre redes. El inquilino debe
deshabilitar la replicacion entre redes para sus depédsitos en ambas redes.

Quitar el permiso al inquilino

Una vez deshabilitada la replicacion entre redes para los depdsitos de inquilinos, puede eliminar el permiso
del inquilino para usar la conexién de federacion de red.

Pasos

1. Sign in en Grid Manager desde el nodo de administracion principal.

2. Eliminar el permiso de la pagina de federacion de Grid o de la pagina de inquilinos.
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Pagina de federacion de red
a. Seleccione CONFIGURACION > Sistema > Federacion de red.

b. Seleccione el nombre de la conexion para mostrar su pagina de detalles.
c. En la pestafia Inquilinos permitidos, seleccione el boton de opcién para el inquilino.
d. Seleccione Quitar permiso.
Pagina de inquilinos
a. Seleccione INQUILINOS.
b. Seleccione el nombre del inquilino para mostrar la pagina de detalles.
c. En la pestafia Federacion de red, seleccione el botén de opcion para la conexion.

d. Seleccione Quitar permiso.

3. Revise las advertencias en el cuadro de didlogo de confirmacion y seleccione Eliminar.

> Si se puede eliminar el permiso, regresara a la pagina de detalles y se mostrara un mensaje de éxito.
Este inquilino ya no puede utilizar la conexién de federacion de red.

> Si uno o mas depdsitos de inquilinos aun tienen habilitada la replicacion entre redes, se muestra un
error.
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Remove permission to use grid federation X
connection

Are you sure you want to prevent Tenant A from performing account sync and cross-
grid replication using grid federation connection Grid 1-Grid 2?

o Removing this permission does not delete any items that have already been
copied to the other grid.

» After removing this permission for the tenant on this grid, go to the other grid
and remove the permission for the corresponding tenant account,

e. Connection '5427cbf8-0dd0-4b83-a2c8-e5223ccd9cch’ is used by bucket 'my-cgr-bucket’
for cross-grid replication, so it can't be removed. From Tenant Manager, remove the coss-
grid configuration from the tenant bucket and retry.

A\, Using Force remove removes the tenant's permission to use the grid federation
connection even if tenant buckets still have cross-grid replication enabled. When the
permission is removed, data in these buckets can no longer be copied between the grids.

Canicel Force remove Remove

Puede realizar cualquiera de las siguientes acciones:

= (Recomendado.) Sign in en el Administrador de inquilinos y deshabilite la replicacion para cada
uno de los grupos de inquilinos. Ver "Administrar la replicacion entre redes" . Luego, repita los
pasos para eliminar el permiso Usar conexién a la red.

= Quitar el permiso por la fuerza. Vea la siguiente seccion.

4. Vaya a la otra cuadricula y repita estos pasos para eliminar el permiso para el mismo inquilino en la otra
cuadricula.

Eliminar el permiso por la fuerza

Si es necesario, puede forzar la eliminacién del permiso de un inquilino para usar una conexion de federacion
de red incluso si los depdsitos de inquilinos tienen habilitada la replicacion entre redes.

Antes de retirar por la fuerza el permiso de un inquilino, tenga en cuenta las consideraciones generales
paraeliminando el permiso asi como estas consideraciones adicionales:

« Si elimina el permiso Usar conexion de federacion de red por la fuerza, todos los objetos que estén
pendientes de replicacién en la otra red (ingeridos pero aun no replicados) continuaran replicandose. Para
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evitar que estos objetos en proceso lleguen al depodsito de destino, también debe eliminar el permiso del
inquilino en la otra cuadricula.

« Cualquier objeto ingerido en el depdsito de origen después de eliminar el permiso Usar conexién de
federacion de red nunca se replicara en el depésito de destino.

Pasos
1. Sign in en Grid Manager desde el nodo de administracion principal.

. Seleccione CONFIGURACION > Sistema > Federacion de red.
. Seleccione el nombre de la conexién para mostrar su pagina de detalles.
. En la pestana Inquilinos permitidos, seleccione el botdn de opcion para el inquilino.

. Seleccione Quitar permiso.

o o A~ WN

. Revise las advertencias en el cuadro de dialogo de confirmacién y seleccione Forzar eliminacion.
Aparece un mensaje de éxito. Este inquilino ya no puede utilizar la conexion de federacion de red.

7. Segun sea necesario, vaya a la otra cuadricula y repita estos pasos para eliminar a la fuerza el permiso
para la misma cuenta de inquilino en la otra cuadricula. Por ejemplo, debe repetir estos pasos en la otra
cuadricula para evitar que los objetos en proceso lleguen al depdsito de destino.

Solucionar errores de federacion de red

Es posible que necesite solucionar alertas y errores relacionados con las conexiones de
federacion de red, la clonacion de cuentas y la replicacion entre redes.

Alertas y errores de conexion de la federacion de red

Es posible que reciba alertas o experimente errores con sus conexiones de federacién de red.

Después de realizar cualquier cambio para resolver un problema de conexién, pruebe la conexion para
asegurarse de que el estado de la conexion vuelva a Conectado. Para obtener instrucciones,
consulte"Administrar conexiones de federacion de red" .

Alerta de fallo de conexioén de la federacion de red

Asunto
Se activo la alerta Error de conexion de federacion de red.

Detalles
Esta alerta indica que la conexion de federacion de red entre las redes no esta funcionando.

Acciones recomendadas

1. Revise la configuracion en la pagina Federacion de cuadricula para ambas cuadriculas. Confirme que
todos los valores sean correctos. Ver "Administrar conexiones de federacion de red" .

2. Revise los certificados utilizados para la conexion. Asegurese de que no haya alertas de certificados de
federacion de red vencidos y que los detalles de cada certificado sean validos. Consulte las instrucciones
para rotar los certificados de conexién en"Administrar conexiones de federacion de red" .

3. Confirme que todos los nodos de administracion y de puerta de enlace en ambas redes estén en linea y
disponibles. Resuelva cualquier alerta que pueda estar afectando a estos nodos y vuelva a intentarlo.
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4. Si proporcion6 un nombre de dominio completo (FQDN) para la red local o remota, confirme que el
servidor DNS esté en linea y disponible. Ver"; Qué es la federacion de red?" para requisitos de redes,
direcciones IP y DNS.

Alerta de vencimiento del certificado de federaciéon de red

Asunto
Se activo la alerta Expiracion del certificado de federacion de red.

Detalles
Esta alerta indica que uno o mas certificados de federacion de red estan a punto de vencer.

Acciones recomendadas

Consulte las instrucciones para rotar los certificados de conexién en"Administrar conexiones de federacion de
red" .

Error al editar una conexion de federacion de red

Asunto

Al editar una conexion de federacion de red, vera el siguiente mensaje de advertencia cuando seleccione
Guardar y probar: "Error al crear un archivo de configuracion candidato en uno o mas nodos".

Detalles

Cuando edita una conexion de federacion de red, StorageGRID intenta guardar un archivo de "configuracion
candidata" en todos los nodos de administracion de la primera red. Aparece un mensaje de advertencia si este
archivo no se puede guardar en todos los nodos de administracién, por ejemplo, porque un nodo de
administracion esta desconectado.

Acciones recomendadas
1. Desde la cuadricula que esta utilizando para editar la conexion, seleccione NODOS.
2. Confirme que todos los nodos de administracion de esa red estén en linea.

3. Si algun nodo esta fuera de linea, vuelva a conectarlo e intente editar la conexion nuevamente.

Errores de clonacion de cuenta

No puedo iniciar sesién en una cuenta de inquilino clonada

Asunto

No puedes iniciar sesion en una cuenta de inquilino clonada. El mensaje de error en la pagina de inicio de
sesion del Administrador de inquilinos es "Sus credenciales para esta cuenta no son validas". Por favor,
inténtelo de nuevo."

Detalles

Por razones de seguridad, cuando se clona una cuenta de inquilino desde la red de origen del inquilino a la
red de destino del inquilino, la contrasefa establecida para el usuario raiz local del inquilino no se clona. De
manera similar, cuando un inquilino crea usuarios locales en su red de origen, las contrasefias de los usuarios
locales no se clonan en la red de destino.

Acciones recomendadas

Antes de que el usuario raiz pueda iniciar sesion en la red de destino del inquilino, un administrador de la red
debe primero"cambiar la contrasefa del usuario root local" en la cuadricula de destino.
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Antes de que un usuario local clonado pueda iniciar sesion en la red de destino del inquilino, el usuario raiz
del inquilino clonado debe agregar una contrasefa para el usuario en la red de destino. Para obtener
instrucciones, consulte"Administrar usuarios locales" en las instrucciones para utilizar el Administrador de
inquilinos.

Inquilino creado sin un clon

Asunto

Vera el mensaje "Inquilino creado sin un clon" después de crear un nuevo inquilino con el permiso Usar
conexion de federacion de red.

Detalles

Este problema puede ocurrir si las actualizaciones del estado de la conexién se retrasan, lo que podria
provocar que una conexion no saludable aparezca como Conectada.

Acciones recomendadas

1. Revise el motivo que aparece en el mensaje de error y resuelva cualquier problema de red o de otro tipo

que pueda impedir que la conexion funcione. Ver Alertas y errores de conexion de la federacion de red .

2. Siga las instrucciones para probar una conexion de federacion de red en"Administrar conexiones de
federacion de red" para confirmar que el problema se ha solucionado.

. Desde la cuadricula de origen del inquilino, seleccione INQUILINOS.
. Localice la cuenta de inquilino que no se pudo clonar.

. Seleccione el nombre del inquilino para mostrar la pagina de detalles.

o o0 b~ W

. Seleccione Reintentar clonar cuenta.

Tenants > test

test

Tenant 1D: 00402213 8117 4859 6503 i_D Quota _
Protocol: 53 utilization:

Object count: 0 Logical space 0 bytes

used:

Quota: -

m ‘ Edit ‘ ‘Actmnsv

9 Tenant account could not be cloned to the other grid.
Reasan: Internal server error, The server encountered an error and could not complete your request. Try again. If the problem persists, contact support. Internal

Server Error

Retry account clone

Si se ha resuelto el error, la cuenta del inquilino ahora se clonara a la otra red.

Alertas y errores de replicacion entre redes
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Ultimo error mostrado para la conexién o el inquilino

Asunto

Cuando"Visualizacion de una conexién de federacion de red" (o cuando"gestion de los inquilinos permitidos”
para una conexion), observa un error en la columna Ultimo error en la pagina de detalles de la conexion. Por
ejemplo:

Grid 1-Grid 2
Local hostname (this grid): 10.96.130.64
Port: 23000
Remote hostname (other grid): 10.96.130.76
Connection status: @ Connected
‘ Edit ‘ Test connection
Permitted tenants Certificates
el O\ Displaying one result
Tenant
Lasterror @ =
name
2022-12-22 168:19:20 M5T
Cross-grid replication has encountered an error. Failed to send cross-grid replication request from source
% e bucket "'my-bucket’ to destination bucket 'my-bucket’ Error code: DestinationRequestError. Detail:
enan
InvalidBucketState. Confirm that the source and destination buckets have object versioning enabled and 53
Object Lock disabled. (logiD 13916508109026943924)
Check for errors
Detalles

Para cada conexién de federacion de red, la columna Ultimo error muestra el error mas reciente que ocurrio,
si lo hubo, cuando los datos de un inquilino se estaban replicando a la otra red. Esta columna solo muestra el
ultimo error de replicacidon entre redes que ocurrid; no se mostraran los errores anteriores que pudieran haber
ocurrido. Un error en esta columna podria ocurrir por una de estas razones:

* No se encontré la version del objeto de origen.

* No se encontré el depdsito de origen.

» Se elimind el depdsito de destino.

 El depdsito de destino fue recreado por una cuenta diferente.

* El bucket de destino tiene la version suspendida.

 El depdsito de destino fue recreado por la misma cuenta pero ahora no tiene version.

Acciones recomendadas

Si aparece un mensaje de error en la columna Ultimo error, siga estos pasos:

1. Revise el texto del mensaje.
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7.

Realice cualquier accion recomendada. Por ejemplo, si se suspendié el control de versiones en el depdsito
de destino para la replicacion entre redes, vuelva a habilitar el control de versiones para ese depdésito.

Seleccione la conexion o la cuenta de inquilino de la tabla.
Seleccione Borrar error.
Seleccione Si para borrar el mensaje y actualizar el estado del sistema.

Espere 5-6 minutos y luego ingiera un nuevo objeto en el balde. Confirme que el mensaje de error no
vuelva a aparecer.

@ Para garantizar que se borre el mensaje de error, espere al menos 5 minutos después de la
marca de tiempo en el mensaje antes de ingerir un nuevo objeto.

Después de eliminar el error, es posible que aparezca un nuevo Ultimo error si los objetos
se ingieren en un depdsito diferente que también tiene un error.

Para determinar si algun objeto no se pudo replicar debido al error del depodsito, consulte"Identificar y
reintentar operaciones de replicacion fallidas" .

Alerta de fallo permanente de replicaciéon entre redes

Asunto

Se activo la alerta Error permanente de replicacion entre redes.

Detalles

Esta alerta indica que los objetos de inquilino no se pueden replicar entre los depdsitos en dos cuadriculas por
un motivo que requiere la intervencién del usuario para resolverlo. Esta alerta generalmente es causada por
un cambio en el depdsito de origen o de destino.

Acciones recomendadas

1.
2.

Sign in en la red donde se activo la alerta.

Vaya a CONFIGURACION > Sistema > Federacion de red y localice el nombre de la conexién que
aparece en la alerta.

En la pestafia Inquilinos permitidos, mire la columna Ultimo error para determinar qué cuentas de
inquilino tienen errores.

Para obtener mas informacion sobre la falla, consulte las instrucciones en"Supervisar las conexiones de la
federacion de red" para revisar las métricas de replicacion entre redes.

Para cada cuenta de inquilino afectada:

a. Vea las instrucciones en"Supervisar la actividad de los inquilinos" para confirmar que el inquilino no ha
excedido su cuota en la red de destino para la replicacion entre redes.

b. Segun sea necesario, aumente la cuota del inquilino en la red de destino para permitir que se guarden
nuevos objetos.

Para cada inquilino afectado, inicie sesidén en Tenant Manager en ambas cuadriculas, para que pueda
comparar la lista de grupos.

Para cada bucket que tenga habilitada la replicacion entre redes, confirme lo siguiente:

o Hay un depdsito correspondiente para el mismo inquilino en la otra cuadricula (debe usar el nombre
exacto).

o Ambos depdsitos tienen habilitada la version de objetos (la versidon no se puede suspender en ninguna

33


../admin/grid-federation-retry-failed-replication.html
../admin/grid-federation-retry-failed-replication.html
../monitor/grid-federation-monitor-connections.html
../monitor/grid-federation-monitor-connections.html
../monitor/monitoring-tenant-activity.html

de las cuadriculas).
> Ambos depdsitos tienen el bloqueo de objetos S3 deshabilitado.
o Ninguno de los depdsitos esta en estado Eliminando objetos: solo lectura.
8. Para confirmar que el problema se resolvio, consulte las instrucciones en"Supervisar las conexiones de la
federacion de red" para revisar las métricas de replicacion entre redes o realizar estos pasos:
Regresar a la pagina de federacion de Grid.

a.
b. Seleccione el inquilino afectado y seleccione Borrar error en la columna Ultimo error.

3]

Seleccione Si para borrar el mensaje y actualizar el estado del sistema.

d. Espere 5-6 minutos y luego ingiera un nuevo objeto en el balde. Confirme que el mensaje de error no
vuelva a aparecer.

@ Para garantizar que se borre el mensaje de error, espere al menos 5 minutos después
de la marca de tiempo en el mensaje antes de ingerir un nuevo objeto.

@ La alerta podria tardar hasta un dia en desaparecer después de resolverse.

a. Ir a"ldentificar y reintentar operaciones de replicacion fallidas" para identificar cualquier objeto o
eliminar marcadores que no se pudieron replicar en la otra cuadricula y volver a intentar la replicacion
segun sea necesario.

Alerta de recurso de replicacion entre redes no disponible

Asunto

Se activo la alerta Recurso de replicacion entre redes no disponible.

Detalles

Esta alerta indica que hay solicitudes de replicacion entre redes pendientes porque un recurso no esta
disponible. Por ejemplo, podria haber un error de red.

Acciones recomendadas

1. Monitoree la alerta para ver si el problema se resuelve por si solo.

2. Si el problema persiste, determine si alguna de las redes tiene una alerta de Fallo de conexién de
federacion de red para la misma conexion o una alerta de No se puede comunicar con el nodo para un
nodo. Esta alerta podria resolverse cuando resuelvas esas alertas.

3. Para obtener mas informacion sobre la falla, consulte las instrucciones en"Supervisar las conexiones de la
federacion de red" para revisar las métricas de replicacion entre redes.

4. Sino puede resolver la alerta, comuniquese con el soporte técnico.

La replicacion entre redes continuara de manera normal luego de que se resuelva el problema.

Identificar y reintentar operaciones de replicacion fallidas

Después de resolver la alerta Error permanente de replicaciéon entre cuadriculas,
debe determinar si algun objeto o marcador de eliminacion no se pudo replicar en la otra
cuadricula. Luego puede volver a ingerir estos objetos o utilizar la APl de administracion
de cuadricula para volver a intentar la replicacion.
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lerta Error permanente de replicacion entre cuadriculas indica que los objetos de inquilino no se

pueden replicar entre los depdsitos en dos cuadriculas por un motivo que requiere la intervencion del usuario
para resolverlo. Esta alerta generalmente es causada por un cambio en el depdsito de origen o de destino.
Para obtener mas informacion, consulte "Solucionar errores de federacion de red" .

Determinar si algun objeto no se pudo replicar

Para determinar si algun objeto o marcador de eliminacién no se ha replicado en la otra cuadricula, puede
buscar en el registro de auditoria"CGRR (Solicitud de replicacion entre redes)" mensajes. Este mensaje se
agrega al registro cuando StorageGRID no puede replicar un objeto, un objeto multiparte o un marcador de

elim

inacion en el deposito de destino.

Puedes utilizar el"herramienta de auditoria y explicacion" para traducir los resultados a un formato mas facil de

leer.

Antes de empezar

 Tienes permiso de acceso root.

* Tu tienes el Passwords. txt archivo.

» Conoces la direccion IP del nodo de administracion principal.

Pasos

1. Inicie sesion en el nodo de administracion principal:

2.

a. Introduzca el siguiente comando: ssh admin@primary Admin Node IP
b. Introduzca la contrasefia que aparece en el Passwords. txt archivo.
C. Introduzca el siguiente comando para cambiar a root: su -

d. Introduzca la contrasefia que aparece en el Passwords . txt archivo.
Cuando inicia sesion como root, el mensaje cambia de $ a # .

Busque mensajes CGRR en audit.log y utilice la herramienta audit-explain para dar formato a los
resultados.

Por ejemplo, este comando busca todos los mensajes CGRR de los ultimos 30 minutos y utiliza la
herramienta audit-explain.

# awk -vdate=$(date -d "30 minutes ago" '+%Y-%m-%dT%H:%M:%S') 'S$1$2 >= date {
print }' audit.log | grep CGRR | audit-explain

Los resultados del comando se veran como este ejemplo, que tiene entradas para seis mensajes CGRR.

En el ejemplo, todas las solicitudes de replicacion entre redes devolvieron un error general porque no se
pudo replicar el objeto. Los primeros tres errores son para operaciones de "replicar objeto" y los ultimos
tres errores son para operaciones de "replicar marcador de eliminacién”.
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CGRR Cross—-Grid Replication Request tenant:50736445269627437748
connection:447896B6-6F9C-4FB2-95EA-AERFI93A774E9 operation:"replicate
object" bucket:bucketl23 object:"audit-0"
version:QjRBNDIzZODAtN]jQ3MyO0xMUVELTg2QjEtODIJBMJAWQkI3NEM4 error:general
error

CGRR Cross-Grid Replication Request tenant:50736445269627437748
connection:447896B6-6F9C-4FB2-95EA-AERFI93A774E9 operation:"replicate
object" bucket:bucketl23 object:"audit-3"
version:QjRDOTRCOUMEN]jQ3MyO0xMUVELTkzMOYtOTgIMTAWQkI3NEM4 error:general
error

CGRR Cross-Grid Replication Request tenant:50736445269627437748
connection:447896B6-6F9C-4FB2-95EA-AERFI93A774E9 operation:"replicate
delete marker" bucket:bucketl23 object:"audit-1"
version:NUQOOEYxXMDAtNJQ3NCOxXMUVELTg2NjMtOTYS5NzAWQkI3NEM4 error:general
error

CGRR Cross-Grid Replication Request tenant:50736445269627437748
connection:447896B6-6F9C-4FB2-95EA-AERFI93A774E9 operation:"replicate
delete marker" bucket:bucketl23 object:"audit-5"
version:NUQIODUwWQKUENJQ3NCOxXxMUVELTgINTItRDkwNzAWQkI3NEM4 error:general

error

Cada entrada contiene la siguiente informacion:

Campo Descripcion

Solicitud de replicacion entre El nombre de la solicitud

redes CGRR

arrendatario ID de la cuenta del inquilino

conexion El ID de la conexion de la federacion de red

operacion El tipo de operacion de replicacion que se estaba intentando:

* replicar objeto
* replicar marcador de eliminacion

* replicar objeto multiparte

balde El nombre del cubo
objeto El nombre del objeto
version El'ID de la version del objeto



Campo Descripcion

error El tipo de error. Si la replicacion entre redes falla, el error es "Error
general”.

Reintentar replicaciones fallidas

Después de generar una lista de objetos y eliminar marcadores que no se replicaron en el depdsito de destino
y resolver los problemas subyacentes, puede volver a intentar la replicacion de una de estas dos maneras:

* Reingerir cada objeto en el deposito de origen.

« Utilice la API privada de administracion de cuadricula, como se describe.

Pasos

1. Desde la parte superior del Administrador de cuadricula, seleccione el icono de ayuda y seleccione
Documentacion de API.

2. Seleccione Ir a la documentacion de API privada.

Los puntos finales de la APl de StorageGRID que estan marcados como "Privados” estan
sujetos a cambios sin previo aviso. Los puntos finales privados de StorageGRID también
ignoran la version API de la solicitud.

3. En la seccion cross-grid-replication-advanced, seleccione el siguiente punto final:
POST /private/cross-grid-replication-retry-failed

4. Seleccione Probarlo.

5. En el cuadro de texto body, reemplace la entrada de ejemplo para versionlID con un ID de version del
audit.log que corresponde a una solicitud de replicacion entre redes fallida.

Asegurese de conservar las comillas dobles alrededor de la cadena.

6. Seleccione Ejecutar.

7. Confirme que el codigo de respuesta del servidor es 204, lo que indica que el objeto o el marcador de
eliminacion se ha marcado como pendiente para la replicacion entre cuadriculas a la otra cuadricula.

@ Pendiente significa que la solicitud de replicacion entre redes se ha agregado a la cola
interna para su procesamiento.

Monitorear reintentos de replicacion

Debe supervisar las operaciones de reintento de replicacion para asegurarse de que se completen.

Podria tomar varias horas o mas para que un objeto o un marcador de eliminacion se replique
en la otra cuadricula.

Puede supervisar las operaciones de reintento de dos maneras:
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« Utilice un S3"Objeto principal” 0"Obtener objeto" pedido. La respuesta incluye el StorageGRID especifico
x-ntap-sg-cgr-replication-status encabezado de respuesta, que tendra uno de los siguientes

valores:
Red Estado de replicacion
Fuente + COMPLETADO: La replicacion fue exitosa.
* PENDIENTE: El objeto aun no ha sido replicado.
* FALLO: La replicacion fallé con un error permanente. Un usuario
debe resolver el error.
Destino REPLICA: El objeto fue replicado desde la cuadricula de origen.

 Utilice la API privada de administracién de cuadricula, como se describe.

Pasos

1. En la seccién cross-grid-replication-advanced de la documentacion de la API privada, seleccione el
siguiente punto final:

GET /private/cross—-grid-replication-object-status/{id}

2. Seleccione Probarlo.

3. En la seccion Parametro, ingrese el ID de la version que utilizd en el cross-grid-replication-
retry-failed pedido.

4. Seleccione Ejecutar.

5. Confirme que el codigo de respuesta del servidor es 200.

6. Revise el estado de la replicacion, que sera uno de los siguientes:
o PENDIENTE: El objeto aun no ha sido replicado.
o COMPLETADO: La replicacion fue exitosa.

o FALLO: La replicacion fallé con un error permanente. Un usuario debe resolver el error.

38


../s3/head-object.html
../s3/get-object.html

Informacién de copyright

Copyright © 2025 NetApp, Inc. Todos los derechos reservados. Imprimido en EE. UU. No se puede reproducir
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a las restricciones establecidas en el subparrafo (b)(3) de los derechos de datos técnicos y productos no
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