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Cémo se ingieren los objetos

Opciones de procesamiento

Al crear una regla de ILM, se deben especificar una de estas tres opciones para proteger
los objetos durante la ingesta: Dual commit, strict o balanced.

Segun elija, StorageGRID realiza copias provisionales y pone en cola los objetos para la evaluacion de ILM
mas tarde, o utiliza una ubicacion sincrona y realiza copias inmediatamente para cumplir los requisitos de ILM.

Diagrama de flujo de opciones de ingesta

El diagrama de flujo muestra lo que ocurre cuando una regla de ILM se equipara con objetos que utiliza cada

una de las tres opciones de ingesta.
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Registro doble

Cuando selecciona la opcion Confirmacién doble, StorageGRID realiza de forma inmediata copias de objetos
provisionales en dos nodos de almacenamiento diferentes y devuelve un mensaje de procesamiento correcto
al cliente. El objeto se pone en cola para la evaluacién de ILM, y se realicen copias que cumplan con las
instrucciones de ubicacion de la regla mas adelante. Si la politica de ILM no puede procesarse
inmediatamente después de la confirmacion doble, la proteccidon contra pérdida de sitio podria tardar tiempo
en lograrse.

Utilice la opcion Dual Commit en uno de los siguientes casos:

» Esta usando reglas de la ILM de varios sitios y la latencia de procesamiento de clientes es su principal
consideracion. Al utilizar la confirmacion doble, debe asegurarse de que el grid pueda realizar el trabajo
adicional de creacion y eliminacion de las copias de registro doble si no cumplen con el ciclo de vida de la
informacion. Especificamente:

> La carga en la cuadricula debe ser lo suficientemente baja para evitar que se produzca una
acumulacién de ILM.

o El grid debe tener un exceso de recursos de hardware (IOPS, CPU, memoria, ancho de banda de red,
etc.).

« Utiliza reglas de ILM de varios sitios y la conexion WAN entre los sitios suele tener una alta latencia o un
ancho de banda limitado. En este escenario, el uso de la opcion Dual commit puede ayudar a evitar los
tiempos de espera de los clientes. Antes de elegir la opcién Dual commit, debe probar la aplicacion cliente
con cargas de trabajo realistas.

Equilibrada (predeterminado)

Cuando selecciona la opcion equilibrada, StorageGRID también utiliza la ubicacion sincrona durante la ingesta
y hace inmediatamente todas las copias especificadas en las instrucciones de ubicacion de la regla. En
contraste con la opcién estricta, si StorageGRID no puede hacer todas las copias de inmediato, utiliza
Confirmacién doble en su lugar. Si la politica de ILM utiliza ubicaciones en varios sitios y no se puede lograr la
proteccion inmediata contra la pérdida de sitio, se activa la alerta ILM ubicacién inalcanzable.

Utilice la opcion equilibrada para lograr la mejor combinacion de proteccion de datos, rendimiento de grid y
éxito de procesamiento. Equilibrada es la opcién predeterminada del asistente Create ILM Rule.

Estricto

Al seleccionar la opcion estricta, StorageGRID utiliza una ubicacién sincrona al procesar y crea
inmediatamente todas las copias de los objetos especificadas en las instrucciones de ubicacion de la regla. La
ingesta genera un error si StorageGRID no puede crear todas las copias, por ejemplo, porque no esta
disponible en estos momentos una ubicacién de almacenamiento necesaria. El cliente debe volver a intentar
la operacion.

Utilice la opcion estricta si tiene un requisito operativo y de normativa para almacenar inmediatamente objetos
solo en las ubicaciones descritas en la regla de ILM. Por ejemplo, para satisfacer un requisito normativo, es
posible que necesite utilizar la opcidn estricta y un filtro avanzado de restriccion de ubicacién para garantizar
que los objetos nunca se almacenen en determinados centros de datos.

Consulte "Ejemplo 5: Reglas de ILM y politica para el comportamiento de consumo estricto".


https://docs.netapp.com/es-es/storagegrid/ilm/example-5-ilm-rules-and-policy-for-strict-ingest-behavior.html

Ventajas, desventajas y limitaciones de las opciones de
ingesta

Comprender las ventajas y las desventajas de cada una de las tres opciones de
proteccion de datos en el procesamiento (confirmacion equilibrada, estricta o doble)
puede ayudarle a decidir cual seleccionar para una regla de ILM.

Para obtener una vision general de las opciones de ingesta, consulte "Opciones de procesamiento”.

Ventajas de las opciones equilibradas y estrictas

En comparacion con el registro doble, que crea copias provisionales durante la ingesta, las dos opciones de
colocacion sincrénica pueden proporcionar las siguientes ventajas:

* Mejor seguridad de datos: Los datos de objeto estan protegidos inmediatamente como se especifica en
las instrucciones de colocacion de la regla ILM, que se pueden configurar para proteger contra una amplia
variedad de condiciones de fallo, incluyendo la falla de mas de una ubicacion de almacenamiento. La
confirmacion doble solo puede protegerse contra la pérdida de una Unica copia local.

* Funcionamiento de red mas eficiente: Cada objeto se procesa una sola vez, ya que se ingiere. Dado
que el sistema StorageGRID no necesita realizar un seguimiento o eliminar copias provisionales, hay
menos carga de procesamiento y se consume menos espacio de la base de datos.

* (equilibrado) recomendado: La opcién equilibrada proporciona una eficiencia éptima de ILM. Se
recomienda utilizar la opcidn Balanced a menos que se requiera un comportamiento de ingesta estricto o
que el grid cumpla todos los criterios para utilizar Dual commit.

* (estricta) certeza acerca de las ubicaciones de objetos: La opcion estricta garantiza que los objetos se
almacenen inmediatamente de acuerdo con las instrucciones de colocacion en la regla ILM.

Desventajas de las opciones equilibradas y estrictas
En comparacién con la confirmacion doble, las opciones equilibradas y estrictas tienen algunas desventajas:

* Procesamiento de clientes mas largos: Las latencias de procesamiento de clientes pueden ser mas
largas. Cuando utiliza las opciones equilibradas o estrictas, no se devuelve al cliente un mensaje de
ingesta correcta hasta que se creen y almacenen todos los fragmentos con codigo de borrado o las copias
replicadas. Sin embargo, lo mas probable es que los datos de objetos lleguen a su ubicacion final mucho
mas rapido.

 (Estrictas) mayores tasas de fallo de ingesta: Con la opcién estricta, la ingesta falla siempre que
StorageGRID no puede hacer inmediatamente todas las copias especificadas en la regla de ILM. Es
posible que observe tasas elevadas de error de procesamiento si una ubicacion de almacenamiento
necesaria esta temporalmente sin conexion o si los problemas de red provocan retrasos en la copia de
objetos entre sitios.

» * (Estricta) las ubicaciones de carga de varias partes de S3 pueden no ser las esperadas en algunas
circunstancias®: Con estricta, se espera que los objetos se coloquen como se describe en la regla ILM o
que falle el procesamiento. Sin embargo, con una carga de varias partes de S3 KB, se evalua ILM para
cada parte del objeto conforme se procesa, y para el objeto en su conjunto cuando se completa la carga
de varias partes. En las siguientes circunstancias, esto podria dar lugar a colocaciones que son diferentes
de lo esperado:

> Si ILM cambia mientras una carga multiparte de S3 esta en curso: Debido a que cada pieza se
coloca segun la regla que esta activa cuando se ingiere la pieza, es posible que algunas partes del
objeto no cumplan los requisitos actuales de ILM cuando se completa la carga de varias partes. En



estos casos, la ingesta del objeto no falla. En su lugar, cualquier pieza que no se coloque
correctamente se pone en cola para la reevaluacion de ILM y posteriormente se mueve a la ubicacion
correcta.

o Cuando las reglas de ILM filtran el tamafo: Al evaluar ILM para una pieza, StorageGRID filtra el
tamafio de la pieza, no el tamano del objeto. Esto significa que las partes de un objeto se pueden
almacenar en ubicaciones que no cumplan con los requisitos de ILM para el objeto como un todo. Por
ejemplo, si una regla especifica que todos los objetos de 10 GB o mas se almacenan en DC1 mientras
que todos los objetos mas pequefios se almacenan en DC2, al ingerir cada parte de 1 GB de una
carga multiparte de 10 partes se almacena en DC2. Cuando se evalta ILM para el objeto, todas las
partes del objeto se mueven a DC1.

* (estricta) la ingesta no falla cuando las etiquetas de objeto o los metadatos se actualizan y las
colocaciones recientemente requeridas no se pueden hacer: Con estricto, se espera que los objetos
se coloquen como se describe en la regla ILM o que falle el procesamiento. Sin embargo, cuando se
actualizan metadatos o etiquetas de un objeto que ya esta almacenado en la cuadricula, el objeto no se
vuelve a procesar. Esto significa que cualquier cambio en la ubicacion del objeto que se desencadene por
la actualizacion no se realiza inmediatamente. Los cambios de colocacion se realizan cuando la ILM se
vuelve a evaluar por los procesos normales de ILM en segundo plano. Si no se pueden realizar cambios
de ubicacién necesarios (por ejemplo, porque no esta disponible una nueva ubicacién requerida), el objeto
actualizado conserva su ubicacion actual hasta que los cambios de ubicacién sean posibles.

Limitaciones en la ubicacién de objetos con las opciones equilibradas y estrictas

Las opciones equilibradas o estrictas no se pueden usar para reglas de ILM que tengan alguna de estas
instrucciones de ubicacion:

» Ubicacion en un pool de almacenamiento en cloud desde el dia 0.

» Colocaciones en un pool de almacenamiento en la nube cuando la regla tiene un tiempo de creacion
definido por el usuario como su tiempo de referencia.

Estas restricciones se deben a que StorageGRID no puede realizar copias de forma sincrénica en un pool de
almacenamiento en la nube y la hora de creacion definida por el usuario podria resolverse en el presente.

Coémo interactuan las reglas de ILM y la coherencia para afectar a la proteccion de
datos

Tanto su regla de ILM como su eleccion de coherencia afectan al modo en que se protegen los objetos. Estos
ajustes pueden interactuar.

Por ejemplo, el comportamiento de ingesta seleccionado para una regla de ILM afecta a la ubicacion inicial de
las copias del objeto, mientras que la consistencia utilizada cuando se almacena un objeto afecta a la
ubicacion inicial de los metadatos de objetos. Dado que StorageGRID necesita acceso a los datos y
metadatos de un objeto para satisfacer las solicitudes del cliente, seleccionar niveles de proteccion
correspondientes para la consistencia y el comportamiento de ingesta puede proporcionar una mejor
proteccion de datos inicial y respuestas del sistema mas predecibles.

A continuacién encontrara un breve resumen de los valores de coherencia disponibles en StorageGRID:

» Todos: Todos los nodos reciben metadatos de objeto inmediatamente o la solicitud fallara.

« Strong-global: garantiza la consistencia de lectura después de escritura para todas las solicitudes de
clientes en todos los sitios. Cuando se configura la semantica de quérum, se aplican los siguientes
comportamientos:



o Permite la tolerancia a fallas del sitio para las solicitudes de los clientes cuando las redes tienen tres o
mas sitios. Las redes de dos sitios no tendran tolerancia a fallas del sitio.

o Las siguientes operaciones S3 no tendran éxito si un sitio esta inactivo:
= DeleteBucketEncryption
= PonerBucketBranch
= PutBucketEncryption
= PutBucketVersioning
= PutObjectLegalHold
= PutObjectLockConfiguration
= PutObjectRetention
Si es necesario, puedes "Configurar la semantica de quérum de StorageGRID para lograr una
consistencia global sélida" .
» Strong-site: Los metadatos de objetos se distribuyen inmediatamente a otros nodos en el sitio. Garantiza
la coherencia de lectura tras escritura para todas las solicitudes del cliente dentro de un sitio.

+ Read-after-new-write: Proporciona consistencia de lectura después de escritura para nuevos objetos y
consistencia eventual para actualizaciones de objetos. Ofrece garantias de alta disponibilidad y proteccion
de datos. Recomendado para la mayoria de los casos.

* Disponible: Proporciona consistencia eventual tanto para nuevos objetos como para actualizaciones de
objetos. Para los cubos S3, utilice solo segun sea necesario (por ejemplo, para un depdsito que contiene
valores de registro que rara vez se leen, o para operaciones HEAD u GET en claves que no existen). No
se admite para bloques de FabricPool S3.

@ Antes de seleccionar un valor de consistencia,"lea la descripcion completa de la consistencia” .
Debe comprender los beneficios y las limitaciones antes de cambiar el valor predeterminado.

Un ejemplo de como pueden interactuar las reglas de coherencia e ILM
Supongamos que tiene una cuadricula de tres sitios con la siguiente regla ILM y la siguiente consistencia:

* Regla ILM: Crear tres copias de objetos, una en el sitio local y una en cada sitio remoto. Utilice el
comportamiento de ingesta estricto.

« Consistencia: Fuerte-global (los metadatos del objeto se distribuyen inmediatamente a multiples sitios).

Cuando un cliente almacena un objeto en la red, StorageGRID realiza tres copias del objeto y distribuye
metadatos a varios sitios antes de devolver el éxito al cliente.

El objeto esta completamente protegido contra pérdida en el momento del mensaje de ingesta exitosa. Por
ejemplo, si el sitio local se pierde poco después de la ingesta, aun existen copias de los datos y metadatos del
objeto en los sitios remotos. El objeto es totalmente recuperable desde los otros sitios.

Si, en cambio, utilizara la misma regla ILM y la consistencia del sitio fuerte, el cliente podria recibir un mensaje
de éxito después de que los datos del objeto se repliquen en los sitios remotos pero antes de que los
metadatos del objeto se distribuyan alli. En este caso, el nivel de proteccion de los metadatos del objeto no
coincide con el nivel de proteccion de los datos del objeto. Si el sitio local se pierde poco después de la
ingesta, se pierden los metadatos del objeto. No se puede recuperar el objeto.

La interrelacion entre las reglas de coherencia y de ILM puede ser compleja. Péngase en contacto con NetApp


https://kb.netapp.com/hybrid/StorageGRID/Object_Mgmt/Configuring_StorageGRID_quorum_semantics_for_strong-global_consistency
https://kb.netapp.com/hybrid/StorageGRID/Object_Mgmt/Configuring_StorageGRID_quorum_semantics_for_strong-global_consistency
../s3/consistency.html

si necesita ayuda.

Informacion relacionada
"Ejemplo 5: Reglas de ILM y politica para el comportamiento de consumo estricto"


https://docs.netapp.com/es-es/storagegrid/ilm/example-5-ilm-rules-and-policy-for-strict-ingest-behavior.html
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