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Más información sobre StorageGRID

¿Qué es StorageGRID?

NetApp® StorageGRID® es una suite de almacenamiento de objetos definido por
software que admite una amplia gama de casos de uso en entornos multicloud públicos,
privados e híbridos. StorageGRID ofrece compatibilidad nativa con la API de Amazon S3
y proporciona innovaciones líderes en el sector, como la gestión automatizada del ciclo
de vida, para almacenar, proteger y conservar datos no estructurados de forma rentable
durante largos periodos.

StorageGRID proporciona almacenamiento seguro y duradero para datos no estructurados a escala. Las
políticas integradas de gestión del ciclo de vida basadas en metadatos optimizan la ubicación de los datos a lo
largo de toda su vida. El contenido se sitúa en la ubicación adecuada, en el momento justo y en el nivel de
almacenamiento adecuado para reducir los costes.

StorageGRID se compone de nodos heterogéneos, redundantes y distribuidos geográficamente, que se
pueden integrar con las aplicaciones de cliente existentes y de próxima generación.

Se ha eliminado el soporte para los nodos de archivado. El traslado de objetos de un nodo de
archivado a un sistema de almacenamiento de archivado externo a través de la API S3 ha sido
sustituido por "Pools de almacenamiento en cloud de ILM", que ofrece más funcionalidad.
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Ventajas de StorageGRID

Algunas de las ventajas del sistema StorageGRID son:

• Escalable de forma masiva y fácil de usar un repositorio de datos distribuido geográficamente para datos
no estructurados.

• El protocolo de almacenamiento de objetos estándar del Servicio de almacenamiento simple (S3) de
Amazon Web Services.

• Habilitado para el cloud híbrido. La gestión del ciclo de vida de la información (ILM) basada en políticas
almacena objetos en clouds públicos, incluidos Amazon Web Services (AWS) y Microsoft Azure. Los
servicios de la plataforma StorageGRID permiten la replicación de contenido, la notificación de eventos y
la búsqueda de metadatos de objetos almacenados en clouds públicos.

• Protección de datos flexible que garantiza la durabilidad y la disponibilidad. Se pueden proteger los datos
mediante replicación y códigos de borrado por capas. La verificación de datos en reposo y en tránsito
garantiza la integridad a largo plazo.

• Gestión dinámica del ciclo de vida de los datos para ayudar a gestionar los costes de almacenamiento.
Puede crear reglas de ILM que gestionen el ciclo de vida de los datos a nivel del objeto, personalizando la
localidad de los datos, la durabilidad, el rendimiento, el coste y y tiempo de retención.

• Alta disponibilidad del almacenamiento de datos y algunas funciones de gestión, con equilibrio de carga
integrado para optimizar la carga de datos en todos los recursos de StorageGRID.

• Compatibilidad con varias cuentas de inquilino de almacenamiento para segregar los objetos almacenados
en su sistema por diferentes entidades.

• Numerosas herramientas para supervisar el estado del sistema StorageGRID, incluidas un completo
sistema de alertas, un panel gráfico y Estados detallados para todos los nodos y sitios.

• Soporte para puesta en marcha basada en software o hardware. Puede implementar StorageGRID en
cualquiera de los siguientes elementos:

◦ Equipos virtuales que se ejecutan en VMware.

◦ Motores de contenedor en hosts Linux.

◦ Dispositivos diseñados por StorageGRID.

▪ Los dispositivos de almacenamiento proporcionan almacenamiento de objetos.

▪ Los dispositivos de servicios proporcionan servicios de administración de grid y equilibrio de carga.

• Cumplir con los requisitos de almacenamiento pertinentes de estas normativas:

◦ Comisión de valores y Bolsa (SEC) en 17 CFR, sección 240.17a-4(f), que regula a los miembros de
bolsa, corredores o distribuidores.

◦ Ley de la Autoridad reguladora de la Industria financiera (FINRA), regla 4511(c), que desafía el formato
y los requisitos de medios de la normativa SEC 17a-4(f).

◦ Commodity Futures Trading Commission (CFTC) en la regulación 17 CFR, sección 1.31(c)-(d), que
regula el comercio de futuros de materias primas.

• Operaciones de mantenimiento y actualización no disruptivas. Mantenga el acceso al contenido durante
los procedimientos de actualización, ampliación, retirada y mantenimiento.

• Gestión de identidades federada. Se integra con Active Directory, OpenLDAP u Oracle Directory Service
para la autenticación de usuarios. Admite el inicio de sesión único (SSO) con el estándar Security
Assertion Markup Language 2.0 (SAML 2.0) para intercambiar datos de autenticación y autorización entre
StorageGRID y Active Directory Federation Services (AD FS).
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Clouds híbridos con StorageGRID

Utilice StorageGRID en una configuración de cloud híbrido implementando gestión de
datos condicionada por políticas para almacenar objetos en pools de almacenamiento de
cloud, aprovechando los servicios de plataforma StorageGRID y organizando los datos
en niveles desde ONTAP a StorageGRID con FabricPool de NetApp.

Pools de almacenamiento en cloud

Los pools de almacenamiento en cloud permiten almacenar objetos fuera del sistema StorageGRID. Por
ejemplo, es posible que desee mover objetos a los que se accede con poca frecuencia a un almacenamiento
en cloud de bajo coste, como Amazon S3 Glacier, S3 Glacier Deep Archive, Google Cloud o el nivel de acceso
de archivado en el almacenamiento de Microsoft Azure Blob. O bien, es posible que desee mantener un
backup en cloud de objetos de StorageGRID, que pueden utilizarse para recuperar datos perdidos debido a un
fallo del volumen de almacenamiento o del nodo de almacenamiento.

También es compatible el almacenamiento de partners de terceros, incluido el almacenamiento en disco y en
cinta.

No se puede usar Cloud Storage Pools con FabricPool debido a la latencia añadida de
recuperar un objeto del destino de Cloud Storage Pool.

Servicios de plataforma S3

Los servicios de plataforma S3 le dan la posibilidad de usar servicios remotos como extremos para la
replicación de objetos, notificaciones de eventos o la integración de búsquedas. Los servicios de plataforma
operan con independencia de las reglas de ILM del grid, y se habilitan para bloques individuales de S3. Se
admiten los siguientes servicios:

• El servicio de replicación de CloudMirror hace automáticamente mirroring de los objetos especificados en
un bloque de S3 de destino, que puede estar en un segundo sistema Amazon S3 o en un segundo
sistema StorageGRID.

• El servicio de notificación de eventos envía mensajes sobre acciones específicas a un punto final externo
que admite la recepción de eventos del Servicio de notificación simple (Amazon SNS).

• El servicio de integración de búsqueda envía metadatos de objetos a un servicio de Elasticsearch externo,
lo que permite buscar, visualizar y analizar los metadatos con herramientas de terceros.

Por ejemplo, podría usar la replicación de CloudMirror para reflejar registros de clientes específicos en
Amazon S3 y, a continuación, aprovechar los servicios de AWS para realizar análisis de los datos.

Organización en niveles de datos de ONTAP mediante FabricPool

Puede reducir el coste del almacenamiento de ONTAP organizando en niveles los datos en StorageGRID
utilizando FabricPool. FabricPool permite organizar los datos en niveles de forma automática en niveles de
almacenamiento de objetos de bajo coste, tanto dentro como fuera de las instalaciones.

A diferencia de las soluciones de niveles manuales, FabricPool reduce el costo total de propiedad al
automatizar la clasificación de datos para reducir el costo de almacenamiento. Ofrece los beneficios de la
economía de la nube mediante la clasificación en nubes públicas y privadas, incluido StorageGRID.

Información relacionada
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• "¿Qué es un pool de almacenamiento en cloud?"

• "Gestione los servicios de la plataforma"

• "Configure StorageGRID para FabricPool"

Arquitectura de StorageGRID y topología de red

Un sistema StorageGRID consta de varios tipos de nodos de grid en uno o varios sitios
de centros de datos.

Conozca más sobre el"tipos de nodos de cuadrícula" .

Para obtener información adicional sobre la topología de red, los requisitos y las comunicaciones de red de
StorageGRID , consulte"Directrices sobre redes" .

Topologías de puesta en marcha

El sistema StorageGRID se puede implementar en un solo sitio de centro de datos o en varios sitios de
centros de datos. El número máximo de sitios por implementación es 16.

Sitio único

En una puesta en marcha con un único sitio, la infraestructura y las operaciones del sistema StorageGRID
están centralizadas.
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Múltiples sitios

En una implementación con varios sitios, se pueden instalar diferentes tipos y números de recursos de
StorageGRID en cada sitio. Por ejemplo, es posible que se necesite más almacenamiento en un centro de
datos que en otro.

Los sitios suelen estar ubicados en lugares geográficamente diferentes a lo largo de distintos dominios de
falla, como una falla sísmica o una llanura aluvial. El intercambio de datos y la recuperación ante desastres se
logran mediante la distribución automatizada de datos a otros sitios.

También pueden existir múltiples sitios lógicos dentro de un solo centro de datos para permitir el uso de
replicación distribuida y codificación de borrado para una mayor disponibilidad y resiliencia.

Redundancia de nodos de grid

En una puesta en marcha de un único sitio o de varios sitios, de manera opcional, puede incluir más de un
nodo de administración o un nodo de puerta de enlace para obtener redundancia. Por ejemplo, puede instalar
más de un nodo de administración en un solo sitio o en varios sitios. Sin embargo, cada sistema StorageGRID
solo puede tener un nodo de administrador principal.

Arquitectura del sistema

Este diagrama muestra cómo se organizan los nodos de cuadrícula en un sistema StorageGRID.
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Los clientes S3 almacenan y recuperan objetos en StorageGRID. Otros clientes se usan para enviar
notificaciones por correo electrónico, para acceder a la interfaz de gestión de StorageGRID y, opcionalmente,
para acceder al recurso compartido de auditoría.

Los clientes S3 pueden conectarse a un nodo de pasarela o a un nodo de administración para utilizar la
interfaz de equilibrio de carga con los nodos de almacenamiento. Asimismo, los clientes S3 pueden
conectarse directamente a los nodos de almacenamiento mediante HTTPS.

Los objetos se pueden almacenar dentro de StorageGRID en nodos de almacenamiento basados en software
o hardware, o en grupos de almacenamiento en la nube, que consisten en depósitos S3 externos o
contenedores de almacenamiento de blobs de Azure.
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Nodos de grid y servicios

Nodos y servicios de StorageGRID

El elemento básico de un sistema StorageGRID es el nodo de Grid. Los nodos contienen
servicios, que son módulos de software que proporcionan un conjunto de funcionalidades
a un nodo de grid.

Tipos de nodos de cuadrícula

El sistema StorageGRID utiliza tres tipos de nodos de red:

Nodos de administración

Proporcione servicios de gestión como la configuración, la supervisión y el registro del sistema. Cuando
inicia sesión en Grid Manager, se conecta a un nodo de administración. Cada grid debe tener un nodo de
administrador primario y puede tener nodos de administrador no primarios adicionales para la redundancia.
Puede conectarse a cualquier nodo de administrador y cada nodo de administrador muestra una vista
similar del sistema StorageGRID. Sin embargo, se deben realizar los procedimientos de mantenimiento
usando el nodo de administración principal.

Los nodos de administración también se pueden usar para equilibrar la carga del tráfico de clientes S3.

Consulte "¿Qué es un nodo de administración?"

Nodos de almacenamiento

Gestione y almacene metadatos y datos de objetos. Cada sitio del sistema StorageGRID debe tener al
menos tres nodos de almacenamiento.

Durante la instalación inicial de un nuevo nodo de almacenamiento, puede especificar que solo se utilice
para"almacenar metadatos" .

Consulte "¿Qué es un nodo de almacenamiento?"

Nodos de puerta de enlace (opcionales)

Proporcione una interfaz de equilibrio de carga que las aplicaciones cliente puedan utilizar para conectarse
a StorageGRID. Un equilibrador de carga dirige sin problemas a los clientes a un nodo de almacenamiento
óptimo, de modo que el fallo de los nodos o incluso de todo un sitio sea transparente.

Consulte "¿Qué es un nodo de puerta de enlace?"

Nodos de hardware y software

Los nodos StorageGRID se pueden implementar como nodos de dispositivo StorageGRID o como nodos
basados en software. El número máximo de nodos (incluidos todos los tipos de nodos) por sistema es 220.

Nodos del dispositivo StorageGRID

Los dispositivos de hardware StorageGRID están especialmente diseñados para su uso en un sistema
StorageGRID. Algunos dispositivos se pueden usar como nodos de almacenamiento. Otros dispositivos se
pueden usar como nodos de administrador o nodos de puerta de enlace. Puede combinar nodos de
dispositivos con nodos basados en software o poner en marcha grids de dispositivo completamente diseñados
que no tengan dependencias en hipervisores externos, almacenamiento ni hardware de computación.
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Consulte lo siguiente para obtener más información sobre los dispositivos disponibles:

• "Documentación del dispositivo StorageGRID"

• "NetApp Hardware Universe"

Nodos basados en software

Los nodos de red basados en software se pueden implementar como máquinas virtuales VMware o dentro de
motores de contenedores en un host Linux. Ver "Instalar StorageGRID en nodos basados en software" .

Utilice "Herramienta de matriz de interoperabilidad de NetApp (IMT)" para determinar las versiones
compatibles.

Servicios de StorageGRID

A continuación, se muestra una lista completa de los servicios StorageGRID.

Servicio Descripción Ubicación

Promotor de servicios de
cuenta

Proporciona una interfaz para que el servicio
Load Balancer pueda consultar el Servicio de
cuenta en hosts remotos y proporciona
notificaciones de cambios de configuración de
Load Balancer Endpoint al servicio Load
Balancer.

Servicio de equilibrio de carga
en los nodos de
administración y de puerta de
enlace

ADC (Controlador de dominio
administrativo)

Mantiene información de topología,
proporciona servicios de autenticación y
responde a las consultas de los servicios LDR
y CMN.

Al menos tres nodos de
almacenamiento que
contienen el servicio ADC en
cada sitio

AMS (Sistema de Gestión de
Auditoría)

Supervisa y registra todos los eventos y
transacciones auditados del sistema en un
archivo de registro de texto.

Nodos de administración

Apache Tomcat Servidor web para aplicaciones basadas en
Java.

Nodos de administración

Demonio Avahi Maneja mDNS, que se utiliza para la
resolución de nombres y el descubrimiento de
servicios dentro de la red local.

Todos los nodos

Servicio de caché Se ejecuta en nodos de balanceador de carga
(Gateway) y administra un caché local de
contenido de objetos.

Nodos de puerta de enlace

Cassandra Administra la base de datos distribuida para
metadatos de objetos.

Nodos de almacenamiento
(excepto los de solo datos)

Cassandra Reaper Realiza reparaciones automáticas de
metadatos de objetos.

Nodos de almacenamiento
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Servicio Descripción Ubicación

Servicio CHUNK Gestiona datos codificados de borrado y
fragmentos de paridad.

Nodos de almacenamiento

CMN (nodo de gestión de
configuración)

Gestiona las configuraciones de todo el
sistema y las tareas de grid. Cada grid tiene
un servicio CMN.

Nodo de administrador
principal

DDS (almacén de datos
distribuidos)

Interactúa con la base de datos de Cassandra
para gestionar los metadatos de objetos.

Nodos de almacenamiento

DMV (Data Mover) Mueve los datos a extremos de cloud. Nodos de almacenamiento

IP dinámica (dynip) Supervisa la cuadrícula para los cambios
dinámicos de IP y actualiza las
configuraciones locales.

Todos los nodos

Grafana Se utiliza para la visualización de métricas en
Grid Manager.

Nodos de administración

Alta disponibilidad Gestiona las IP virtuales de alta disponibilidad
en los nodos configurados en la página High
Availability Groups. Este servicio también se
conoce como servicio de keepalived.

Nodos de administración y
puerta de enlace

Identidad (no) Administra usuarios y grupos locales,
autenticación y federa identidades de
usuarios de LDAP y Active Directory.

Nodos de almacenamiento
que usan el servicio ADC

Árbitro Lambda Gestiona solicitudes S3 Select ObjectContent. Todos los nodos

Equilibrador de carga (nginx-
gw)

Proporciona un equilibrio de carga del tráfico
S3 desde los clientes a los nodos de
almacenamiento. El servicio Load Balancer
se puede configurar a través de la página de
configuración Load Balancer Endpoints. Este
servicio también se conoce como servicio
nginx-gw.

Nodos de administración y
puerta de enlace

LDR (enrutador de
distribución local)

Gestiona el almacenamiento y la
transferencia de contenido dentro de la
cuadrícula.

Nodos de almacenamiento

Daemon de Control de
Servicio de Información
MISCd

Proporciona una interfaz para consultar y
gestionar servicios en otros nodos y para
gestionar configuraciones de entorno en el
nodo, como consultar el estado de los
servicios que se ejecutan en otros nodos.

Todos los nodos
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Servicio Descripción Ubicación

nginx Actúa como mecanismo de autenticación y
comunicación segura para que varios
servicios de grid (como Prometheus y
Dynamic IP) puedan comunicarse con
servicios de otros nodos a través de las API
HTTPS.

Todos los nodos

Balanceador de carga nginx-
gw

Proporciona un equilibrio de carga del tráfico
S3 desde los clientes a los nodos de
almacenamiento. El servicio Load Balancer
se puede configurar a través de la página de
configuración Load Balancer Endpoints. Este
servicio también se conoce como servicio
nginx-gw.

Nodos de administración y
puerta de enlace

NMS (Sistema de gestión de
redes)

Activa las opciones de supervisión,
generación de informes y configuración que
se muestran a través de Grid Manager.

Nodos de administración

Exportador de nodos
(recopilación de datos de
Prometheus)

Publica estadísticas a nivel de sistema para la
recopilación de métricas de series de tiempo
de Prometheus.

Todos los nodos

ntp Servicio de protocolo de tiempo de red (NTP). Todos los nodos

Persistencia Administra los archivos del disco raíz que
deben persistir durante un reinicio.

Todos los nodos

Prometheus Recopila métricas de series temporales de los
servicios en todos los nodos.

Nodos de administración

RSM (máquina de estado
replicado)

Garantiza que las solicitudes de servicio de la
plataforma se envíen a sus respectivos
extremos.

Nodos de almacenamiento
que usan el servicio ADC

SSM (Monitor de estado del
servidor)

Supervisa las condiciones del hardware e
informa al servicio NMS.

Hay una instancia presente
en cada nodo de cuadrícula

Administrador del servidor Administra los servicios de StorageGRID . Todos los nodos

Agente SNMP Responde a las solicitudes SNMP. Nodos de administración

Servicio de gestión de puertos
SNMP

Maneja la gestión dinámica de puertos SNMP. Todos los nodos

SSH (Shell seguro) Maneja el acceso seguro y la administración
remota del sistema.

Todos los nodos
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Servicio Descripción Ubicación

SSM (Monitor de estado del
sistema)

Supervisa las condiciones del hardware e
informa al servicio NMS.

Todos los nodos

Estadísticas Registra métricas adicionales relacionadas
con los depósitos S3.

Nodos de almacenamiento

Agente de rastreo (agente
jaeger)

Recibe y procesa la información de
seguimiento enviada por el recolector de
seguimiento (jaeger-collector).

Todos los nodos

Coleccionista de rastros
(coleccionista de jaeger)

Realiza la recogida de seguimiento para
recopilar información que el soporte técnico
utiliza. El servicio de recopilación de rastreo
utiliza el software Jaeger de código abierto.

Nodos de administración

¿Qué es un nodo de administración StorageGRID?

Los nodos de administración, que proporcionan servicios de gestión como configuración,
supervisión y registro del sistema. Los nodos de administración también se pueden usar
para equilibrar la carga del tráfico de clientes S3. Cada grid debe tener un nodo de
administrador primario y puede tener cualquier cantidad de nodos de administrador no
primarios por motivos de redundancia.

Diferencias entre los nodos de administración primario y no principal

Cuando inicia sesión en Grid Manager o Tenant Manager, se conecta a un nodo de administración. Puede
conectarse a cualquier nodo de administración y cada nodo de administración muestra una vista similar del
sistema StorageGRID . Sin embargo, el nodo de administración principal proporciona más funciones que los
nodos de administración no principales. Por ejemplo, la mayoría de los procedimientos de mantenimiento
deben realizarse desde el nodo de administración principal.

En la tabla se resumen las capacidades de los nodos ADMIN principales y no principales.

Funcionalidades Nodo de administrador

principal

Nodo de administrador

no primario

Incluye el AMS servicio Sí Sí

Incluye el CMN servicio Sí No

Incluye el NMS servicio Sí Sí

Incluye el Prometheus servicio Sí Sí

Incluye el SSM servicio Sí Sí
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Funcionalidades Nodo de administrador

principal

Nodo de administrador

no primario

Incluye los Equilibrador de carga servicios y.Alta
disponibilidad

Sí Sí

Es compatible con Interfaz del programa de
aplicaciones de gestión (mgmt-api)

Sí Sí

Se puede utilizar para todas las tareas de
mantenimiento relacionadas con la red, por ejemplo,
el cambio de dirección IP y la actualización de
servidores NTP

Sí No

Puede descargar el paquete de recuperación Sí Sí

Puede realizar un reequilibrio de EC tras la
ampliación del nodo de almacenamiento

Sí No

Se puede utilizar para el procedimiento de
restauración de volúmenes

Sí Sí

Puede recoger archivos de registro y datos del
sistema de uno o más nodos

Sí Sí

Puede recuperar nodos de almacenamiento, puerta
de enlace y administradores no principales

Sí Sí

Puede recuperar el nodo de administración principal Sí No

Envía notificaciones de alerta, paquetes AutoSupport
y capturas SNMP e informa

Sí. Actúa como el
remitente preferido.

Sí. Actúa como remitente
en espera.

Nodo de administración de remitente preferido

Si la implementación de StorageGRID incluye varios nodos de administración, el nodo de administración
principal es el remitente preferido para las notificaciones de alertas, los paquetes de AutoSupport y las
capturas SNMP.

En condiciones normales de funcionamiento del sistema, sólo el remitente preferido envía notificaciones. Sin
embargo, todos los demás nodos de administración monitorean al remitente preferido. Si se detecta un
problema, otros nodos de administración actúan como remitentes en espera.

Se podrían enviar múltiples notificaciones en estos casos:

• Si los nodos de administración pasan a ser “indistribuidos” entre sí, tanto el remitente preferido como los
remitentes en espera intentarán enviar notificaciones, y es posible que se reciban varias copias de las
notificaciones.

• Si un remitente en espera detecta problemas con el remitente preferido y comienza a enviar notificaciones,
el remitente preferido podría recuperar su capacidad de enviar notificaciones. Si esto ocurre, es posible
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que se envíen notificaciones duplicadas. El remitente en espera dejará de enviar notificaciones cuando ya
no detecte errores en el remitente preferido.

Cuando prueba los paquetes AutoSupport, todos los nodos de administración envían la
prueba. Cuando prueba las notificaciones de alerta, debe iniciar sesión en cada nodo de
administrador para verificar la conectividad.

Servicios primarios para nodos de administración

En la siguiente tabla se muestran los servicios principales de los nodos de administrador; sin embargo, esta
tabla no enumera todos los servicios de nodo.

Servicio Función de la tecla

Sistema de Gestión de Auditoría
(AMS)

Realiza un seguimiento de la actividad y los eventos del sistema.

Nodo de gestión de configuración
(CMN)

Gestiona la configuración en todo el sistema.

[[alta disponibilidad]]Alta
disponibilidad

Administra direcciones IP virtuales de alta disponibilidad para grupos de
nodos de administración y nodos de puerta de enlace.

Nota: este servicio también se encuentra en los nodos Gateway.

Equilibrador de carga Proporciona un equilibrio de carga del tráfico S3 desde los clientes a los
nodos de almacenamiento.

Nota: este servicio también se encuentra en los nodos Gateway.

Interfaz de programa de
aplicaciones de gestión (mgmt-api)

Procesa las solicitudes de la API de gestión de grid y la API de gestión
de inquilinos.

Sistema de gestión de redes
(NMS)

Proporciona funcionalidad para Grid Manager.

Prometeo Recopila y almacena métricas de series temporales de los servicios en
todos los nodos.

Monitor de estado del servidor
(SSM)

Supervisa el sistema operativo y el hardware subyacente.

¿Qué es un nodo de almacenamiento StorageGRID?

Los nodos de almacenamiento gestionan y almacenan metadatos y datos de objetos.
Los nodos de almacenamiento incluyen los servicios y procesos necesarios para
almacenar, mover, verificar y recuperar datos y metadatos de objetos en el disco.

Cada sitio del sistema StorageGRID debe tener al menos tres nodos de almacenamiento.
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Tipos de nodos de almacenamiento

Durante la instalación, puede seleccionar el tipo de nodo de almacenamiento que desea instalar. Estos tipos
están disponibles para nodos de almacenamiento basados en software y para nodos de almacenamiento
basados en dispositivos compatibles con la función:

• Combinación de datos y metadatos Storage Node

• Nodo de almacenamiento solo de metadatos

• Nodo de almacenamiento de solo datos

Puede seleccionar el tipo de nodo de almacenamiento en estas situaciones:

• Cuando instala inicialmente un nodo de almacenamiento

• Cuando se añade un nodo de almacenamiento durante la ampliación del sistema StorageGRID

Nodo de almacenamiento de datos y metadatos (combinado)

De forma predeterminada, todos los nodos de almacenamiento nuevos almacenarán tanto datos como
metadatos de objetos. Este tipo de nodo de almacenamiento se denomina nodo de almacenamiento
Combinado.

Nodo de almacenamiento solo de metadatos

El uso exclusivo de un nodo de almacenamiento para metadatos puede tener sentido si el grid almacena una
gran cantidad de objetos pequeños. La instalación de capacidad de metadatos dedicada proporciona un mejor
equilibrio entre el espacio necesario para una gran cantidad de objetos pequeños y el espacio necesario para
los metadatos de esos objetos. Además, los nodos de almacenamiento solo de metadatos alojados en
dispositivos de alto rendimiento pueden aumentar el rendimiento.

Los nodos de almacenamiento solo de metadatos tienen requisitos de hardware específicos:

• Cuando se usan dispositivos StorageGRID, los nodos solo de metadatos se pueden configurar en
dispositivos SGF6112 con doce unidades de 1,9 TB o doce de 3,8 TB.

• Cuando se usan nodos basados en software, los recursos de nodos de solo metadatos deben coincidir
con los recursos de nodos de almacenamiento existentes. Por ejemplo:

◦ Si el sitio de StorageGRID existente utiliza dispositivos SG6000 o SG6100, los nodos de solo
metadatos basados en software deben cumplir con los siguientes requisitos mínimos:

▪ 128 GB DE MEMORIA RAM

▪ CPU de 8 núcleos

▪ SSD de 8 TB o almacenamiento equivalente para la base de datos Cassandra (rangedb/0)

◦ Si el sitio StorageGRID existente utiliza nodos de almacenamiento virtuales con 24 GB de RAM, CPU
de 8 núcleos y 3 TB o 4 TB de almacenamiento de metadatos, los nodos solo de metadatos basados
en software deben usar recursos similares (24 GB de RAM, CPU de 8 núcleos y 4 TB de
almacenamiento de metadatos (rangedb/0)).

• Al agregar un nuevo sitio de StorageGRID , la capacidad total de metadatos del nuevo sitio debe, como
mínimo, coincidir con la de los sitios existentes. Los recursos de un nuevo sitio deben coincidir con los
nodos de almacenamiento de los sitios existentes.
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Aunque los nodos de almacenamiento solo de metadatos contienen Servicio LDRy pueden
procesar solicitudes de clientes de S3, es posible que el rendimiento de la StorageGRID no
aumente.

Nodo de almacenamiento de solo datos

El uso exclusivo de un nodo de almacenamiento para los datos puede ser lógico si los nodos de
almacenamiento tienen diferentes características de rendimiento. Por ejemplo, para aumentar potencialmente
el rendimiento, podría tener nodos de almacenamiento en disco giratorio de alta capacidad y solo de datos
acompañados por nodos de almacenamiento de alto rendimiento solo de metadatos.

Además, puede obtener más capacidad de metadatos eliminando nodos con poca RAM de Cassandra, lo que
aumenta el límite de capacidad de metadatos por nodo. Consulte "Gestione el almacenamiento de metadatos
de objetos" .

Puede convertir un nodo de almacenamiento que no contenga elServicio ADC a un nodo de almacenamiento
de solo datos. Consulte "Convertir un nodo de almacenamiento en un nodo de solo datos" .

Nodos de almacenamiento necesarios por red y por sitio

Al seleccionar qué nodos de almacenamiento utilizar en su topología, tenga en cuenta que la cuadrícula o
cada sitio en la cuadrícula debe contener lo siguiente:

• Por sitio (en una cuadrícula de uno o varios sitios): TresADC Nodos de almacenamiento (pueden ser
cualquier combinación de nodos de almacenamiento combinados y de solo metadatos)

• Cuadrícula de un solo sitio: al menos dos nodos de almacenamiento de objetos (pueden ser cualquier
combinación de nodos combinados y de solo datos)

• Cuadrícula de varios sitios: al menos un nodo de almacenamiento de objetos por sitio (puede ser
combinado o solo de datos)

Servicios principales para nodos de almacenamiento

En la siguiente tabla se muestran los servicios principales de los nodos de almacenamiento; sin embargo, esta
tabla no enumera todos los servicios de los nodos.

Algunos servicios, como el servicio ADC y el servicio RSM, normalmente solo existen en tres
nodos de almacenamiento de cada sitio.

Servicio Función de la tecla

Cuenta (acct) Administra cuentas de arrendatario.

Los nodos de almacenamiento de solo datos no alojan este servicio.
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Servicio Función de la tecla

Controlador de dominio
administrativo (ADC)

Mantiene la topología y la configuración en todo el grid.

Los nodos de almacenamiento de solo datos no alojan este servicio.

Detalles

El servicio de controlador de dominio administrativo (ADC) autentica los
nodos de grid y sus conexiones entre sí. El servicio ADC está alojado en un
mínimo de tres nodos de almacenamiento en un sitio.

El servicio ADC mantiene la información de topología, incluida la ubicación y
disponibilidad de los servicios. Cuando un nodo de cuadrícula requiere
información de otro nodo de cuadrícula o una acción que debe realizar otro
nodo de cuadrícula, se pone en contacto con un servicio de ADC para
encontrar el mejor nodo de cuadrícula para procesar su solicitud. Además,
el servicio ADC conserva una copia de los paquetes de configuración de la
implementación de StorageGRID, lo que permite que cualquier nodo de grid
recupere la información de configuración actual.

Para facilitar las operaciones distribuidas e iaterradas, cada servicio ADC
sincroniza certificados, paquetes de configuración e información sobre
servicios y topología con los otros servicios ADC del sistema StorageGRID.

En general, todos los nodos de grid mantienen una conexión al menos a un
servicio de ADC. De este modo se garantiza que los nodos grid accedan
siempre a la información más reciente. Cuando los nodos de grid se
conectan, almacenan en caché los certificados de otros nodos de grid, lo
que permite que los sistemas continúen funcionando con los nodos de grid
conocidos incluso cuando un servicio ADC no está disponible. Los nuevos
nodos de grid solo pueden establecer conexiones mediante un servicio
ADC.

La conexión de cada nodo de cuadrícula permite al servicio ADC recopilar
información de topología. Esta información sobre los nodos de grid incluye
la carga de CPU, el espacio en disco disponible (si tiene almacenamiento),
los servicios admitidos y el ID de sitio del nodo de grid. Otros servicios
solicitan al servicio ADC información de topología a través de consultas de
topología. El servicio ADC responde a cada consulta con la información más
reciente recibida del sistema StorageGRID.

Cassandra Almacena y protege los metadatos de objetos.

Los nodos de almacenamiento de solo datos no alojan este servicio.

Cassandra Reaper Realiza reparaciones automáticas de metadatos de objetos.

Los nodos de almacenamiento de solo datos no alojan este servicio.

Segmento Gestiona datos codificados de borrado y fragmentos de paridad.
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Servicio Función de la tecla

Transmisor de datos
(dmv)

Transfiere datos a Cloud Storage Pools.

Almacén de datos
distribuidos (DDS)

Supervisa el almacenamiento de metadatos de objetos.

Detalles

Cada nodo de almacenamiento incluye el servicio de almacén de datos
distribuidos (DDS). Este servicio interactúa con la base de datos Cassandra
para realizar tareas en segundo plano sobre los metadatos de objetos
almacenados en el sistema StorageGRID.

El servicio DDS realiza un seguimiento del número total de objetos ingeridos
en el sistema StorageGRID, así como del número total de objetos ingeridos
a través de cada una de las interfaces soportadas por el sistema (S3).

Identidad (no) Federe las identidades de usuario de LDAP y Active Directory.

Los nodos de almacenamiento de solo datos no alojan este servicio.
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Servicio Función de la tecla

Router de distribución
local (LDR)

Procesa las solicitudes del protocolo de almacenamiento de objetos y gestiona
los datos de objetos en el disco.
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Detalles

Cada nodo de almacenamiento combined, data-only y metadata-only incluye
el servicio de enrutador de distribución local (LDR). Este servicio se encarga
de las funciones de transporte de contenido, incluido el almacenamiento de
datos, el enrutamiento y la gestión de solicitudes. El servicio LDR hace la
mayor parte del trabajo duro del sistema StorageGRID al manejar las cargas
de transferencia de datos y las funciones de tráfico de datos.

El servicio LDR se encarga de las siguientes tareas:

• Consultas

• Actividad de gestión de la vida útil de la información (ILM)

• Eliminación de objetos

• Almacenamiento de datos de objetos

• Transferencias de datos de objetos desde otro servicio LDR (nodo de
almacenamiento)

• Gestión del almacenamiento de datos

• Interfaz de protocolo S3

El servicio LDR también asigna cada objeto de S3 a su UUID único.

Almacenes de objetos

El almacenamiento de datos subyacente de un servicio LDR se divide en
un número fijo de almacenes de objetos (también conocidos como
volúmenes de almacenamiento). Cada almacén de objetos es un punto
de montaje independiente.

Los almacenes de objetos de un nodo de almacenamiento se identifican
mediante un número hexadecimal entre 0000 y 002F, que se conoce
como el ID del volumen. El espacio se reserva en el primer almacén de
objetos (volumen 0) para los metadatos de objetos en una base de datos
de Cassandra; todo el espacio restante en ese volumen se usa para los
datos de objetos. El resto de almacenes de objetos se utilizan
exclusivamente para datos de objetos, lo que incluye copias replicadas y
fragmentos codificados para borrado.

Para garantizar hasta el uso de espacio para las copias replicadas, los
datos de objetos para un objeto determinado se almacenan en un
almacén de objetos en función del espacio de almacenamiento
disponible. Cuando un almacén de objetos se llena de capacidad, los
almacenes de objetos restantes continúan almacenando objetos hasta
que no haya más espacio en el nodo de almacenamiento.

Protección de metadatos

StorageGRID almacena metadatos de objetos en una base de datos de
Cassandra, que se conecta con el servicio LDR.

Para garantizar la redundancia y, por lo tanto, la protección contra la
pérdida, se mantienen tres copias de metadatos de objetos en cada sitio.
Esta replicación no puede configurarse y se realiza de forma automática.
Para obtener más información, consulte "Gestione el almacenamiento de
metadatos de objetos".

Servicio Función de la tecla

Máquina de estado
replicada (RSM)

Garantiza que las solicitudes de servicios de la plataforma S3 se envíen a sus
respectivos puntos finales.

Los nodos de almacenamiento de solo datos no alojan este servicio.

Monitor de estado del
servidor (SSM)

Supervisa el sistema operativo y el hardware subyacente.

¿Qué es un nodo Gateway de StorageGRID?

Los nodos de puerta de enlace proporcionan una interfaz de equilibrio de carga dedicada
que las aplicaciones cliente S3 pueden utilizar para conectarse a StorageGRID. El
equilibrio de carga maximiza la velocidad y la capacidad de conexión mediante la
distribución de la carga de trabajo entre varios nodos de almacenamiento. Los nodos de
puerta de enlace son opcionales.

El servicio de equilibrador de carga de StorageGRID se proporciona en todos los nodos de administración y
todos los nodos de puerta de enlace. Realiza la terminación de las solicitudes de cliente de Seguridad de capa
de transporte (TLS), inspecciona las solicitudes y establece nuevas conexiones seguras a los nodos de
almacenamiento. El servicio de equilibrador de carga dirige sin problemas a los clientes a un nodo de
almacenamiento óptimo, de modo que el fallo de nodos o incluso un sitio completo sea transparente.

Configure uno o más puntos finales del equilibrador de carga para definir el protocolo de puerto y red (HTTPS
o HTTP) que las solicitudes de cliente entrantes y salientes utilizarán para acceder a los servicios del
equilibrador de carga en los nodos de gateway y administración. El punto final del equilibrador de carga
también define el tipo de cliente (S3), el modo de enlace y, opcionalmente, una lista de inquilinos permitidos o
bloqueados. Consulte "Consideraciones que tener en cuenta al equilibrio de carga".

Según sea necesario, puede agrupar las interfaces de red de varios nodos de gateway y nodos de
administración en un grupo de alta disponibilidad (HA). Si falla la interfaz activa en el grupo HA, una interfaz
de backup puede gestionar la carga de trabajo de la aplicación cliente. Consulte "Gestione grupos de alta
disponibilidad".

Servicios principales para nodos de puerta de enlace

La siguiente tabla muestra los servicios principales para los nodos de puerta de enlace; sin embargo, esta
tabla no enumera todos los servicios de nodo.

Servicio Función de la tecla

Servicio de caché Administra un caché local del contenido de los objetos.

Alta disponibilidad Administra direcciones IP virtuales de alta disponibilidad para grupos de
nodos de administración y nodos de puerta de enlace.

Nota: este servicio también se encuentra en los nodos de
administración.
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Servicio Función de la tecla

Equilibrador de carga Proporciona equilibrio de carga de la capa 7 de tráfico S3 desde los
clientes a los nodos de almacenamiento. Este es el mecanismo de
equilibrio de carga recomendado.

Nota: este servicio también se encuentra en los nodos de
administración.

Monitor de estado del servidor
(SSM)

Supervisa el sistema operativo y el hardware subyacente.

Cómo StorageGRID gestiona los datos

Qué es un objeto StorageGRID

Con el almacenamiento de objetos, la unidad de almacenamiento es un objeto, en lugar
de un archivo o un bloque. A diferencia de la jerarquía de árbol de un sistema de
archivos o almacenamiento basado en bloques, el almacenamiento de objetos organiza
los datos en un diseño plano y sin estructura.

El almacenamiento de objetos separa la ubicación física de los datos del método utilizado para almacenar y
recuperar esos datos.

Cada objeto de un sistema de almacenamiento basado en objetos tiene dos partes: Datos de objetos y
metadatos de objetos.

¿Qué son los datos de objetos?

Los datos del objeto pueden ser cualquier cosa; por ejemplo, una fotografía, una película o un registro médico.

¿Qué son los metadatos de objetos?

Los metadatos de objetos son cualquier información que describa un objeto. StorageGRID utiliza metadatos
de objetos para realizar un seguimiento de las ubicaciones de todos los objetos en el grid y gestionar el ciclo
de vida de cada objeto a lo largo del tiempo.

Los metadatos de objetos incluyen información como la siguiente:
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• Metadatos del sistema, incluido un ID único para cada objeto (UUID), el nombre del objeto, el nombre del
bloque S3, el nombre o ID de cuenta de inquilino, el tamaño lógico del objeto, la fecha y hora en que se
creó el objeto por primera vez y la fecha y hora en que se modificó el objeto por última vez.

• La ubicación actual de almacenamiento de cada copia de objeto o fragmento con código de borrado.

• Todos los metadatos de usuario asociados con el objeto.

Los metadatos de objetos son personalizables y ampliables, por lo que es flexible para las aplicaciones.

Para obtener información detallada sobre cómo y dónde StorageGRID almacena los metadatos de objetos,
vaya a "Gestione el almacenamiento de metadatos de objetos".

¿Cómo se protegen los datos de objetos?

El sistema StorageGRID ofrece dos mecanismos para proteger los datos de objetos contra la pérdida: La
replicación y la codificación de borrado.

Replicación

Cuando StorageGRID concuerda objetos con una regla de gestión de la vida útil de la información (ILM)
configurada para crear copias replicadas, el sistema crea copias exactas de los datos de objetos y las
almacena en nodos de almacenamiento o pools de almacenamiento en cloud. Las reglas de ILM determinan
el número de copias realizadas, dónde se almacenan esas copias y durante el tiempo que el sistema retiene.
Si se pierde una copia, por ejemplo, como resultado de la pérdida de un nodo de almacenamiento, el objeto
sigue disponible si existe una copia en otro lugar del sistema StorageGRID.

En el ejemplo siguiente, la regla make 2 copies especifica que se coloquen dos copias replicadas de cada
objeto en un pool de almacenamiento que contenga tres nodos de almacenamiento.
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Codificación de borrado

Cuando StorageGRID enlaza objetos con una regla de ILM que se configura para crear copias con código de
borrado, corta los datos de objetos en fragmentos de datos, calcula fragmentos de paridad adicionales y
almacena cada fragmento en un nodo de almacenamiento diferente. Cuando se accede a un objeto, se vuelve
a ensamblar utilizando los fragmentos almacenados. Si un dato o un fragmento de paridad se corrompen o se
pierden, el algoritmo de codificación de borrado puede recrear ese fragmento con un subconjunto de los datos
restantes y fragmentos de paridad. Las reglas de ILM y los perfiles de codificación de borrado determinan el
esquema de codificación de borrado utilizado.

En el siguiente ejemplo, se muestra el uso de códigos de borrado en los datos de un objeto. En este ejemplo,
la regla ILM utiliza un esquema de codificación de borrado 4+2. Cada objeto se divide en cuatro fragmentos de
datos iguales y dos fragmentos de paridad se calculan a partir de los datos del objeto. Cada uno de los seis
fragmentos se almacena en un nodo de almacenamiento diferente en tres centros de datos para proporcionar
protección de datos ante fallos de nodos o pérdidas de sitios.

Información relacionada

• "Gestión de objetos con ILM"

• "Utilizar la gestión del ciclo de vida de la información"

Ciclo de vida de objetos en StorageGRID

La vida de un objeto consta de varias etapas. Cada etapa representa las operaciones
que ocurren con el objeto.

La vida útil de un objeto incluye las operaciones de procesamiento, gestión de copias, recuperación y
eliminación.

• Ingreso: El proceso de una aplicación cliente S3 que guarda un objeto a través de HTTP en el sistema
StorageGRID. En este momento, el sistema StorageGRID comienza a gestionar el objeto.
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• Gestión de copias: El proceso de administración de copias replicadas y con código de borrado en
StorageGRID, como se describe en las reglas de ILM en las políticas de ILM activas. Durante la etapa de
gestión de copias, StorageGRID protege los datos de objetos de la pérdida mediante la creación y el
mantenimiento de la cantidad y el tipo de copias de objetos especificados en los nodos de
almacenamiento o en un pool de almacenamiento en cloud.

• Recuperar: Proceso de una aplicación cliente que accede a un objeto almacenado por el sistema
StorageGRID. El cliente lee el objeto, que se recupera de un nodo de almacenamiento o un pool de
almacenamiento en la nube.

• Eliminar: El proceso de eliminar todas las copias de objetos de la cuadrícula. Los objetos se pueden
eliminar como resultado de que la aplicación cliente envíe una solicitud de eliminación al sistema
StorageGRID o como resultado de un proceso automático que StorageGRID realiza cuando finaliza la vida
útil del objeto.

Información relacionada

• "Gestión de objetos con ILM"

• "Utilizar la gestión del ciclo de vida de la información"

Cómo StorageGRID gestiona la ingesta de objetos

Una operación de ingesta, o guardado, consta de un flujo de datos definido entre el
cliente y el sistema StorageGRID.

Flujo de datos

Cuando un cliente procesa un objeto al sistema StorageGRID, el servicio LDR en los nodos de
almacenamiento procesa la solicitud y almacena los metadatos y los datos en el disco.
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1. La aplicación cliente crea el objeto y lo envía al sistema StorageGRID mediante una solicitud PUT HTTP.

2. El objeto se evalúa según la política de ILM del sistema.

3. El servicio LDR guarda los datos de los objetos como una copia replicada o como una copia con código de
borrado. (El diagrama muestra una versión simplificada del almacenamiento de una copia replicada en el
disco).

4. El servicio LDR envía los metadatos del objeto al almacén de metadatos.

5. El almacén de metadatos guarda los metadatos del objeto en el disco.

6. El almacén de metadatos propaga copias de metadatos de objetos a otros nodos de almacenamiento.
Estas copias también se guardan en el disco.

7. El servicio LDR devuelve una respuesta HTTP 200 OK al cliente para reconocer que el objeto se ha
ingerido.

Cómo StorageGRID gestiona las copias de objetos

Los datos de objetos se gestionan mediante las políticas de ILM activas y las reglas de
ILM asociadas. Las reglas de ILM hacen copias replicadas o con código de borrado para
proteger los datos de objetos de la pérdida.

Es posible que sean necesarios diferentes tipos o ubicaciones de copias de objetos en distintos momentos de
la vida del objeto. Las reglas de ILM se evalúan periódicamente para asegurarse de que los objetos estén
ubicados según sea necesario.

El servicio LDR gestiona los datos de objetos.

Protección de contenido: Replicación

Si las instrucciones de colocación del contenido de una regla de ILM requieren copias replicadas de datos de
objetos, los nodos de almacenamiento que componen el pool de almacenamiento configurado y las
almacenan en disco.

El motor de gestión del ciclo de vida de la información del servicio LDR controla la replicación y garantiza que
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se almacene el número correcto de copias en las ubicaciones correctas y la cantidad de tiempo correcta.

1. El motor de ILM consulta al servicio ADC para determinar el mejor servicio LDR de destino dentro del pool
de almacenamiento especificado por la regla de ILM. A continuación, envía ese servicio LDR un comando
para iniciar la replicación.

2. El servicio LDR de destino consulta al servicio ADC para obtener la mejor ubicación de origen. A
continuación, envía una solicitud de replicación al servicio LDR de origen.

3. El servicio LDR de origen envía una copia al servicio LDR de destino.

4. El servicio LDR de destino notifica al motor de ILM que los datos del objeto se han almacenado.

5. El motor de ILM actualiza el almacén de metadatos con los metadatos de la ubicación de objetos.

Protección de contenido: Codificación de borrado

Si una regla de ILM incluye instrucciones para hacer copias con código de borrado de los datos de objetos, el
esquema de código de borrado correspondiente divide los datos de los objetos en datos y fragmentos de
paridad, y los distribuye por los nodos de almacenamiento que se configuran en el perfil de código de borrado.

El motor de ILM, que es un componente del servicio LDR, controla el código de borrado y garantiza que el
perfil de código de borrado se aplique a los datos de los objetos.
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1. El motor ILM consulta al servicio ADC para determinar qué servicio DDS puede realizar mejor la operación
de codificación de borrado. Cuando se determina, el motor de ILM envía una solicitud de inicio a ese
servicio.

2. El servicio DDS indica a un LDR que borre los datos del objeto.

3. El servicio LDR de origen envía una copia al servicio LDR seleccionado para codificación de borrado.

4. Después de crear el número adecuado de fragmentos de datos y paridad, el servicio LDR distribuye estos
fragmentos por los nodos de almacenamiento (servicios Chunk) que forman el pool de almacenamiento
del perfil de codificación de borrado.

5. El servicio LDR notifica al motor de ILM y confirma que los datos del objeto se han distribuido
correctamente.

6. El motor de ILM actualiza el almacén de metadatos con los metadatos de la ubicación de objetos.

Protección de contenido: Pool de almacenamiento en cloud

Si las instrucciones de colocación de contenido de una regla de ILM requieren que se almacene una copia
replicada de los datos de objetos en un Cloud Storage Pool, los datos de objetos se duplican en el bloque de
S3 externo o en el contenedor de almacenamiento de Azure Blob que se especificó para el Cloud Storage
Pool.

El motor de ILM, que es un componente del servicio LDR, y el servicio Data mover controla el movimiento de
objetos a Cloud Storage Pool.
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1. El motor de ILM selecciona un servicio Data mover para replicar en el Cloud Storage Pool.

2. El servicio Data mover envía los datos del objeto al Pool de almacenamiento en la nube.

3. El servicio Data mover notifica al motor ILM que los datos del objeto se han almacenado.

4. El motor de ILM actualiza el almacén de metadatos con los metadatos de la ubicación de objetos.

Cómo StorageGRID gestiona la recuperación de objetos

Una operación de recuperación consta de un flujo de datos definido entre el sistema
StorageGRID y el cliente. El sistema utiliza atributos para realizar el seguimiento de la
recuperación del objeto de un nodo de almacenamiento o, si es necesario, de un pool de
almacenamiento en la nube.

El servicio LDR del nodo de almacenamiento consulta el almacén de metadatos para localizar los datos del
objeto y los recupera del servicio LDR de origen. Preferentemente, la recuperación se realiza desde un nodo
de almacenamiento. Si el objeto no está disponible en un nodo de almacenamiento, la solicitud de
recuperación se dirige a un pool de almacenamiento en la nube.

Si la única copia de objeto se encuentra en el almacenamiento de AWS Glacier o en el nivel de
Azure Archive, la aplicación cliente debe emitir una solicitud S3 RestoreObject para restaurar
una copia recuperable en el Cloud Storage Pool.
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1. El servicio LDR recibe una solicitud de recuperación de la aplicación cliente.

2. El servicio LDR consulta al almacén de metadatos de la ubicación y los metadatos de los datos de objetos.

3. El servicio LDR reenvía la solicitud de recuperación al servicio LDR de origen.

4. El servicio LDR de origen devuelve los datos de objeto del servicio LDR consultado y el sistema devuelve
el objeto a la aplicación cliente.

Cómo StorageGRID gestiona la eliminación de objetos

Todas las copias de objetos se eliminan del sistema StorageGRID cuando un cliente
realiza una operación de eliminación o cuando finaliza la vida útil del objeto, lo que activa
su eliminación automática. Hay un flujo de datos definido para la eliminación de objetos.

Suprimir jerarquía

StorageGRID proporciona varios métodos para controlar cuándo se retienen o se eliminan objetos. Los
objetos se pueden eliminar por solicitud del cliente o de forma automática. StorageGRID siempre prioriza la
configuración de cualquier bloqueo de objetos S3 sobre las solicitudes de eliminación del cliente, cuya
prioridad superan las instrucciones de colocación de ILM y el ciclo de vida de los bloques S3.

• S3 Object Lock: Si la configuración global de S3 Object Lock está habilitada para la cuadrícula, los
clientes S3 pueden crear cubos con S3 Object Lock habilitado y, a continuación, utilizar la API REST de
S3 para especificar la configuración de retención legal y hasta la fecha para cada versión de objeto
añadida a ese bloque.
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◦ Una versión de objeto que está bajo una conservación legal no se puede eliminar con ningún método.

◦ Antes de que se alcance la fecha de retención hasta la versión de un objeto, esa versión no se puede
eliminar con ningún método.

◦ ILM conserva los objetos de los bloques con S3 Object Lock habilitado «para siempre». Sin embargo,
una vez alcanzada la fecha de retención hasta la fecha, una solicitud de cliente puede eliminar una
versión de objeto o la expiración del ciclo de vida de la cuchara.

◦ Si los clientes S3 aplican una fecha de retención hasta el depósito por defecto, no es necesario
especificar una fecha de retención hasta cada objeto.

• Solicitud de eliminación de cliente: Un cliente S3 puede emitir una solicitud de eliminación de objetos.
Cuando un cliente elimina un objeto, todas las copias del objeto se quitan del sistema StorageGRID.

• Eliminar objetos en el cubo: Los usuarios del administrador de inquilinos pueden usar esta opción para
eliminar permanentemente todas las copias de los objetos y versiones de objetos en cubos seleccionados
del sistema StorageGRID.

• Ciclo de vida de bloque S3: Los clientes S3 pueden agregar una configuración de ciclo de vida a sus
bloques que especifica una acción de caducidad. Si existe un ciclo de vida de un bloque, StorageGRID
elimina automáticamente todas las copias de un objeto cuando se cumple la fecha o el número de días
especificados en la acción Expiración, a menos que el cliente elimine primero el objeto.

• Instrucciones de colocación de ILM: Suponiendo que el bloque no tiene habilitado el bloqueo de objetos
S3 y que no hay un ciclo de vida de bloque, StorageGRID elimina automáticamente un objeto cuando
finaliza el último período de tiempo de la regla ILM y no se especifican más colocaciones para el objeto.

Cuando se configura el ciclo de vida de un bloque de S3, las acciones de caducidad del
ciclo de vida anulan la política de ILM de los objetos que coinciden con el filtro de ciclo de
vida. Como resultado, es posible que un objeto se conserve en la cuadrícula aunque hayan
caducado las instrucciones de gestión del ciclo de vida de la información relativas a la
ubicación del objeto.

Consulte "Cómo se eliminan los objetos" para obtener más información.

Flujo de datos para eliminaciones de clientes

1. El servicio LDR recibe una solicitud de eliminación de la aplicación cliente.
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2. El servicio LDR actualiza el almacén de metadatos para que el objeto se parezca eliminado a las
solicitudes del cliente e indica al motor de ILM que elimine todas las copias de los datos de los objetos.

3. El objeto se elimina del sistema. El almacén de metadatos se actualiza para eliminar los metadatos del
objeto.

El flujo de datos para eliminaciones de ILM

1. El motor de ILM determina que el objeto debe eliminarse.

2. El motor de ILM notifica al almacén de metadatos. El almacén de metadatos actualiza los metadatos del
objeto para que el objeto se vea eliminado a las solicitudes del cliente.

3. El motor de ILM elimina todas las copias del objeto. El almacén de metadatos se actualiza para eliminar
los metadatos del objeto.

Gestión del ciclo de vida de la información en StorageGRID

Utilice la gestión del ciclo de vida de la información (ILM) para controlar la ubicación, la
duración y el comportamiento de ingesta de todos los objetos en su sistema
StorageGRID . Las reglas ILM determinan cómo StorageGRID almacena objetos a lo
largo del tiempo. Configura una o más reglas ILM y luego las agrega a una política ILM.
Una red puede tener más de una política activa a la vez.

Las reglas de ILM definen:

• ¿Qué objetos deben almacenarse? Una regla puede aplicarse a todos los objetos o puede especificar
filtros para identificar a qué objetos se aplica una regla. Por ejemplo, una regla puede aplicarse solo a
objetos asociados con ciertas cuentas de inquilino, depósitos S3 específicos o valores de metadatos
específicos.

• El tipo de almacenamiento y la ubicación. Los objetos pueden almacenarse en los nodos de
almacenamiento o en los pools de Cloud Storage.
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• El tipo de copias de objeto realizadas. Las copias pueden replicarse o codificarse con código de borrado.

• Para las copias replicadas, el número de copias realizadas.

• Para las copias con código de borrado, se utiliza el esquema de código de borrado.

• Los cambios a lo largo del tiempo en la ubicación de almacenamiento de un objeto y el tipo de copias.

• Cómo se protegen los datos de objetos cuando se ingieren los objetos en el grid (ubicación síncrona o
doble registro).

Tenga en cuenta que los metadatos de objetos no están gestionados por las reglas de ILM. En su lugar, los
metadatos de objetos se almacenan en una base de datos de Cassandra en lo que se conoce como almacén
de metadatos. Se mantienen automáticamente tres copias de los metadatos de objetos en cada sitio para
proteger los datos frente a pérdidas.

Regla de ILM de ejemplo

Por ejemplo, una regla de ILM podría especificar lo siguiente:

• Aplicar solo a los objetos que pertenecen al inquilino A..

• Realice dos copias replicadas de dichos objetos y almacene cada copia en un sitio diferente.

• Conservar las dos copias «para siempre», lo que significa que StorageGRID no las eliminará
automáticamente. En su lugar, StorageGRID conservará estos objetos hasta que se eliminen mediante
una solicitud de eliminación del cliente o cuando finalice el ciclo de vida de un bloque.

• Use la opción Equilibrada para el comportamiento de ingesta: La instrucción de ubicación de dos sitios se
aplica en cuanto el inquilino A guarda un objeto en StorageGRID, a menos que no sea posible hacer
inmediatamente las dos copias requeridas.

Por ejemplo, si el sitio 2 no se puede acceder cuando el inquilino A guarda un objeto, StorageGRID
realizará dos copias provisionales en los nodos de almacenamiento del sitio 1. En cuanto el sitio 2 esté
disponible, StorageGRID realizará la copia necesaria en ese sitio.

Cómo evalúa una política de ILM los objetos

Las políticas de ILM activas para el sistema de StorageGRID controlan la ubicación, la duración y el
comportamiento de procesamiento de todos los objetos.

Cuando los clientes guardan objetos en StorageGRID, los objetos se evalúan según el conjunto ordenado de
reglas de ILM en la política activa, de la siguiente manera:

1. Si los filtros de la primera regla de la política coinciden con un objeto, el objeto se procesa según el
comportamiento de procesamiento de esa regla y se almacena según las instrucciones de ubicación de
esa regla.

2. Si los filtros de la primera regla no coinciden con el objeto, el objeto se evalúa con cada regla subsiguiente
de la política hasta que se realiza una coincidencia.

3. Si ninguna regla coincide con un objeto, se aplican las instrucciones de comportamiento de procesamiento
y colocación de la regla predeterminada de la directiva. La regla predeterminada es la última regla de una
política y no puede utilizar ningún filtro. Debe aplicarse a todos los inquilinos, todos los grupos y todas las
versiones del objeto.

Ejemplo de política de ILM

Por ejemplo, una política de ILM podría contener tres reglas de ILM que especifiquen lo siguiente:
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• Regla 1: Copias replicadas para el Inquilino A

◦ Haga coincidir todos los objetos que pertenecen al inquilino A..

◦ Almacene estos objetos como tres copias replicadas en tres sitios.

◦ Los objetos que pertenecen a otros arrendatarios no coinciden con la Regla 1, por lo que se evalúan
según la Regla 2.

• Regla 2: Codificación de borrado para objetos mayores de 1 MB

◦ Hacer coincidir todos los objetos de otros inquilinos, pero solo si son mayores de 1 MB. Estos objetos
de mayor tamaño se almacenan mediante codificación de borrado 6+3 en tres instalaciones.

◦ No coincide con los objetos de 1 MB o menos, por lo que estos objetos se evalúan con la Regla 3.

• Regla 3: 2 copias 2 data centers (predeterminado)

◦ Es la última regla y la predeterminada de la política. No utiliza filtros.

◦ Realice dos copias replicadas de todos los objetos que no coincidan con la Regla 1 o la Regla 2
(objetos que no pertenezcan al arrendatario A que tengan 1 MB o menos).

Información relacionada

• "Gestión de objetos con ILM"

Explora StorageGRID

Explora el Grid Manager de StorageGRID

Grid Manager es una interfaz gráfica basada en navegador que permite configurar,
administrar y supervisar el sistema StorageGRID.
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Grid Manager se actualiza con cada versión, por lo que es posible que no coincida con las
capturas de pantalla de los ejemplos de esta página.

Cuando inicia sesión en Grid Manager, se conecta a un nodo de administración. Cada sistema StorageGRID
incluye un nodo de administrador primario y cualquier número de nodos de administrador que no son
primarios. Puede conectarse a cualquier nodo de administrador y cada nodo de administrador muestra una
vista similar del sistema StorageGRID.

Puede acceder a Grid Manager mediante una "navegador web compatible".

Consola de Grid Manager

Cuando inicie sesión por primera vez en Grid Manager, puede utilizar el panel de control para "supervise las
actividades del sistema"de un vistazo.

La consola contiene información sobre el estado y el rendimiento del sistema, el uso del almacenamiento,
procesos de ILM, operaciones de S3 y los nodos del grid. Puede "configure el panel de control"seleccionar de
entre una colección de tarjetas que contienen la información que necesita para controlar eficazmente su
sistema.

Para obtener una explicación de la información que se muestra en cada tarjeta, seleccione el icono de ayuda
de esa tarjeta.

Campo de búsqueda

El campo Buscar de la barra de encabezado permite navegar rápidamente a una página específica dentro de
Grid Manager. Por ejemplo, puede introducir KM para acceder a la página Servidor de administración de
claves (KMS).

Puede utilizar Buscar para buscar entradas en la barra lateral del Gestor de cuadrícula y en los menús
Configuración, Mantenimiento y Soporte. También puede buscar por nombre elementos como nodos de
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cuadrícula y cuentas de inquilino.

Menú de ayuda

El menú de ayuda proporciona acceso a:

• El"FabricPool" y"Configuración de S3" magos

• El sitio de documentación de StorageGRID para la versión actual

• "Documentación de API"

• Información sobre la versión de StorageGRID instalada actualmente

Menú Alertas

El menú Alertas proporciona una interfaz fácil de usar para detectar, evaluar y resolver problemas que pueden
producirse durante el funcionamiento de StorageGRID.

En el menú Alertas, puede realizar lo siguiente para"gestionar alertas":

• Revisar las alertas actuales

• Revisar las alertas resueltas

• Configure silencios para suprimir notificaciones de alerta

• Defina reglas de alerta para condiciones que activen alertas

• Configure el servidor de correo electrónico para las notificaciones de alertas

Nodos

El"Nodos" muestra información sobre toda la cuadrícula, cada sitio de la cuadrícula y cada nodo de un sitio.
Para ver información de un sitio o nodo en particular, seleccione el sitio o nodo.

Inquilinos

El "Inquilinos"le permite "cree y supervise las cuentas de inquilino de almacenamiento"utilizar para su sistema
StorageGRID. Debe crear al menos una cuenta de inquilino para especificar quién puede almacenar y
recuperar objetos y qué funcionalidad está disponible para ellos.

La página Tenants también proporciona detalles de uso para cada cliente, incluyendo la cantidad de
almacenamiento usado y el número de objetos. Si establece una cuota cuando creó el arrendatario, puede ver
la cantidad de esa cuota que se ha utilizado.

Menú ILM

El "Menú ILM"le permite "Configurar las reglas y las políticas de gestión de la vida útil de la información
(ILM)"gobernar la durabilidad y la disponibilidad de los datos. También puede introducir un identificador de
objeto para ver los metadatos de ese objeto.

En el menú de ILM, puede ver y gestionar ILM:

• Bases de datos

• Normativas

• Etiquetas de políticas
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• Pools de almacenamiento

• Grados de almacenamiento

• Regiones

• Búsqueda de metadatos de objetos

Menú de configuración

El menú Configuración le permite especificar los ajustes de red, la configuración de seguridad, la
configuración del sistema, las opciones de supervisión y las opciones de control de acceso.

Tareas de red

Entre las tareas de red se incluyen:

• "Gestión de grupos de alta disponibilidad"

• "Administrar puntos finales del balanceador de carga"

• "Configure los nombres de dominio de punto final S3"

• "Administrar directivas de clasificación de tráfico"

• "Configure las interfaces VLAN"

• "Habilitar StorageGRID CORS para una interfaz de administración"

Tareas de seguridad

Las tareas de seguridad incluyen:

• "Gestionar certificados de seguridad"

• "Gestionar los controles internos del firewall"

• "Configuración de servidores de gestión de claves"

• Configurar los ajustes de seguridad, incluida la"Política de TLS y SSH" ,"opciones de seguridad de objetos
y redes" ,"configuración de seguridad de la interfaz" , y"Opciones de acceso SSH"

• Configurar ajustes para un"proxy de almacenamiento" o un"proxy de administración"

Tareas del sistema

Las tareas del sistema incluyen:

• Usar"federación de grid" Para clonar la información de la cuenta del inquilino y replicar datos de objetos
entre dos sistemas StorageGRID

• Opcionalmente, habilite la"Comprimir objetos almacenados" opción

• Opcionalmente, configure el"configuración de consistencia del depósito predeterminada"

• "Administrar el bloqueo de objetos S3"

• Comprenda las configuraciones de almacenamiento como"marcas de agua de volumen de
almacenamiento"

• "Gestione perfiles de código de borrado"
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Tareas de supervisión

Las tareas de supervisión incluyen:

• "Configurar la gestión de registros"

• "Usar supervisión de SNMP"

Tareas de control de acceso

Las tareas de control de acceso incluyen:

• "Gestione los grupos de administradores"

• "Administrar usuarios administradores"

• Cambiar el"aprovisionamiento de la clave de acceso" o"contraseñas de la consola del nodo"

• "Usar la federación de identidades"

• "Configurar SSO"

Menú de mantenimiento

El menú Mantenimiento le permite realizar tareas de mantenimiento, mantenimiento del sistema y
mantenimiento de la red.

Tareas

Las tareas de mantenimiento incluyen:

• "Operaciones de decomisionar" para eliminar los nodos y sitios de cuadrícula no utilizados

• "Operaciones de expansión" para agregar nuevos nodos y sitios de cuadrícula

• "Procedimientos de recuperación de nodos de grid" para sustituir un nodo con fallos y restaurar los datos

• "Cambiar el nombre de los procedimientos" para cambiar los nombres mostrados de la cuadrícula, los
sitios y los nodos

• "Operaciones de comprobación de existencia de objetos" para verificar la existencia (aunque no la
corrección) de los datos de objeto

• Realizar una"reinicio gradual" para reiniciar varios nodos de la red

• "Operaciones de restauración de volúmenes"

Sistema

Algunas de las tareas de mantenimiento del sistema que se pueden realizar son:

• "Consulte la información de licencia de StorageGRID"o"actualizar la información de la licencia"

• Generando y descargando el"paquete de recuperación"

• Realizar actualizaciones de software StorageGRID, incluidas actualizaciones de software, correcciones
urgentes y actualizaciones para el software de sistema operativo SANtricity en los dispositivos
seleccionados

◦ "Procedimiento de actualización"

◦ "Procedimiento de revisión"

◦ "Actualice el sistema operativo SANtricity en las controladoras de almacenamiento SG6000 mediante
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Grid Manager"

◦ "Actualice el sistema operativo SANtricity en las controladoras de almacenamiento SG5700 mediante
Grid Manager"

Red

Algunas de las tareas de mantenimiento de red que puede realizar son:

• "Configurar servidores DNS"

• "Actualizar subredes de la red Grid"

• "Gestione servidores NTP"

Menú de soporte

El menú Soporte ofrece opciones que ayudan al soporte técnico a analizar y solucionar problemas del
sistema.

Herramientas

En la sección Herramientas del menú Soporte, puede:

• "Configure AutoSupport"

• "Ejecutar diagnóstico" en el estado actual de la cuadrícula

• "Recopilar archivos de registro y datos del sistema"

• "Revisar las métricas de soporte"

Las herramientas disponibles en la opción * Metrics* están diseñadas para su uso por el
soporte técnico. Algunas funciones y elementos de menú de estas herramientas no son
intencionalmente funcionales.

Otros

Desde la otra sección del menú Soporte, puede:

• Configurar"Priorización de E/S"

• Configurar"Configuración del correo electrónico de AutoSupport (heredado)"

• Gestione "coste de enlace"

• Ver los ID de servicio del nodo

• Gestione "marcas de agua de almacenamiento"

Explora el Tenant Manager de StorageGRID

El "Administrador de inquilinos" es la interfaz gráfica basada en explorador a la que los
usuarios inquilinos acceden para configurar, gestionar y supervisar sus cuentas de
almacenamiento.

El gestor de inquilinos se actualiza con cada versión y es posible que no coincida con las
capturas de pantalla de ejemplo de esta página.
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Cuando los usuarios de inquilinos inician sesión en el Administrador de inquilinos, se conectan a un nodo de
administración.

Consola del administrador de inquilinos

Una vez que un administrador de grid crea una cuenta de inquilino mediante Grid Manager o la API de gestión
de grid, los usuarios de inquilinos pueden iniciar sesión en el Administrador de inquilinos.

El panel de control de Tenant Manager permite a los usuarios inquilinos monitorear el uso del almacenamiento
de un vistazo. El panel de uso de almacenamiento contiene una lista de los depósitos S3 más grandes para el
inquilino. El valor de Espacio utilizado es la cantidad total de datos del objeto en el depósito o contenedor. El
gráfico de barras representa los tamaños relativos de estos cubos o contenedores.

El valor mostrado encima del gráfico de barras es una suma del espacio utilizado para todos los cubos o
contenedores del arrendatario. Si se especificó el número máximo de gigabytes, terabytes o petabytes
disponibles para el inquilino cuando se creó la cuenta, también se muestra la cantidad de cuota utilizada y
restante.

Menú Almacenamiento (S3)

Este menú permite a los usuarios de S3:

• Administrar claves de acceso

• Crear, administrar y eliminar depósitos

• Gestione los extremos de los servicios de plataforma
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• Ver cualquier conexión de federación de red que tengan permitido usar

Mis claves de acceso

Los usuarios de inquilinos S3 pueden gestionar las claves de acceso de la siguiente manera:

• Los usuarios que tienen el permiso Administrar sus propias credenciales de S3 pueden crear o eliminar
sus propias claves de acceso de S3.

• Los usuarios que tienen el permiso de acceso root pueden administrar las claves de acceso para la cuenta
root de S3, su propia cuenta y todos los demás usuarios. Las claves de acceso raíz también proporcionan
acceso completo a los bloques y objetos del inquilino, a menos que una política de bloque lo deshabilite
explícitamente.

La gestión de las claves de acceso de otros usuarios se realiza desde el menú Gestión de
acceso.

Cucharones

Los usuarios inquilinos de S3 con los permisos correspondientes pueden realizar las siguientes tareas para
sus bloques:

• Crear cubos

• Habilite el bloqueo de objetos de S3 para un bloque nuevo (asume que la función de bloqueo de objetos
de S3 está habilitada para el sistema StorageGRID)

• Actualice los valores de coherencia

• Activar y desactivar las actualizaciones de hora del último acceso

• Activar o suspender el control de versiones de objetos

• Actualizar S3 Retención predeterminada de bloqueo de objetos

• Configurar el uso compartido de recursos de origen cruzado (CORS)

• Eliminar todos los objetos de un depósito

• Eliminar cubos vacíos

• Utilice "S3 Consola"para gestionar objetos de cubo

Si un administrador de grid habilitó el uso de servicios de plataforma para la cuenta de inquilino, un usuario
inquilino de S3 con los permisos correspondientes también puede realizar estas tareas:

• Configure las notificaciones de eventos S3, que se pueden enviar a un servicio de destino que admita
Amazon Simple Notification Service.

• Configure la replicación de CloudMirror, que permite que el inquilino replique automáticamente objetos en
un bloque de S3 externo.

• Configurar la integración de búsqueda, que envía metadatos de objetos a un índice de búsqueda de
destino siempre que se crea, se elimina o actualiza un objeto o sus metadatos o etiquetas.

Extremos de servicios de plataforma

Si un administrador de grid ha habilitado el uso de servicios de plataforma para la cuenta de inquilino, un
usuario de inquilino de S3 con el permiso Manage Endpoints puede configurar un punto final de destino para
cada servicio de plataforma.
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Conexiones de federación de grid

Si un administrador de grid ha habilitado el uso de una conexión de federación de grid para la cuenta de
inquilino, un usuario de S3 que tiene permiso de acceso raíz puede ver el nombre de la conexión, acceder a la
página de detalles de bloque de cada bloque que tiene habilitada la replicación entre grid, y ver el error más
reciente que se produce cuando los datos del depósito se están replicando en la otra cuadrícula de la
conexión. Consulte "Ver conexiones de federación de grid".

Menú Access Management

El menú Access Management permite a los inquilinos StorageGRID importar grupos de usuarios desde un
origen de identidades federado y asignar permisos de gestión. Los inquilinos también pueden gestionar los
usuarios y los grupos de inquilinos locales, a menos que el inicio de sesión único (SSO) esté vigente para todo
el sistema StorageGRID.
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