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Planificacion de la expansion

Planificacion de expansién para datos replicados en
StorageGRID

Si la politica de gestion de ciclo de vida de la informacion (ILM) para la implementacion
incluye una regla que crea copias replicadas de objetos, debe considerar cuanto
almacenamiento afiadir y donde afnadir los nuevos volumenes de almacenamiento o
nodos de almacenamiento.

Para obtener una guia sobre donde anadir almacenamiento adicional, examine las reglas de ILM que crean
copias replicadas. Si las reglas de ILM crean dos o mas copias de objetos, planifique afiadir almacenamiento
en cada ubicacion donde se realicen copias de objetos. Como ejemplo simple, si tiene un grid de dos sitios y
una regla de ILM que crea una copia de objeto en cada sitio, debe "anadir almacenamiento” ir a cada sitio
para aumentar la capacidad general de objetos del grid. Para obtener mas informacion sobre la replicacion de
objetos, consulte "Que es la replicacion".

Por motivos de rendimiento, debe intentar mantener la capacidad de almacenamiento y la potencia de
computacion equilibrada en varios sitios. Asi pues, para este ejemplo, deberia afiadir el mismo numero de
nodos de almacenamiento a cada sitio o volumenes de almacenamiento adicionales en cada sitio.

Si tiene una politica de ILM mas compleja que incluye reglas para colocar objetos en distintas ubicaciones en
funcion de criterios como el nombre del bloque o reglas que cambian las ubicaciones de objetos con el tiempo,
su andlisis de donde se necesita almacenamiento para la expansion sera similar, pero mas complejo.

Un grafico que muestra la rapidez con la que se consume la capacidad de almacenamiento general puede
ayudarle a comprender cuanto almacenamiento debe afiadir a la expansion y cuando se necesitara el espacio
de almacenamiento adicional. Puede utilizar Grid Manager para "supervise y cree un grafico de la capacidad
de almacenamiento”.

Al planificar el momento de una expansion, recuerde tener en cuenta cuanto tiempo podria llevar adquirir e
instalar almacenamiento adicional. Para simplificar la planificacion de la expansion, considere agregar nodos
de almacenamiento cuando los nodos de almacenamiento existentes alcancen el 70 % de su capacidad.

Planificacion de expansidn para datos codificados por
borrado (EC) en StorageGRID

Si la politica de ILM incluye una regla que realiza copias con cédigo de borrado, debe
planificar donde afiadir mas almacenamiento y cuando anadir mas almacenamiento. La
cantidad de almacenamiento que debe afadir y el momento oportuno puede afectar a la
capacidad de almacenamiento util del grid.

El primer paso a la hora de planificar una expansion del almacenamiento es examinar las reglas de la politica
de ILM que crean objetos codificados de borrado. Como StorageGRID crea fragmentos k+m para cada objeto
con codigo de borrado y almacena cada fragmento en un nodo de almacenamiento diferente, debe asegurarse
de que al menos los nodos de almacenamiento k+m tengan espacio para los nuevos datos codificados con
borrado después de la expansion. Si el perfil de cédigo de borrado proporciona protecciéon contra pérdida de
sitio, debe afiadir almacenamiento a cada sitio. Consulte "; Qué son los esquemas de codigo de borrado” para
obtener informacion sobre perfiles de codificacion de borrado.


https://docs.netapp.com/es-es/storagegrid/expand/adding-storage-volumes-to-storage-nodes.html
https://docs.netapp.com/es-es/storagegrid/ilm/what-replication-is.html
https://docs.netapp.com/es-es/storagegrid/monitor/monitoring-storage-capacity.html
https://docs.netapp.com/es-es/storagegrid/monitor/monitoring-storage-capacity.html
https://docs.netapp.com/es-es/storagegrid/ilm/what-erasure-coding-schemes-are.html

El numero de nodos que debe afiadir también depende de lo lleno que estén los nodos existentes cuando se
realice la ampliacion.

Recomendacién general sobre la adicién de capacidad de almacenamiento para
objetos con cédigo de borrado

Si desea evitar calculos detallados, puede afnadir dos nodos de almacenamiento por sitio cuando los nodos de
almacenamiento existentes alcancen el 70 % de capacidad.

Esta recomendacion general ofrece resultados razonables a través de una amplia gama de esquemas de
codificacion de borrado para grids individuales y para cuadriculas donde la codificacion de borrado
proporcione proteccion frente a pérdidas en las instalaciones.

Para comprender mejor los factores que llevaron a esta recomendacion o para desarrollar un plan mas preciso
para su sitio, consulte "Consideraciones que tener en cuenta al reequilibrar los datos codificados a borrado".
Para obtener una recomendacion personalizada optimizada para su situacion, pongase en contacto con su
asesor de servicios profesionales de NetApp.

Obtenga informacién sobre el reequilibrio de EC después
de la expansion en StorageGRID

Si va a realizar una ampliacion para afiadir nodos de almacenamiento y utiliza reglas de
ILM para borrar datos de cddigo, es posible que deba ejecutar el procedimiento de
reequilibrio de codificacién de borrado (EC) si no puede agregar nodos de
almacenamiento suficientes para el esquema de codigo de borrado que esta utilizando.

Después de revisar estas consideraciones, realice la expansion y, a continuacion, vaya a "Reequilibre los
datos con codigo de borrado tras anadir nodos de almacenamiento” para ejecutar el procedimiento.

¢ Qué es el reequilibrio de la CE?

El reequilibrado de EC es un procedimiento de StorageGRID que puede ser necesario después de una
ampliacién de nodo de almacenamiento. El procedimiento se ejecuta como un script de linea de comandos
desde el nodo de administracion principal. Cuando ejecuta el procedimiento de reequilibrio de EC,
StorageGRID redistribuye los fragmentos con cédigo de borrado entre los nodos de almacenamiento
existentes y los recién afiadidos en un sitio.

Procedimiento de reequilibrio de EC:

» Solo mueve datos de objetos codificados con borrado. No mueve los datos de objetos replicados.
* Redistribuye los datos dentro de un sitio. No mueve datos de un sitio a otro.

» Redistribuye los datos entre todos los nodos de almacenamiento de un sitio. No redistribuye datos dentro
de los volumenes de almacenamiento.

* Intenta distribuir la misma cantidad de bytes a cada nodo. Los nodos que contienen mas datos replicados
almacenaran menos datos codificados por borrado una vez que se complete el reequilibrio.

» Redistribuye los datos codificados por borrado de manera uniforme entre los nodos de almacenamiento
sin tener en cuenta las capacidades relativas de cada nodo. Los datos replicados se incluyen en el
calculo.

* No distribuira datos codificados por borrado a nodos de almacenamiento que estén llenos en mas del 80
%.


https://docs.netapp.com/es-es/storagegrid/expand/rebalancing-erasure-coded-data-after-adding-storage-nodes.html
https://docs.netapp.com/es-es/storagegrid/expand/rebalancing-erasure-coded-data-after-adding-storage-nodes.html

* Puede disminuir el rendimiento de las operaciones de ILM y de las operaciones de cliente del S3 cuando
este se ejecuta— se necesitan recursos adicionales para redistribuir los fragmentos de cddigo de borrado.

Una vez finalizado el procedimiento de reequilibrio de EC:
* Los datos con codigo de borrado se habran movido de los nodos de almacenamiento con menos espacio
disponible hasta los nodos de almacenamiento que tienen mas espacio disponible.

 La proteccion de datos de los objetos codificados de borrado no cambiara.

* Los valores usados (%) pueden ser diferentes entre los nodos de almacenamiento por dos motivos:
o Las copias de objetos replicados seguiran consumiendo espacio en los nodos existentes—El

procedimiento de reequilibrio de EC no mueve datos replicados.

> Los nodos de mayor capacidad estaran relativamente menos llenos que los de menor capacidad,

aunque todos los nodos terminaran con aproximadamente la misma cantidad de datos.

Por ejemplo, suponga que tres nodos de 200 TB se llenan al 80 % cada uno (200 x 0,8 = 160 TB en
cada nodo 0 480 TB en el sitio). Si agrega un nodo de 400 TB y ejecuta el procedimiento de
reequilibrio, ahora todos los nodos tendran aproximadamente la misma cantidad de datos de codigo
de borrado (480/4 TB = 120 TB). Sin embargo, el utilizado (%) para el nodo mas grande sera menor
que el usado (%) para los nodos mas pequefios.

After addin
g — After EC rebalance —
larger node
0% 30%
80% 80% 30% + 60% 60% 60%

Cuando reequilibrar los datos con cédigo de borrado

El procedimiento de reequilibrio de EC redistribuye los datos codificados por borrado existentes para
garantizar que los nodos no se llenen o permanezcan llenos. El procedimiento ayuda a garantizar que la
codificacion EC pueda continuar en el sitio.

Ejecute el procedimiento de reequilibrio cuando exista un sesgo preocupante en la distribucion de datos en un
sitio y el sitio almacene principalmente datos EC (ya que los datos replicados no se pueden mover mediante el
reequilibrio).

Considere el siguiente escenario:

« StorageGRID se ejecuta en un solo sitio, que contiene tres nodos de almacenamiento.

 La politica de ILM usa una regla de codificacion de borrado de 2+1 para todos los objetos de mayor
tamafio que 1.0 MB y una regla de replicacion de 2 copias para los objetos mas pequenos.



* Todos los nodos de almacenamiento se han lleno por completo. La alerta Low Object Storage se ha
disparado en el nivel de gravedad principal.

~ Before expansion =

3 nodes are 100% full

No es necesario reequilibrar si se agregan suficientes nodos

Para comprender cuando no es necesario reequilibrar EC, suponga que se han afadido tres (0 mas) nuevos
nodos de almacenamiento. En este caso, no es necesario realizar un reequilibrio de EC. Los nodos de
almacenamiento originales se mantendran llenos, pero los objetos nuevos ahora usaran los tres nodos nuevos
para 2+1 codigo de borrado—Los dos fragmentos de datos y el fragmento de paridad Unico podran
almacenarse en un nodo diferente.

- Before expansion - ——— After adding 3 nodes

3 nodes are 100% full 3 new nodes can be used for 2+1 EC

Aunque puede ejecutar el procedimiento de equilibrio de EC en este caso, mover los datos
existentes con cddigo de borrado reducira temporalmente el rendimiento del grid, lo que puede
afectar a las operaciones del cliente.

Si no puede agregar suficientes nodos, es necesario reequilibrar

Para comprender cuando es necesario reequilibrar EC, suponga que solo puede afiadir dos nodos de
almacenamiento, en lugar de tres. Dado que el esquema de 2+1 requiere al menos tres nodos de
almacenamiento para tener espacio disponible, los nodos vacios no se pueden usar para nuevos datos
codificados de borrado.



- Before expansion - —— After adding 2 nodes ——

3 nodes are 100% full 2 new nodes cannot be used for EC

Para utilizar los nuevos nodos de almacenamiento, debe ejecutar el procedimiento de reequilibrio de EC.
Cuando este procedimiento se ejecuta, StorageGRID redistribuye los datos existentes con cédigo de borrado
y los fragmentos de paridad entre todos los nodos de almacenamiento del sitio. En este ejemplo, cuando se
haya completado el procedimiento de reequilibrio de EC, los cinco nodos ahora sélo estaran llenos al 60 % y
los objetos pueden seguir ingiriendo en el esquema de codigo de borrado 2+1 en todos los nodos de
almacenamiento.

- Before expansion A —— After adding 2 nodes —— After EC rebalance

3 nodes are 100% full 2 new nodes cannot be used for EC 5 nodes are 60% full, EC can continue

Recomendaciones para el reequilibrio de EC

NetApp requiere el reequilibrio de EC si all de las siguientes afirmaciones son verdaderas:

+ Se utiliza la codificacién de borrado para los datos de objetos.

* La alerta almacenamiento de objetos bajo se ha activado para uno o mas nodos de almacenamiento de
un sitio, lo que indica que los nodos estan al menos un 80% llenos.

* No puede afiadir nodos de almacenamiento nuevos suficientes para el esquema de codificacion de
borrado en uso. Consulte "Afada capacidad de almacenamiento para objetos codificados de borrado".

» Sus clientes de S3 pueden tolerar un bajo rendimiento para sus operaciones de escritura y lectura
mientras se ejecuta el procedimiento de reequilibrio de EC.

Opcionalmente, puede ejecutar el procedimiento de reequilibrio de EC si prefiere que los nodos de
almacenamiento se llenen a niveles similares. Los clientes S3 podran tolerar un menor rendimiento en sus
operaciones de escritura y lectura mientras se ejecuta el procedimiento de reequilibrio de EC.

La forma en que el procedimiento de reequilibrio de EC interactia con otras tareas
de mantenimiento

No puede realizar determinados procedimientos de mantenimiento al mismo tiempo que ejecuta el
procedimiento de reequilibrio de EC.



Procedimiento

Procedimientos adicionales de
reequilibrio de EC

Procedimiento de retirada

Trabajo de reparacion de datos de
EC

Procedimiento de expansion

Procedimiento de actualizacion

Procedimiento de clonacién del
nodo de dispositivos

Procedimiento de revision

Otros procedimientos de
mantenimiento

Permitido durante el procedimiento de reequilibrio de EC?

No

Sélo puede ejecutar un procedimiento de reequilibrio de EC a la vez.

No

» Se le impide iniciar un procedimiento de retirada de servicio o una
reparacion de datos de EC mientras se esta ejecutando el
procedimiento de reequilibrio de EC.

+ Se le impide iniciar el procedimiento de reequilibrio de EC mientras
se ejecuta un procedimiento de retirada del nodo de
almacenamiento o una reparacion de datos de EC.

No
Si necesita afiadir nodos de almacenamiento nuevos en una ampliacion,

ejecute el procedimiento de reequilibrio de EC después de agregar
todos los nodos nuevos.

No

Si necesita actualizar el software StorageGRID, realice el procedimiento
de actualizacion antes o después de ejecutar el procedimiento de
reequilibrio de EC. Segun sea necesario, puede finalizar el

procedimiento de reequilibrio de EC para realizar una actualizacion de
software.

No

Si necesita clonar un nodo de almacenamiento de dispositivo, ejecute el
procedimiento de reequilibrio de EC después de agregar el nuevo nodo.

Si.

Puede aplicar una revision StorageGRID mientras se ejecuta el
procedimiento de reequilibrio de EC.

No

Debe finalizar el procedimiento de reequilibrio de EC antes de ejecutar
otros procedimientos de mantenimiento.

La interaccion del procedimiento de reequilibrio de EC con ILM

Mientras se ejecuta el procedimiento de reequilibrio de EC, evite realizar cambios en la gestion de la
informacién durante el proceso que puedan cambiar la ubicacion de los objetos ya codificados de borrado. Por
ejemplo, no empiece a utilizar una regla de ILM que tenga un perfil de codigo de borrado diferente. Si necesita
realizar estos cambios en ILM, debe finalizar el procedimiento de reequilibrio de EC.
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