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Recupere desde fallos de nodo de administrador

Recuperacion de nodo de administracion principal o no
principal

El proceso de recuperacion de un nodo de administrador depende de si se trata del nodo
de administrador principal o del nodo de administrador que no es primario.

Los pasos de alto nivel para recuperar un nodo de administracion primario o no primario son los mismos,
aunque los detalles de los pasos son distintos.

Siga siempre el procedimiento de recuperacion correcto para el nodo de administrador que se va a recuperar.
Los procedimientos tienen el mismo aspecto en un nivel alto, pero difieren en los detalles.

Opciones
* "Recupere desde fallos del nodo de administrador principal®

* "Recupere el sistema de fallos de nodos de administrador que no son primarios"

Recupere desde fallos del nodo de administrador principal

Recupere desde fallos del nodo de administrador principal

Debe completar un conjunto especifico de tareas para recuperar el sistema después de
un fallo en un nodo de administrador principal. El nodo de administrador principal aloja el
servicio Configuration Management Node (CMN) de la cuadricula.

Debe reparar o sustituir un nodo de administracion principal con errores de inmediato, o el grid

@ puede perder la capacidad de procesar objetos nuevos. El periodo de tiempo exacto depende
de la tasa de ingesta de objetos: Si necesita una evaluacion mas precisa del plazo para el grid,
pongase en contacto con el soporte técnico.

Siga estos pasos de alto nivel para recuperar un nodo de administracion principal:

1. "Copie los registros de auditoria del nodo de administracion principal con errores"

"Sustituya el nodo de administracion principal”

"Configure el nodo de administracion principal de reemplazo"

"Determine si hay un requisito de revision para el nodo de administracion principal recuperado”
"Restaure el registro de auditoria en el nodo de administracion principal recuperado”

"Restaure la base de datos del nodo de administracion al recuperar un nodo de administracion principal”
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"Restaure las métricas de Prometheus al recuperar un nodo de administracién principal”

Copie los registros de auditoria del nodo de administracion principal con errores

Si puede copiar registros de auditoria del nodo de administracién principal con errores,
debe conservarlos para mantener el registro de la cuadricula de la actividad y el uso del
sistema. Es posible restaurar los registros de auditoria conservados al nodo



administrador principal recuperado después de que esté activo y en ejecucion.

Acerca de esta tarea

Este procedimiento copia los archivos de registro de auditoria del nodo de administracion con errores en una
ubicacion temporal en un nodo de grid independiente. Estos registros de auditoria conservados se pueden
copiar en el nodo admin de reemplazo. Los registros de auditoria no se copian automaticamente en el nuevo
nodo de administracion.

Segun el tipo de error, es posible que no se puedan copiar los registros de auditoria de un nodo administrador
con errores. Si la implementacion solo tiene un nodo de administrador, el nodo de administrador recuperado
inicia la grabacion de eventos en el registro de auditoria en un nuevo archivo vacio y se pierden datos
registrados previamente. Si la implementacion incluye mas de un nodo de administrador, puede recuperar los
registros de auditoria desde otro nodo de administracion.

Si no se puede acceder a los registros de auditoria en el nodo de administracion fallido ahora,
@ es posible que pueda acceder a ellos mas adelante, por ejemplo, después de la recuperacion
del host.

Pasos

1. Inicie sesion en el nodo de administracion principal que fallo, si es posible. De lo contrario, inicie sesion en
cualquier nodo de administracion disponible.

a. Introduzca el siguiente comando: ssh admin@grid node IP

b. Introduzca la contrasefia que aparece en el Passwords . txt archivo.

9]

. Introduzca el siguiente comando para cambiar a raiz: su -

o

. Introduzca la contrasefia que aparece en el Passwords. txt archivo.
Al iniciar sesién como root, la peticion de datos cambia de $ a #.

2. Detenga el servicio AMS para evitar que cree un nuevo archivo de registro:service ams stop

3. Navegue al directorio de exportacién de auditoria:
cd /var/local/audit/export
(0 cd /var/local/log en sistemas anteriores)

4. Cambie el nombre del archivo de registro de origen a un nombre de archivo numerado unico.

° Si el archivo de registro esta en el /var/local/audit/export directorio, su nombre

@ es audit.log.

° Si el archivo de registro esta en el /var/local/log directorio, su nombre es
localaudit.log.

Por ejemplo, cambie el nombre del 1ocalaudit.log archivoa 2025-10-22.txt.1.

ls -1
mv localaudit.log 2025-10-22.txt.1



5. Reinicie el servicio AMS: service ams start

6. Cree el directorio para copiar todos los archivos log de auditoria en una ubicacion temporal en un nodo de
cuadricula independiente: ssh admin@grid node IP mkdir -p /var/local/tmp/saved-audit-
logs

Cuando se lo pida, introduzca la contrasefia de administrador.

7. Copie todos los archivos de registro de auditoria en la ubicacion temporal: scp -p *
admin@grid node IP:/var/local/tmp/saved-audit-logs

Cuando se lo pida, introduzca la contrasefia de administrador.

8. Cerrar sesién como raiz: exit

Sustituya el nodo de administracion principal

Para recuperar un nodo de administrador principal, primero es necesario reemplazar el
hardware fisico o virtual.

Puede reemplazar un nodo de administracion principal con fallos por un nodo de administracion principal que
se ejecute en la misma plataforma, o bien puede reemplazar un nodo de administracién principal que se
ejecute en VMware o un host Linux por un nodo de administracion principal alojado en un dispositivo de
servicios.

Utilice el procedimiento que coincida con la plataforma de reemplazo seleccionada para el nodo. Una vez
completado el procedimiento de sustituciéon de nodo (que es adecuado para todos los tipos de nodos), dicho
procedimiento le dirigira al siguiente paso para la recuperacion del nodo de administracion principal.

Plataforma de sustitucion Procedimiento

VMware "Sustituya un nodo VMware"

Linux "Sustituya un nodo Linux"

Dispositivos de servicios "Sustituya un dispositivo de servicios"

OpenStack Las operaciones de recuperacion ya no son compatibles con los

archivos de disco de maquinas virtuales y los scripts de OpenStack que
proporciona NetApp. Si necesita recuperar un nodo que se ejecuta en
una implementacion de OpenStack, descargue los archivos para el
sistema operativo Linux. Luego, siga el procedimiento para "Reemplazar
un nodo Linux".

Configure el nodo de administracion principal de reemplazo

El nodo de reemplazo debe configurarse como nodo de administrador principal para el
sistema StorageGRID.

Antes de empezar
* En el caso de los nodos de administracion primarios alojados en maquinas virtuales, la maquina virtual se
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ha implementado, encendido e inicializado.

* En el caso de los nodos de administrador principales alojados en un dispositivo de servicios, ha sustituido
el dispositivo y ha instalado software. Consulte la "instrucciones de instalacion del aparato”.

* Tiene la ultima copia de seguridad del archivo del paquete de recuperacion(sgws-recovery-package-
id-revision.zip).

» Tiene la clave de acceso de aprovisionamiento.

Pasos
1. Abra el explorador web y vaya a https://primary admin node ip.
2. Gestione una contrasena temporal del instalador segun sea necesario:

o Si ya se establecio una contrasefia mediante uno de estos métodos, introduzca la contrasefa para
continuar.

= Un usuario establecio la contrasefia mientras accedia al instalador anteriormente

= Para los sistemas de configuracion basica, la contrasefia se importé automaticamente desde el
archivo de configuracion del nodo en /etc/storagegrid/nodes/<node name>.conf

= Para las maquinas virtuales, la contrasefia de SSH/consola se importé automaticamente desde las
propiedades de OVF

> Si no se ha establecido una contrasefia, establezca opcionalmente una contrasefa para proteger el
instalador de StorageGRID.

3. Haga clic en recuperar un nodo de administracion principal con errores.

NetApp® StorageGRID® Help ~

Install

Welcome

Use this page to install a new StorageGRID system, or recover a failed primary Admin Node for an existing system.

€ Note: You must have access to a StorageGRID license, network configuration and grid topology information, and NTP settings
to complete the installation. You must have the latest version of the Recovery Package file to complete a primary Admin Node
racovery.

» Ve

Install a StorageGRID system Recover a failed primary Admin
Node

4. Cargue la copia de seguridad mas reciente del paquete de recuperacion:
a. Haga clic en examinar.

b. Localice el archivo del paquete de recuperacion mas reciente para su sistema StorageGRID y haga


https://docs.netapp.com/us-en/storagegrid-appliances/installconfig/index.html

clic en Abrir.
5. Introduzca la clave de acceso de aprovisionamiento.
6. Haga clic en Iniciar recuperacion.
Se inicia el proceso de recuperacion. Es posible que Grid Manager no esté disponible durante unos

minutos a medida que se inician los servicios necesarios. Una vez finalizada la recuperacion, se muestra
la pagina de inicio de sesion.

7. Si el inicio de sesidn unico (SSO) esta habilitado para el sistema StorageGRID y la confianza de la parte
que confia para el nodo de administracion que ha recuperado se configurd para utilizar el certificado de
interfaz de gestion predeterminado, actualice (o elimine y vuelva a crear) la confianza de la parte que
confia en el nodo en los Servicios de Federacion de Active Directory (AD FS). Utilice el nuevo certificado
de servidor predeterminado que se genero durante el proceso de recuperacion del nodo de
administracion.

Para configurar una relacion de confianza entre usuarios, consulte"Configurar el inicio de
sesion unico" . Para acceder al certificado de servidor predeterminado, inicie sesién en el

@ shell de comandos del nodo de administracion. Irala /var/local/mgmt-api directorioy
seleccione el server.crt archivo.

@ Después de recuperar un nodo de administracion principal, "determine si necesita aplicar una
revision".

Determine el requisito de revisién para el nodo de administracién principal

Después de recuperar un nodo de administracion principal, determine si necesita aplicar
una revision.

Antes de empezar

Se ha completado la recuperacion del nodo de administracion principal.

Pasos
1. Inicie sesién en Grid Manager mediante una "navegador web compatible".

Seleccionar Nodos.
En la lista de la izquierda, seleccione el nodo de administracién principal.
En la ficha Descripcion general, observe la versidon que aparece en el campo Version de software.

Seleccione cualquier otro nodo de grid.
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En la ficha Descripcion general, observe la versidon que aparece en el campo Version de software.

o Si las versiones que se muestran en los campos Version de software son las mismas, no es
necesario aplicar una revision.

> Si las versiones que se muestran en los campos Version de software son diferentes, debe "aplique
una revision"actualizar el nodo de administracion principal recuperado a la misma version.

Restaure el registro de auditoria en el nodo de administracién principal recuperado

Si pudo conservar el registro de auditoria del nodo de administrador primario con errores,
puede copiarlo al nodo de administrador principal que se esta recuperando.


../admin/configure-sso.html
../admin/configure-sso.html
https://docs.netapp.com/es-es/storagegrid/admin/web-browser-requirements.html
https://docs.netapp.com/es-es/storagegrid/maintain/storagegrid-hotfix-procedure.html
https://docs.netapp.com/es-es/storagegrid/maintain/storagegrid-hotfix-procedure.html

Antes de empezar
* El nodo de administracion recuperado esta instalado y en ejecucion.

» Ha copiado los registros de auditoria en otra ubicacion después de un error en el nodo de administracion
original.

Acerca de esta tarea

Si falla un nodo de administrador, los registros de auditoria guardados en ese nodo de administrador se
perderan potencialmente. Es posible conservar los datos que no se perderan al copiar los registros de
auditoria del nodo administrador con errores y luego restaurar estos registros de auditoria en el nodo de
administrador recuperado. Segun el error, es posible que no se puedan copiar los registros de auditoria del
nodo administrador con errores. En ese caso, si la implementacion tiene mas de un nodo de administracion,
puede recuperar los registros de auditoria de otro nodo de administracion a medida que se replican los
registros de auditoria a todos los nodos de administrador.

Si solo hay un nodo de administracion y el registro de auditoria no se puede copiar del nodo fallido, el nodo de
administracion recuperado comienza a registrar eventos en el registro de auditoria como si la instalacion fuera
nueva.

Debe recuperar una Lo antes posible. de nodo de administrador para restaurar la funcionalidad de registro.

De manera predeterminada, se envia la informacion de auditoria al registro de auditoria en los
nodos admin. Puede omitir estos pasos si se aplica alguna de las siguientes situaciones:

» Se configuraron un servidor de syslog externo y registros de auditoria ahora se envian al
@ servidor de syslog en lugar de a los nodos de administrador.
» Ha especificado explicitamente que los mensajes de auditoria se deben guardar soélo en los
nodos locales que los han generado.

Ver"Configurar la gestion de registros y el servidor syslog externo” Para mas detalles.

Pasos
1. Inicie sesion en el nodo de administracién recuperado:

O}

- Introduzca el siguiente comando: ssh admin@recovery Admin Node IP

O

. Introduzca la contrasefia que aparece en el Passwords. txt archivo.
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. Introduzca el siguiente comando para cambiar a raiz: su -

o

. Introduzca la contrasefia que aparece en el Passwords. txt archivo.

Después de iniciar sesién como root, la peticién de datos cambia de $ a #.

2. Compruebe qué archivos de auditoria se han conservado: cd /var/local/audit/export
3. Copie los archivos log de auditoria conservados en el nodo de administracion recuperado: scp
admin@grid node IP:/var/local/tmp/saved-audit-logs/YYYY*

Cuando se lo pida, introduzca la contrasefia de administrador.

4. Por motivos de seguridad, elimine los registros de auditoria del nodo de grid con errores después de
verificar que se han copiado correctamente al nodo de administrador recuperado.

5. Actualice la configuracion de usuario y grupo de los archivos de registro de auditoria en el nodo de
administracion recuperado: chown ams-user:bycast *


../monitor/configure-log-management.html

6. Cerrar sesién como raiz: exit

Restaure la base de datos del nodo de administrador al recuperar el nodo de
administrador principal

Si desea conservar la informacién historica sobre los atributos y las alertas en un nodo
de administracién principal que ha fallado, puede restaurar la base de datos del nodo de
administracion. Solo puede restaurar esta base de datos si el sistema StorageGRID
incluye otro nodo de administracion.

Antes de empezar

* El nodo de administracion recuperado esta instalado y en ejecucion.
* El sistema StorageGRID incluye al menos dos nodos de administracion.
* Tiene el Passwords. txt archivo.

» Tiene la clave de acceso de aprovisionamiento.

Acerca de esta tarea
Si falla un nodo de administrador, se pierde la informacion histérica almacenada en su base de datos de

nodos de administrador. Esta base de datos incluye la siguiente informacion:
 Historial de alertas
» Datos de atributos histoéricos, que se utilizan en graficos de estilo heredado en la pagina Nodos
Cuando se recupera un nodo de administrador, el proceso de instalacion del software crea una base de datos

vacia Admin Node en el nodo recuperado. Sin embargo, la nueva base de datos sélo incluye informacién
sobre servidores y servicios que actualmente forman parte del sistema o que se agregan mas adelante.

Si restaurd un nodo de administrador principal y el sistema StorageGRID tiene otro nodo de administracion,
puede restaurar la informacion historica copiando la base de datos del nodo de administracion desde un nodo
de administraciéon no primario (el Source Admin Node) en el nodo de administracion primario recuperado. Si el
sistema sdlo tiene un nodo de administracion principal, no puede restaurar la base de datos del nodo de
administracion.

La copia de la base de datos del nodo de administracion puede llevar varias horas. Algunas
funciones de Grid Manager no estaran disponibles mientras los servicios se detengan en el
nodo de administracion de origen.

Pasos
1. Inicie sesidn en el nodo de administrador de origen:

a. Introduzca el siguiente comando: ssh admin@grid node IP
b. Introduzca la contrasefia que aparece en el Passwords . txt archivo.
C. Introduzca el siguiente comando para cambiar a raiz: su -
d. Introduzca la contrasefia que aparece en el Passwords. txt archivo.
2. Desde el nodo de administracién de origen, pare el servicio Ml: service mi stop

3. Desde el nodo de administracién de origen, detenga el servicio de interfaz de programa de aplicacion de
gestion (mgmt-api): service mgmt-api stop



4. Complete los siguientes pasos en el nodo de administracion recuperado:
a. Inicie sesion en el nodo de administracion recuperado:
. Introduzca el siguiente comando: ssh admin@grid node IP
ii. Introduzca la contrasefia que aparece en el Passwords . txt archivo.
iii. Introduzca el siguiente comando para cambiar a raiz: su -
Iv. Introduzca la contrasefia que aparece en el Passwords . txt archivo.
b. Detenga el servicio Ml: service mi stop
C. Detenga el servicio mgmt-api: service mgmt-api stop
d. Afada la clave privada SSH al agente SSH. Introduzca:ssh-add
€. Introduzca la contrasefa de acceso SSH que aparece en Passwords. txt el archivo.

f. Copie la base de datos del nodo de administracién de origen en el nodo de administracion recuperado:
/usr/local/mi/bin/mi-clone-db.sh Source Admin Node IP

g. Cuando se le solicite, confirme que desea sobrescribir la base DE datos Ml en el nodo de
administracion recuperado.

La base de datos y sus datos histdricos se copian en el nodo de administracion recuperado. Una vez
realizada la operacion de copia, el script inicia el nodo de administracién recuperado.

h. Cuando ya no necesite un acceso sin contrasefias a otros servidores, quite la clave privada del agente
SSH. Introduzca:ssh-add -D

5. Reinicie los servicios en el nodo de administracion de origen: service servermanager start

Restaurar las métricas de Prometheus al recuperar el nodo de administraciéon
principal

De manera opcional, puede conservar las métricas histoéricas que mantiene Prometheus
en un nodo de administraciéon principal que ha fallado. La métrica Prometheus solo se
puede restaurar si su sistema StorageGRID incluye otro nodo de administracion.

Antes de empezar
* El nodo de administracion recuperado esta instalado y en ejecucion.

* El sistema StorageGRID incluye al menos dos nodos de administracion.
* Tiene el Passwords. txt archivo.

 Tiene la clave de acceso de aprovisionamiento.

Acerca de esta tarea

Si falla un nodo de administracion, se pierden las métricas que se mantienen en la base de datos Prometheus
del nodo de administracion. Cuando recupera el nodo de administracion, el proceso de instalacién del
software crea una nueva base de datos Prometheus. Una vez iniciado el nodo de administracién recuperado,
este registra las métricas como si hubiera realizado una nueva instalacion del sistema StorageGRID.

Si restaurd un nodo de administracion principal y el sistema StorageGRID tiene otro nodo de administracion,
puede restaurar las métricas historicas copiando la base de datos Prometheus desde un nodo de
administracion no primario (el source Admin Node) en el nodo de administracion principal recuperado. Si el



sistema solo tiene un nodo de administracion principal, no puede restaurar la base de datos Prometheus.

La copia de la base de datos Prometheus puede tardar una hora o mas. Algunas funciones de
(D Grid Manager no estaran disponibles mientras los servicios se detengan en el nodo de
administracién de origen.

Pasos
1. Inicie sesion en el nodo de administrador de origen:

a. Introduzca el siguiente comando: ssh admin@grid node IP
b. Introduzca la contrasefia que aparece en el Passwords. txt archivo.
C. Introduzca el siguiente comando para cambiar a raiz: su -
d. Introduzca la contrasefia que aparece en el Passwords . txt archivo.
2. Desde el nodo de administracién de origen, pare el servicio Prometheus: service prometheus stop

3. Complete los siguientes pasos en el nodo de administracién recuperado:

a. Inicie sesion en el nodo de administracion recuperado:
. Introduzca el siguiente comando: ssh admin@grid node IP
ii. Introduzca la contrasefia que aparece en el Passwords . txt archivo.
iii. Introduzca el siguiente comando para cambiar a raiz: su -
Iv. Introduzca la contrasefia que aparece en el Passwords . txt archivo.
b. Detenga el servicio de Prometheus: service prometheus stop
C. Anada la clave privada SSH al agente SSH. Introduzca:ssh-add
d. Introduzca la contrasefia de acceso SSH que aparece en Passwords . txt el archivo.

e. Copie la base de datos Prometheus del nodo de administracion de origen al nodo de administracion
recuperado: /usr/local/prometheus/bin/prometheus-clone-db.sh
Source Admin Node IP

f. Cuando se le solicite, pulse Intro para confirmar que desea destruir la nueva base de datos
Prometheus del nodo de administracion recuperado.

La base de datos Prometheus original y sus datos histéricos se copian al nodo de administracion
recuperado. Una vez realizada la operacion de copia, el script inicia el nodo de administracion
recuperado. Aparece el siguiente estado:

Base de datos clonada, servicios de inicio

a. Cuando ya no necesite un acceso sin contrasefas a otros servidores, quite la clave privada del agente
SSH. Introduzca:ssh-add -D

4. Reinicie el servicio Prometheus en el nodo de administracion de origen.service prometheus start

Recupere el sistema de fallos de nodos de administrador
que no son primarios



Recupere el sistema de fallos de nodos de administrador que no son primarios

Debe completar las siguientes tareas para recuperar el sistema de un fallo que no es del
nodo de administrador principal. Un nodo de administrador aloja el servicio CMN (nodo
de gestidén de configuracidn) y se conoce como nodo de administracion principal. Aunque
puede tener varios nodos de administrador, cada sistema StorageGRID solo incluye un
nodo de administrador primario. Todos los demas nodos de administrador son nodos de
administrador no primarios.

Siga estos pasos de alto nivel para recuperar un nodo de administracion no principal:

—_

. "Copie los registros de auditoria del nodo de administracion no principal que ha fallado"
"Sustituya el nodo de administracion no principal"
"Seleccione Iniciar recuperacion para configurar el nodo de administracion no principal”

"Restaure el registro de auditoria en un nodo de administracién no principal recuperado”
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"Restaure la base de datos del nodo de administracion al recuperar un nodo de administracion no
principal"

6. "Restaure las métricas de Prometheus al recuperar un nodo de administracion no principal”

Copie registros de auditoria del nodo administrador que no es principal con
errores

Si puede copiar registros de auditoria del nodo administrador con errores, debe
conservarlos para mantener el registro de la cuadricula de actividad y uso del sistema.
Es posible restaurar los registros de auditoria conservados en el nodo administrador no
primario recuperado después de que esté activo y en ejecucion.

Este procedimiento copia los archivos de registro de auditoria del nodo de administracion con errores en una
ubicacion temporal en un nodo de grid independiente. Estos registros de auditoria conservados se pueden
copiar en el nodo admin de reemplazo. Los registros de auditoria no se copian automaticamente en el nuevo
nodo de administracion.

Segun el tipo de error, es posible que no se puedan copiar los registros de auditoria de un nodo administrador
con errores. Si la implementacion solo tiene un nodo de administrador, el nodo de administrador recuperado
inicia la grabacion de eventos en el registro de auditoria en un nuevo archivo vacio y se pierden datos
registrados previamente. Si la implementacion incluye mas de un nodo de administrador, puede recuperar los
registros de auditoria desde otro nodo de administracion.

Si no se puede acceder a los registros de auditoria en el nodo de administracion fallido ahora,
@ es posible que pueda acceder a ellos mas adelante, por ejemplo, después de la recuperacion
del host.

1. Inicie sesion en el nodo de administrador con errores si es posible. De lo contrario, inicie sesion en el nodo
de administracion principal u otro nodo de administracion, si esta disponible.

a. Introduzca el siguiente comando: ssh admin@grid node IP
b. Introduzca la contrasefia que aparece en el Passwords . txt archivo.

C. Introduzca el siguiente comando para cambiar a raiz: su -
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d. Introduzca la contrasefia que aparece en el Passwords. txt archivo.

Al iniciar sesién como root, la peticion de datos cambia de s a #.

2. Detenga el servicio AMS para evitar que cree un nuevo archivo de registro:service ams stop

3. Navegue al directorio de exportacion de auditoria:
cd /var/local/audit/export/
4. Cambie el nombre del archivo audit.log de origen a un nombre de archivo numerado unico. Por ejemplo,

cambie el nombre del archivo audit.log a 2023-10-25. txt.1.

1 =l
mv audit.log 2023-10-25.txt.1

5. Reinicie el servicio AMS: service ams start

6. Cree el directorio para copiar todos los archivos log de auditoria en una ubicacién temporal en un nodo de
cuadricula independiente: ssh admin@grid node IP mkdir -p /var/local/tmp/saved-audit-
logs

Cuando se lo pida, introduzca la contrasefia de administrador.

7. Copie todos los archivos de registro de auditoria en la ubicacion temporal: scp -p *
admin@grid node IP:/var/local/tmp/saved-audit-logs

Cuando se lo pida, introduzca la contrasefia de administrador.

8. Cerrar sesidon como raiz: exit

Sustituya el nodo de administrador que no es principal

Para recuperar un nodo de administrador que no sea el principal, en primer lugar debe
reemplazar el hardware fisico o virtual.

Puede reemplazar un nodo de administrador que no sea primario con fallos y un nodo de administrador que
no sea primario y que se ejecute en la misma plataforma, o bien puede reemplazar un nodo de administrador
qgue no sea primario que se ejecute en VMware o un host Linux por un nodo de administracion no primario
alojado en un dispositivo de servicios.

Utilice el procedimiento que coincida con la plataforma de reemplazo seleccionada para el nodo. Una vez
completado el procedimiento de sustitucion de nodos (que es adecuado para todos los tipos de nodos), dicho
procedimiento le dirigira al siguiente paso para la recuperacién de nodos no primarios de administracion.

Plataforma de sustitucion Procedimiento

VMware "Sustituya un nodo VMware"

Linux "Sustituya un nodo Linux"
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Plataforma de sustitucion Procedimiento

Dispositivos de servicios "Sustituya un dispositivo de servicios"

OpenStack Las operaciones de recuperacion ya no son compatibles con los
archivos de disco de maquinas virtuales y los scripts de OpenStack que
proporciona NetApp. Si necesita recuperar un nodo que se ejecuta en
una implementacion de OpenStack, descargue los archivos para el
sistema operativo Linux. Luego, siga el procedimiento para "Reemplazar
un nodo Linux".

Seleccione Start Recovery para configurar el nodo de administrador que no es
primario

Después de reemplazar un nodo de administracién no primario, debe seleccionar Iniciar
recuperacion en el Administrador de grid para configurar el nuevo nodo como reemplazo
del nodo con error.

Antes de empezar
* Ha iniciado sesion en Grid Manager mediante una "navegador web compatible”.

» Usted tiene el "Permiso de mantenimiento o acceso raiz".
 Tiene la clave de acceso de aprovisionamiento.

* Implemento y configuré el nodo de reemplazo.

Pasos
1. Desde el Administrador de red, seleccione Mantenimiento > Tareas > Recuperacion.

2. Seleccione el nodo de cuadricula que desea recuperar en la lista Pending Nodes.

Los nodos aparecen en la lista después de que fallan, pero no puede seleccionar un nodo hasta que se
haya reinstalado y esté listo para la recuperacion.

3. Introduzca la frase de paso de aprovisionamiento.

4. Haga clic en Iniciar recuperacion.
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Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Search Q

Name 11 IPv4 Address I1 State 1T Recoverable I
® 104-217-51 10.96.104.217 Unknown v

Passphrase

Provisioning Passphrase | sssss

Start Recovery

5. Supervise el progreso de la recuperacion en la tabla recuperando Grid Node.

Mientras se esta ejecutando el procedimiento de recuperacion, puede hacer clic en
Restablecer para iniciar una nueva recuperacion. Aparece un cuadro de dialogo que indica
que el nodo quedara en un estado indeterminado si restablece el procedimiento.

Heset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

» For WVMware nodes, delete the deployed WM and then redeploy it.
* For StorageGRID appliance nodes, run "sgareinstall” on the node.
# For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

Do you want to reset recovery?

Si desea volver a intentar la recuperacion después de restablecer el procedimiento, debe restaurar el nodo

a un estado preinstalado, de la manera siguiente:
o VMware: Elimine el nodo de la cuadricula virtual desplegada. A continuacion, una vez que esté listo
para reiniciar la recuperacion, vuelva a poner el nodo en marcha.

° Linux: Reinicie el nodo ejecutando este comando en el host Linux: storagegrid node force-
recovery node-name

- Dispositivo: Si desea volver a intentar la recuperacion después de restablecer el procedimiento, debe

restaurar el nodo del dispositivo a un estado preinstalado ejecutando en el nodo. sgareinstall
Consulte "Preparar el aparato para su reinstalacion (solo sustitucion de la plataforma)".
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6. Si el inicio de sesion unico (SSO) esta habilitado para el sistema StorageGRID y la confianza de la parte
que confia para el nodo de administracion que ha recuperado se configurd para utilizar el certificado de
interfaz de gestidn predeterminado, actualice (o elimine y vuelva a crear) la confianza de la parte que
confia en el nodo en los Servicios de Federacion de Active Directory (AD FS). Utilice el nuevo certificado
de servidor predeterminado que se genero durante el proceso de recuperacion del nodo de
administracion.

Para configurar una relacion de confianza entre usuarios, consulte"Configurar el inicio de
sesion unico" . Para acceder al certificado de servidor predeterminado, inicie sesién en el

@ shell de comandos del nodo de administracién. Irala /var/local/mgmt-api directorioy
seleccione el server.crt archivo.

Restaure el registro de auditoria en el nodo de administracién no primario
recuperado

Si pudo conservar el registro de auditoria del nodo de administracion no primario con
errores, de manera que se conserve la informacion del registro de auditoria historico,
puede copiarla al nodo de administracion no primario que se esta recuperando.

Antes de empezar
* El nodo de administracién recuperado estéa instalado y en ejecucion.

» Ha copiado los registros de auditoria en otra ubicacion después de un error en el nodo de administracion
original.

Acerca de esta tarea

Si falla un nodo de administrador, los registros de auditoria guardados en ese nodo de administrador se
perderan potencialmente. Es posible conservar los datos que no se perderan al copiar los registros de
auditoria del nodo administrador con errores y luego restaurar estos registros de auditoria en el nodo de
administrador recuperado. Segun el error, es posible que no se puedan copiar los registros de auditoria del
nodo administrador con errores. En ese caso, si la implementacion tiene mas de un nodo de administracion,
puede recuperar los registros de auditoria de otro nodo de administracion a medida que se replican los
registros de auditoria a todos los nodos de administrador.

Si solo hay un nodo de administracion y el registro de auditoria no se puede copiar del nodo fallido, el nodo de
administracion recuperado comienza a registrar eventos en el registro de auditoria como si la instalacion fuera
nueva.

Debe recuperar una Lo antes posible. de nodo de administrador para restaurar la funcionalidad de registro.

De manera predeterminada, se envia la informacion de auditoria al registro de auditoria en los
nodos admin. Puede omitir estos pasos si se aplica alguna de las siguientes situaciones:

» Se configuraron un servidor de syslog externo y registros de auditoria ahora se envian al
@ servidor de syslog en lugar de a los nodos de administrador.

» Ha especificado explicitamente que los mensajes de auditoria se deben guardar soélo en los
nodos locales que los han generado.

Ver"Configurar la gestion de registros y el servidor syslog externo" Para mas detalles.

Pasos
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1. Inicie sesion en el nodo de administracion recuperado:

a. Introduzca el siguiente comando:
ssh admin@recovery Admin Node IP

b. Introduzca la contrasefia que aparece en el Passwords . txt archivo.
C. Introduzca el siguiente comando para cambiar a raiz: su -
d. Introduzca la contrasefia que aparece en el Passwords . txt archivo.

Después de iniciar sesion como root, la peticion de datos cambia de s a #.

2. Compruebe qué archivos de auditoria se han conservado:
cd /var/local/log

3. Copie los archivos de registro de auditoria conservados en el nodo admin recuperado:
scp admin@grid node IP:/var/local/tmp/saved-audit-logs/YYYY*
Cuando se lo pida, introduzca la contrasefia de administrador.

4. Por motivos de seguridad, elimine los registros de auditoria del nodo de grid con errores después de
verificar que se han copiado correctamente al nodo de administrador recuperado.

5. Actualice la configuracién de usuario y grupo de los archivos de registro de auditoria en el nodo de
administracién recuperado:

chown ams-user:bycast *

6. Cerrar sesién como raiz: exit

Restaure la base de datos del nodo de administrador al recuperar un nodo de
administrador que no es primario

Si desea conservar la informacion historica sobre los atributos y las alertas en un nodo
de administracion no principal que haya fallado, puede restaurar la base de datos del
nodo de administracion desde el nodo de administracién primario.

Antes de empezar
* El nodo de administracion recuperado esta instalado y en ejecucion.

* El sistema StorageGRID incluye al menos dos nodos de administracion.
* Tiene el Passwords. txt archivo.
» Tiene la clave de acceso de aprovisionamiento.

Acerca de esta tarea

Si falla un nodo de administrador, se pierde la informacidn histérica almacenada en su base de datos de
nodos de administrador. Esta base de datos incluye la siguiente informacion:

e Historial de alertas

» Datos de atributos histoéricos, que se utilizan en los graficos de estilo heredado de la pagina Nodos
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Cuando se recupera un nodo de administrador, el proceso de instalacion del software crea una base de datos
vacia Admin Node en el nodo recuperado. Sin embargo, la nueva base de datos solo incluye informacion
sobre servidores y servicios que actualmente forman parte del sistema o que se agregan mas adelante.

Si restaur6 un nodo de administracion no primario, puede restaurar la informacién histérica copiando la base
de datos del nodo de administracion principal (el Source Admin Node) en el nodo recuperado.

La copia de la base de datos del nodo de administracion puede llevar varias horas. Algunas
funciones de Grid Manager no estaran disponibles mientras los servicios estén detenidos en el
nodo de origen.

Pasos
1. Inicie sesidn en el nodo de administrador de origen:

a. Introduzca el siguiente comando: ssh admin@grid node IP

b. Introduzca la contrasefia que aparece en el Passwords . txt archivo.
C. Introduzca el siguiente comando para cambiar a raiz: su -

d. Introduzca la contrasefia que aparece en el Passwords . txt archivo.

2. Ejecute el siguiente comando desde el nodo de administrador de origen. A continuacion, introduzca la
frase de acceso de aprovisionamiento si se le solicita. recover-access-points

3. Desde el nodo de administracion de origen, pare el servicio MI: service mi stop

4. Desde el nodo de administracion de origen, detenga el servicio de interfaz de programa de aplicacion de
gestion (mgmt-api): service mgmt-api stop

5. Complete los siguientes pasos en el nodo de administracion recuperado:
a. Inicie sesion en el nodo de administracion recuperado:
i. Introduzca el siguiente comando: ssh admin@grid node IP
ii. Introduzca la contrasefia que aparece en el Passwords. txt archivo.
iii. Introduzca el siguiente comando para cambiar a raiz: su -
Iv. Introduzca la contrasefia que aparece en el Passwords . txt archivo.
b. Detenga el servicio MIl: service mi stop
C. Detenga el servicio mgmt-api: service mgmt-api stop
d. Aiada la clave privada SSH al agente SSH. Introduzca:ssh-add
€. Introduzca la contrasefa de acceso SSH que aparece en Passwords. txt el archivo.

f. Copie la base de datos del nodo de administracién de origen en el nodo de administracion recuperado:
/usr/local/mi/bin/mi-clone-db.sh Source Admin Node IP

g. Cuando se le solicite, confirme que desea sobrescribir la base DE datos Ml en el nodo de
administracion recuperado.

La base de datos y sus datos historicos se copian en el nodo de administracion recuperado. Una vez
realizada la operacion de copia, el script inicia el nodo de administracién recuperado.

h. Cuando ya no necesite un acceso sin contrasefias a otros servidores, quite la clave privada del agente
SSH. Introduzca:ssh-add -D
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6. Reinicie los servicios en el nodo de administracion de origen: service servermanager start

Restaure las métricas de Prometheus al recuperar un nodo de administracién que
no sea primario

De manera opcional, puede conservar las métricas historicas que mantiene Prometheus
en un nodo de administracién no primario que haya fallado.

Antes de empezar
* El nodo de administracion recuperado esta instalado y en ejecucion.
* El sistema StorageGRID incluye al menos dos nodos de administracion.
* Tiene el Passwords. txt archivo.
 Tiene la clave de acceso de aprovisionamiento.

Acerca de esta tarea

Si falla un nodo de administracion, se pierden las métricas que se mantienen en la base de datos Prometheus
del nodo de administracion. Cuando recupera el nodo de administracion, el proceso de instalacion del
software crea una nueva base de datos Prometheus. Una vez iniciado el nodo de administracion recuperado,
este registra las métricas como si hubiera realizado una nueva instalacion del sistema StorageGRID.

Si restauré un nodo de administracion no primario, puede restaurar las métricas histéricas copiando la base de
datos Prometheus del nodo de administracién principal (el Source Admin Node) en el nodo de administracion
recuperado.

La copia de la base de datos Prometheus puede tardar una hora o mas. Algunas funciones de
@ Grid Manager no estaran disponibles mientras los servicios se detengan en el nodo de
administracion de origen.

Pasos
1. Inicie sesion en el nodo de administrador de origen:

a. Introduzca el siguiente comando: ssh admin@grid node IP
b. Introduzca la contrasefia que aparece en el Passwords. txt archivo.
C. Introduzca el siguiente comando para cambiar a raiz: su -
d. Introduzca la contrasefia que aparece en el Passwords . txt archivo.
2. Desde el nodo de administracion de origen, pare el servicio Prometheus: service prometheus stop

3. Complete los siguientes pasos en el nodo de administracién recuperado:

a. Inicie sesion en el nodo de administracion recuperado:
. Introduzca el siguiente comando: ssh admin@grid node IP
ii. Introduzca la contrasefia que aparece en el Passwords. txt archivo.
iii. Introduzca el siguiente comando para cambiar a raiz: su -
Iv. Introduzca la contrasefia que aparece en el Passwords . txt archivo.

b. Detenga el servicio de Prometheus: service prometheus stop
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C. Anada la clave privada SSH al agente SSH. Introduzca:ssh-add
d. Introduzca la contrasefia de acceso SSH que aparece en Passwords . txt el archivo.

e. Copie la base de datos Prometheus del nodo de administracion de origen al nodo de administracion
recuperado: /usr/local/prometheus/bin/prometheus-clone-db.sh
Source Admin Node IP

f. Cuando se le solicite, pulse Intro para confirmar que desea destruir la nueva base de datos
Prometheus del nodo de administracién recuperado.

La base de datos Prometheus original y sus datos histéricos se copian al nodo de administracion
recuperado. Una vez realizada la operacion de copia, el script inicia el nodo de administracion
recuperado. Aparece el siguiente estado:

Base de datos clonada, servicios de inicio

a. Cuando ya no necesite un acceso sin contrasefias a otros servidores, quite la clave privada del agente
SSH. Introduzca:ssh-add -D

4. Reinicie el servicio Prometheus en el nodo de administracion de origen.service prometheus start
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