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Utilizar conexiones de federacion de grid

Clone los usuarios y los grupos de inquilinos

Si se cred o editdé un inquilino para utilizar una conexion de federacion de grid, ese
inquilino se replica desde un sistema StorageGRID (el inquilino de origen) a otro sistema
StorageGRID (el inquilino de réplica). Una vez que el inquilino se ha replicado, todos los
grupos y usuarios agregados al inquilino de origen se clonan en el inquilino de réplica.

El sistema StorageGRID donde se crea originalmente el inquilino es source grid del inquilino. El sistema
StorageGRID donde se replica el inquilino es el grid de destino del inquilino. Ambas cuentas de inquilino
tienen el mismo ID de cuenta, nombre, descripcidn, cuota de almacenamiento y permisos asignados. pero el
inquilino de destino no tiene inicialmente una contrasefia de usuario raiz. Para obtener mas informacion,
consulte "Qué es el clon de cuenta" y "Gestionar inquilinos permitidos".

La clonado de la informacion de la cuenta de inquilino es necesaria para "replicacion entre grid" los objetos del
blogue. Tener los mismos grupos de arrendatarios y usuarios en ambas cuadriculas garantiza que pueda
acceder a los bloques y objetos correspondientes en cualquiera de las cuadriculas.

Flujo de trabajo de inquilino para el clon de cuenta

Si su cuenta de inquilino tiene el permiso Use grid federation connection, revise el diagrama de flujo de
trabajo para ver los pasos que realizara para clonar grupos, usuarios y claves de acceso S3.
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Estos son los pasos principales del flujo de trabajo:

o Inicie sesion en el inquilino

Inicie sesion en la cuenta de inquilino en la cuadricula de origen (la cuadricula donde se cred inicialmente el
inquilino).
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e Opcionalmente, configure la federacion de identidades

Si su cuenta de inquilino tiene el permiso Usar origen de identidad propio para usar grupos y usuarios
federados, configure el mismo origen de identidad (con la misma configuraciéon) tanto para las cuentas de
inquilino de origen como de destino. Los grupos y usuarios federados no se pueden clonar a menos que
ambas cuadriculas utilicen el mismo origen de identidad. Para obtener instrucciones, consulte "Usar la
federacion de identidades".

e Crear grupos y usuarios

Al crear grupos y usuarios, comience siempre desde la cuadricula de origen del inquilino. Cuando se agrega
un grupo nuevo, StorageGRID lo clona automaticamente en la cuadricula de destino.

+ Si la federacion de identidades esta configurada para todo el sistema de StorageGRID o para su cuenta
de inquilino, "crear nuevos grupos de arrendatarios"importando grupos federados desde el origen de
identidad.

« Si no esta utilizando la federacion de identidad,"crear nuevos grupos locales" y luego'crear usuarios
locales" .

° Crear claves de acceso S3

Puede "cree sus propias claves de acceso" o "crear claves de acceso de otro usuario"en la cuadricula de
origen o en la de destino para acceder a los depdsitos de esa cuadricula.

e Opcionalmente, clone las claves de acceso S3

Si necesita acceder a los depdsitos con las mismas claves de acceso en ambas cuadriculas, cree las claves
de acceso en la cuadricula de origen y, a continuacion, utilice la API del administrador de inquilinos para
clonarlas manualmente en la cuadricula de destino. Para obtener instrucciones, consulte "Clone las claves de
acceso S3 mediante la API".

¢ Como se clonan los grupos, los usuarios y las claves de acceso de S3?

Revise esta seccion para entender como se clonan los grupos, los usuarios y las claves de acceso S3 entre la
cuadricula de origen de inquilino y el grid de destino de inquilino.

Los grupos locales creados en la cuadricula de origen se clonan

Después de crear una cuenta de inquilino y replicarla en el grid de destino, StorageGRID clona
automaticamente los grupos locales que se agregan a la cuadricula de origen del inquilino en el grid de
destino del inquilino.

Tanto el grupo original como su clon tienen el mismo modo de acceso, permisos de grupo y politica de grupos
S3. Para obtener instrucciones, consulte "Cree grupos para el inquilino de S3".


https://docs.netapp.com/es-es/storagegrid/tenant/using-identity-federation.html
https://docs.netapp.com/es-es/storagegrid/tenant/using-identity-federation.html
https://docs.netapp.com/es-es/storagegrid/tenant/creating-groups-for-s3-tenant.html
creating-groups-for-s3-tenant.html
manage-users.html
manage-users.html
https://docs.netapp.com/es-es/storagegrid/tenant/creating-your-own-s3-access-keys.html
https://docs.netapp.com/es-es/storagegrid/tenant/creating-another-users-s3-access-keys.html
https://docs.netapp.com/es-es/storagegrid/tenant/creating-groups-for-s3-tenant.html

Tenant source grid Tenant destination grid

Create local group —t - Local group cloned

Los usuarios que seleccione al crear un grupo local en la cuadricula de origen no se incluyen
cuando el grupo se clona en la cuadricula de destino. Por este motivo, no seleccione usuarios
al crear el grupo. En su lugar, seleccione el grupo cuando cree los usuarios.

Los usuarios locales creados en la cuadricula de origen se clonan

Cuando crea un nuevo usuario local en la red de origen, StorageGRID clona automaticamente ese usuario en
la red de destino. Tanto el usuario original como su clon tienen el mismo nombre completo, nombre de usuario
y configuracién Denegar acceso. Ambos usuarios también pertenecen a los mismos grupos. Para obtener
instrucciones, consulte"Gestionar usuarios" .

Por razones de seguridad, las contrasefias de los usuarios locales no se clonan en la red de destino. Si un
usuario local necesita acceder a Tenant Manager en la red de destino, el usuario raiz de la cuenta de inquilino
debe agregar una contrasefa para ese usuario en la red de destino. Para obtener instrucciones,
consulte"Gestionar usuarios” .

Tenant source grid Tenant destination grid
Create local user —1Jp» Local user cdloned
Local user 5 Local user must get
has a password new password

Los grupos federados creados en la cuadricula de origen se clonan

Suponiendo los requisitos para utilizar el clon de cuenta "inicio de sesion unico"con y "federacion de
identidades"que se hayan cumplido, los grupos federados que cree (importe) para el inquilino en la cuadricula
de origen se clonan automaticamente en el inquilino en la cuadricula de destino.

Ambos grupos tienen el mismo modo de acceso, permisos de grupo y politica de grupos S3.

Una vez que se crean grupos federados para el inquilino de origen y se clonan en el inquilino de destino, los
usuarios federados pueden iniciar sesion en el inquilino en cualquier grid.
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Tenant source grid Tenant destination grid

Create (import) federated |_| L Federated group
Eroup cloned

Federated user can signin ™| » Federated user can signin

Las claves de acceso S3 se pueden clonar manualmente

StorageGRID no clona automaticamente claves de acceso S3, ya que la seguridad mejora al disponer de
diferentes claves en cada grid.

Para gestionar las claves de acceso en las dos cuadriculas, puede realizar una de las siguientes acciones:
 Si no necesita utilizar las mismas claves para cada cuadricula, puede hacerlo "cree sus propias claves de

acceso" "crear claves de acceso de otro usuario"en cada cuadricula.

 Si necesita utilizar las mismas claves en ambas cuadriculas, puede crear claves en la cuadricula de origen
y, a continuacion, utilizar la API del gestor de inquilinos para acceder manualmente "clonar las claves" a la
cuadricula de destino.

Tenant source grid Tenant destination grid
Create S3 access keys Create S3 access keys
for source for destination

Optionally clone access

Create S3 access keys ——p» eys with AP

@ Cuando se clonan las claves de acceso S3 para un usuario federado, tanto el usuario como las
claves de acceso S3 se clonan en el inquilino de destino.

Los grupos y usuarios que se agregan al grid de destino no se clonan

La clonacion solo se produce desde la cuadricula de origen del inquilino al grid de destino del inquilino. Si crea
o importa grupos y usuarios en la cuadricula de destino del inquilino, StorageGRID no clonara estos
elementos de vuelta a la cuadricula de origen del inquilino.
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Tenant source grid Tenant destination grid

@ No change 4—— New useror group

® No change E | New S3 access key

Los grupos, usuarios y claves de acceso editados o eliminados no se clonan

La clonacion solo se produce cuando se crean nuevos grupos y usuarios.

Si edita o elimina grupos, usuarios o claves de acceso en cualquiera de las cuadriculas, los cambios no se
clonaran en la otra cuadricula.

Tenant source grid Tenant destination grid

Edit or delete —+—» @ No change

group or user

Edit or delet
@ No change 44— It ordelete

group or user

Clone las claves de acceso S3 mediante la API

Si su cuenta de inquilino tiene el permiso Usar conexion de federacién de grid, puede
usar la APl de administracién de inquilinos para clonar manualmente las claves de
acceso S3 del inquilino en la cuadricula de origen al inquilino en la cuadricula de destino.

Antes de empezar
* La cuenta de inquilino tiene el permiso Use grid federation connection.

» La conexion de federacion de red tiene un estado de conexién de Conectado.

* Ha iniciado sesion en el gestor de inquilinos en la cuadricula de origen del inquilino mediante un
"navegador web compatible".

» Pertenece a un grupo de usuarios que tiene el "Administre sus propias credenciales de S3 o permiso de
acceso raiz".

« Si clona claves de acceso para un usuario local, el usuario ya existe en ambas cuadriculas.
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@ Cuando se clonan las claves de acceso S3 para un usuario federado, se agregan al
inquilino de destino las claves de acceso S3 y el usuario.

Clone sus propias claves de acceso
Puede clonar sus propias claves de acceso si necesita acceder a los mismos depdsitos en ambas cuadriculas.

Pasos

1. Utilice el gestor de inquilinos en la cuadricula de origen y "cree sus propias claves de acceso"descargue
.csv el archivo.

2. En la parte superior del Administrador de inquilinos, selecciona el icono de ayuda y selecciona
Documentacion de API.

3. En la seccion S3, seleccione el siguiente punto final:

POST /org/users/current-user/replicate-s3-access-key

~

forgfusers/current-user/replicate-s3-access-key Clonethe current user's 53 key to the other grids. [

4. Seleccione probar.

5. En el cuadro de texto body, reemplace las entradas de ejemplo de accessKey y secretAccessKey con
los valores del archivo .csv que descargo.

Asegurese de conservar las comillas dobles alrededor de cada cadena.

hod}; * reguired

(body)

Edit Value | Model

"accessKey": "AKIALOSFODMNN7EXAMPLE"™,
"secretAccessiey™: "wlalrXUtnFEMI/KTMDENG/ bPxRFICYEXAMPLEKEY™,
"expires": “2028-09-04T06:00:00.0007"

[

6. Sila clave caduca, reemplace la entrada de ejemplo para Expires con la fecha y hora de vencimiento
como una cadena en formato ISO 8601 data-time (por ejemplo, 2024-02-28T22:46:33-08:00). Sila
clave no caduca, introduzca null como valor para la entrada Expires (o elimine la linea Expires y la coma
anterior).

7. Seleccione Ejecutar.

8. Confirme que el cédigo de respuesta del servidor es 204, lo que indica que la clave se clono
correctamente en la cuadricula de destino.

Clonar las claves de acceso de otro usuario

Puede clonar las claves de acceso de otro usuario si necesita acceder a los mismos depdsitos en ambas
cuadriculas.

Pasos
1. Utilice el gestor de inquilinos en la cuadricula de origen y "Cree las claves de acceso S3 del otro
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usuario"descargue . csv el archivo.

. En la parte superior del Administrador de inquilinos, selecciona el icono de ayuda y selecciona

Documentacion de API.
Obtenga el ID de usuario. Necesitara este valor para clonar las claves de acceso del otro usuario.

a. En la seccidn users, selecciona el siguiente punto final:
GET /org/users

b. Seleccione probar.

c. Especifique los parametros que desee utilizar al buscar usuarios.

d. Seleccione Ejecutar.

e. Busque el usuario cuyas claves desea clonar y copie el numero en el campo id.

En la seccion S3, seleccione el siguiente punto final:

POST /org/users/{userId}/replicate-s3-access-key

f Jorg/users/{userld}/replicate-s3-access-key Clone an 33 key to the other grids.

E)

5. Seleccione probar.

. En el cuadro de texto Userld, pega el ID de usuario que copiaste.

key con los valores del archivo .csv para ese usuario.

Asegurese de conservar las comillas dobles alrededor de la cadena.

. Si la clave caduca, reemplace la entrada de ejemplo para Expires con la fecha y hora de vencimiento

. En el cuadro de texto body, reemplace las entradas de ejemplo de example access key y secret access

como una cadena en formato ISO 8601 data-time (por ejemplo, 2023-02-28T22:46:33-08:00). Sila
clave no caduca, introduzca null como valor para la entrada Expires (o elimine la linea Expires y la coma

anterior).

. Seleccione Ejecutar.
10.

Confirme que el codigo de respuesta del servidor es 204, lo que indica que la clave se clon6
correctamente en la cuadricula de destino.

Gestionar la replicacion entre grid

Si a su cuenta de inquilino se le asigno el permiso Usar conexion de federaciéon de

grid cuando se creo, puede utilizar la replicacion entre grid para replicar
automaticamente objetos entre buckets en la cuadricula de origen del inquilino y
depdsitos en la cuadricula de destino del inquilino. La replicacion entre grid puede
producirse en una o en ambas direcciones.

Flujo de trabajo de replicacién entre grid

El diagrama de flujo de trabajo resume los pasos que se realizan para configurar la replicacion entre
cuadriculas entre depdsitos en dos cuadriculas. Estos pasos se describen con mas detalle a continuacién del
diagrama.
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Configurar la replicacién entre grid

Antes de poder utilizar la replicacion entre redes, debe iniciar sesion en las cuentas de inquilino
correspondientes en cada red y crear dos grupos. Luego, puedes habilitar la replicacién entre redes en uno o
ambos depositos.

Antes de empezar
» Has revisado los requisitos para la replicacion entre redes. Consulte "Qué es la replicacion entre grid" .

» Estas usando un"navegador web compatible" .

 La cuenta de inquilino tiene el permiso Usar conexién de federacion de red y existen cuentas de
inquilino idénticas en ambas redes. Consulte "Gestione los inquilinos permitidos para la conexion de
federacion de grid" .

 El usuario inquilino con el que esta iniciando sesidn ya existe en ambas redes y pertenece a un grupo de
usuarios que tiene la"Permiso de acceso raiz" .
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* Si

inicia sesion en la red de destino del inquilino como usuario local, el usuario raiz de la cuenta del

inquilino ha establecido una contrasefia para su cuenta de usuario en esa red.

Crea dos cubos

Como

primer paso, inicie sesion en las cuentas de inquilino correspondientes en cada red y cree un depdsito

en cada red.

Pasos

1. A partir de cualquier cuadricula de la conexién de federacion de grid, cree un nuevo bucket:

a.

e.
f.

Inicie sesion en la cuenta de inquilino con las credenciales de un usuario de inquilino que existe en
ambas cuadriculas.

Si no puede iniciar sesion en la red de destino del inquilino como usuario local, confirme que el usuario
raiz de la cuenta del inquilino haya establecido una contrasefia para su cuenta de usuario.

Siga las instrucciones para "Cree un bucket de S3".
Los nombres de los depdsitos y las regiones pueden ser diferentes en cada cuadricula.

En la pestafia Administrar configuracion de objetos, selecciona Activar control de versiones de
objetos.

Si el bloqueo de objetos S3 esta habilitado para su sistema StorageGRID , consulte"Replicacion entre
cuadriculas con S3 Object Lock" .

Seleccione Crear cucharon.

Seleccione Finalizar.

2. Repita estos pasos para crear un depdsito para la misma cuenta de inquilino en la otra red en la conexién

de

federacion de red.

Segun sea necesario, cada cubo puede utilizar una regioén diferente.

Habilite la replicacion entre grid

Debe realizar estos pasos antes de agregar cualquier objeto a cada bloque.

Pasos

1. A partir de una cuadricula cuyos objetos desee replicar, active "replicacion entre grid en una direccion":

Qo

o

a. Inicie sesion en la cuenta de inquilino del bloque.
b.

Seleccione Ver cubos en el panel de control o seleccione ALMACENAMIENTO (S3) > Buckets.
Seleccione el nombre del cubo de la tabla para acceder a la pagina de detalles del cubo.
Seleccione la pestafa Replicacion de cuadricula.

Seleccione Activar y revise la lista de requisitos.

Si se han cumplido todos los requisitos, seleccione la conexion de federacion de grid que desea
utilizar.

Opcionalmente, cambie la configuracion de replicar marcadores de eliminacién para determinar qué
sucede en la cuadricula de destino si un cliente S3 emite una solicitud de eliminacioén a la cuadricula
de origen que no incluye un ID de version:
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= Si (por defecto): Se agrega un marcador de borrado al depdsito de origen y se replica en el cubo
de destino.

= No: Se agrega un marcador de eliminacion al depdsito de origen, pero no se replica en el depdsito
de destino.

Source bucket Destination bucket
Replicate delete markers: Yes

Delete marker

Delete marker added ——» replicated

Replicate delete markers: No

Delete marker added ——P» ® No change

Si la solicitud de eliminacion incluye un ID de version, esa version del objeto se elimina

@ de forma permanente del depdsito de origen. StorageGRID no replica las solicitudes de
eliminacion que incluyen un ID de version, por lo que la misma version del objeto no se
elimina del destino.

Referirse a"Que es la replicacion entre grid" Para mas detalles.

a. Opcionalmente, cambie la configuracion de la categoria de auditoria Replicacion de cuadricula para
administrar el volumen de los mensajes de auditoria:

= Error (por defecto): Solo se incluyen solicitudes fallidas de replicacion entre redes en la salida de
la auditoria.

= Normal: Se incluyen todas las solicitudes de replicacion entre redes, lo que aumenta
significativamente el volumen de la salida de auditoria.

b. Revise las selecciones. No puede cambiar esta configuracion a menos que ambos cubos estén vacios.

c. Seleccione Habilitar y probar.

Después de unos momentos, aparece un mensaje de éxito. Los objetos agregados a este depdsito
ahora se replican automaticamente en la otra cuadricula. La replicaciéon entre redes se muestra
como una funcion habilitada en la pagina de detalles del depésito.

2. Opcionalmente, vaya al cuchardn correspondiente en la otra cuadricula y "permita la replicacion entre grid
en ambas direcciones".

Probar la replicacién entre grids

Si se habilita la replicacién entre grid para un bloque, es posible que deba comprobar que la conexion y la
replicacion entre grid funcionan correctamente y que los buckets de origen y de destino siguen cumpliendo
todos los requisitos (por ejemplo, las versiones siguen activadas).

Antes de empezar

10
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» Estas usando un"navegador web compatible" .

* Pertenece a un grupo de usuarios que tiene el "Permiso de acceso raiz".

Pasos

1.

Inicie sesion en la cuenta de inquilino del bloque.

2. Seleccione Ver cubos en el panel de control o seleccione ALMACENAMIENTO (S3) > Buckets.
3. Seleccione el nombre del cubo de la tabla para acceder a la pagina de detalles del cubo.

4.
5

Seleccione la pestafia Replicacion de cuadricula.

. Seleccione probar conexion.

Si la conexion es saludable, aparece un banner de éxito. De lo contrario, aparecera un mensaje de error
que usted y el administrador de la red pueden utilizar para resolver el problema. Para mas detalles,
consulte"Solucionar errores de federacion de grid" .

Si la replicacion entre redes esta configurada para que ocurra en ambas direcciones, vaya al depésito
correspondiente en la otra cuadricula y seleccione Probar conexidén para verificar que la replicacion entre
redes funcione en la otra direccion.

Desactive la replicacion entre grid

Puede detener de forma permanente la replicacion entre grid si ya no desea copiar objetos en la otra grid.

Antes de deshabilitar la replicacion entre grid, tenga en cuenta lo siguiente:

Deshabilitar la replicaciéon entre cuadriculas no elimina ningun objeto que ya se haya copiado entre
cuadriculas. Por ejemplo, los objetos en my-bucket en la cuadricula 1 que se han copiado a my-bucket
en Grid 2 no se eliminan si deshabilita la replicacion entre redes para ese depdsito. Si desea eliminar
estos objetos, debera eliminarlos manualmente.

Si se activo la replicacion entre grid para cada uno de los buckets (es decir, si la replicacion se produce en
ambas direcciones), puede deshabilitar la replicacion entre grid para uno o ambos buckets. Por ejemplo,
puede que desee desactivar la replicacion de objetos de my-bucket Grid 1 a my-bucket Grid 2,
mientras continua replicando objetos de my-bucket Grid 2 a Grid my-bucket 1.

Debe deshabilitar la replicacion entre redes antes de poder quitar el permiso de un inquilino para usar la
conexioén de federacion de red. Consulte "Gestionar inquilinos permitidos” .

Si deshabilita la replicacion entre cuadriculas para un deposito que contiene objetos, no podra volver a
habilitarla a menos que elimine todos los objetos de los depdsitos de origen y destino.

@ No puede volver a activar la replicacién a menos que ambos buckets estén vacios.

Antes de empezar

» Estas usando un"navegador web compatible" .

* Pertenece a un grupo de usuarios que tiene el "Permiso de acceso raiz".

Pasos

1. A partir de la cuadricula cuyos objetos ya no desea replicar, detenga la replicacion entre grid del bloque:

a. Inicie sesion en la cuenta de inquilino del bloque.

b. Seleccione Ver cubos en el panel de control o seleccione ALMACENAMIENTO (S3) > Buckets.
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Seleccione el nombre del cubo de la tabla para acceder a la pagina de detalles del cubo.
Seleccione la pestafa Replicacion de cuadricula.

Seleccione Desactivar replicacion.

-~ ©®© o o

Si esta seguro de que desea deshabilitar la replicacion entre redes para este bucket, escriba Si en el
cuadro de texto y seleccione Deshabilitar.

Después de unos momentos, aparece un mensaje de éxito. Los nuevos objetos agregados a este
deposito ya no se pueden replicar automaticamente en el otro grid. La replicacion entre redes ya no
se muestra como una caracteristica habilitada en la pagina Buckets.

2. Sila replicacion entre grid se configurd para que se produzca en ambas direcciones, vaya al bucket
correspondiente en la otra grid y detenga la replicacion entre grid en la otra direccion.

Ver conexiones de federacién de grid

Si su cuenta de inquilino tiene el permiso Usar conexion de federacién de grid, puede
ver las conexiones permitidas.

Antes de empezar
* La cuenta de inquilino tiene el permiso Use grid federation connection.

* Ha iniciado sesion en el gestor de inquilinos mediante un "navegador web compatible"”.

» Pertenece a un grupo de usuarios que tiene el "Permiso de acceso raiz".

Pasos
1. Selecciona STORAGE (S3) > Grid federation connections.

Aparece la pagina de conexion de Grid federation e incluye una tabla que resume la siguiente informacion:

Columna Descripcion
Nombre de conexion Las conexiones de federacion de grid que este inquilino tiene permiso
para utilizar.

Buckets con replicacion entre grid Para cada conexidn de federacion de grid, los buckets de inquilinos
que tienen habilitada la replicacion entre grid. Los objetos agregados
a estos cubos se replicaran en la otra cuadricula de la conexion.

Ultimo error Para cada conexion de federacion de grid, se produce el error mas
reciente, si lo hay, cuando los datos se estan replicando en la otra
cuadricula. Consulte Borre el ultimo error.

2. Silo desea, seleccione un nombre de cubo para "ver detalles del periodo".

Borrar el ultimo error

Un error puede aparecer en la columna last error por uno de estos motivos:

* No se ha encontrado la version del objeto de origen.
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No se ha encontrado el depdsito de origen.

Se ha suprimido el depésito de destino.

Una cuenta diferente ha vuelto a crear el bloque de destino.

Se ha suspendido el control de versiones del bloque de destino.

La misma cuenta ha vuelto a crear el depdsito de destino, pero ahora no tiene versiones.

@ Esta columna solo muestra el ultimo error de replicacion entre cuadriculas que se produce; no
se mostraran los errores anteriores que podrian haberse producido.
Pasos
1. Si aparece un mensaje en la columna Ultimo error, vea el texto del mensaje.

o ok~ w

Por ejemplo, este error indica que el depdsito de destino para la replicacion entre grid estaba en un estado
no valido, posiblemente porque el control de versiones estaba suspendido o porque se activo el bloqueo
de objetos S3.

Grid federation connections

- Q Cisplaying ane result

Buckets with
cross-grid 4  Lasterror @ =
replication @

Connection

“»

name

2022-12-07 16:02:20 MST

Cross-grid replication has encountered an error. Failed to send cross-grid replication request from source
Grid 1-Grid 2 my-cgr-bucket bucket 'my-cgr-bucket’ to destination bucket ‘my-cgr-bucket' Error code: DestinationRequestError, Detail:

InvalidBucketState. Confirm that the source and destination buckets have object versioning enabled and

53 Object Lock disabled. (loglD 4791585492825418592)

Realice las acciones recomendadas. Por ejemplo, si se suspendid el control de versiones en el bloque de
destino para la replicacion entre grid, vuelva a habilitar el control de versiones para ese bloque.

Seleccione la conexion de la tabla.
Seleccione Borrar error.
Seleccione Si para borrar el mensaje y actualizar el estado del sistema.

Espere 5-6 minutos e incorpore un objeto nuevo en el bloque. Confirme que el mensaje de error no vuelve
a aparecer.

@ Para asegurarse de que el mensaje de error se borra, espere al menos 5 minutos después
de la marca de tiempo del mensaje antes de introducir un nuevo objeto.

Para determinar si se ha producido un fallo en la replicacién de algun objeto debido al error del depésito,
consulte "ldentifique y vuelva a intentar operaciones de replicacion fallidas".
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