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Vea la pagina Nodes

Vea la pagina Nodes

Cuando necesite informacion mas detallada sobre el sistema de StorageGRID que la que
proporciona la consola, se puede usar la pagina Nodos para ver métricas de todo el grid,
cada sitio del grid y cada nodo de un sitio.

En la tabla Nodos, se muestra informacion de resumen de toda la cuadricula, cada sitio y cada nodo. Si un
nodo esta desconectado o tiene una alerta activa, aparece un icono junto al nombre del nodo. Si el nodo esta
conectado y no tiene alertas activas, no se muestra ningun icono.

Cuando un nodo no esta conectado a la cuadricula, como durante la actualizaciéon o un estado

@ desconectado, es posible que algunas métricas no estén disponibles o se excluyan de los
totales de la ubicacién y la cuadricula. Después de que un nodo se vuelva a conectar a la
cuadricula, espere varios minutos para que los valores se estabilicen.

Para cambiar las unidades de los valores de almacenamiento que se muestran en Grid
@ Manager, seleccione el menu desplegable de usuario en la parte superior derecha del Grid
Manager y, a continuacion, seleccione Preferencias de usuario.

@ Las capturas de pantalla mostradas son ejemplos. Los resultados pueden variar en funcién de
la version de StorageGRID.

Nodes

View the list and status of sites and grid nodes.

earc Q Total node count: 12
~

Name 2 Type = Objectdataused @ 4  Object metadataused @ & CPUusage @ =
StorageGRID Webscale Deployment Grid 0% 0%
» DC1 Site 0% 0%

Q DC1-ADM1 Primary Admin Node 6%

@ oci-ArRC1 Archive Node 1%

fy DC1-G1 Gateway Node 3%

DC1-51 Storage Node 0% 0% 6%

DC1-52 Storage Node 0% 0% 8%

DC1-53 Storage Node 0% 0% 49%




Iconos de estado de conexion

Si un nodo esta desconectado de la cuadricula, aparece cualquiera de los siguientes iconos junto al nombre

del nodo.

®

Descripcion

No conectado - Desconocido

Por una razén desconocida, un nodo esta
desconectado o los servicios del nodo se
desactivan inesperadamente. Por ejemplo, un
servicio del nodo podria estar detenido o
podria haber perdido la conexion de red
debido a un fallo de alimentacion o a un corte
inesperado.

La alerta no se puede comunicar con el
nodo también puede activarse. Otras alertas
también pueden estar activas.

No conectado - administrativamente abajo

Por un motivo esperado, el nodo no esta
conectado a la cuadricula.

Por ejemplo, el nodo o los servicios del nodo
se han apagado correctamente, el nodo se
esta reiniciando o se esta actualizando el
software. Una o mas alertas también pueden
estar activas.

En funcién del problema subyacente, estos
nodos suelen volver a estar en linea sin
ninguna intervencion.

Accion necesaria

Requiere atencion inmediata. "Seleccione
cada alerta" y siga las acciones
recomendadas.

Por ejemplo, es posible que deba reiniciar un
servicio que haya detenido o reiniciar el host
del nodo.

Nota: Un nodo puede aparecer como
Desconocido durante las operaciones de
cierre administradas. Puede ignorar el estado
Desconocido en estos casos.

Determine si alguna alerta afecta a este nodo.

Si hay una o mas alertas activas, "Seleccione
cada alerta"siga las acciones recomendadas.

Si un nodo esta desconectado de la cuadricula, puede tener una alerta subyacente, pero solo aparecera el
icono «No conectado». Para ver las alertas activas de un nodo, seleccione el nodo.

Iconos de alerta

Si hay una alerta activa de un nodo, aparece uno de los siguientes iconos junto al nombre del nodo:

® Critico: Existe una condicién anormal que ha detenido las operaciones normales de un nodo o servicio
StorageGRID. Debe abordar el problema subyacente de inmediato. Se pueden producir interrupciones del
servicio y pérdida de datos si no se resuelve el problema.

@ Mayor: Existe una condicion anormal que esta afectando las operaciones actuales o acercandose al
umbral de una alerta critica. Debe investigar las alertas principales y solucionar cualquier problema
subyacente para garantizar que esta condicion no detenga el funcionamiento normal de un nodo o servicio de

StorageGRID.


https://docs.netapp.com/es-es/storagegrid/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
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A Menor: El sistema funciona normalmente, pero existe una condicién anormal que podria afectar la
capacidad del sistema para funcionar si contintia. Debe supervisar y resolver alertas menores que no borren
por si solas para asegurarse de que no den lugar a un problema mas grave.

Vea detalles de un sistema, sitio o nodo

Para filtrar la informacion que se muestra en la tabla de nodos, introduzca una cadena de busqueda en el
campo Search. Puede buscar por nombre de sistema, nombre mostrado o tipo (por ejemplo, introduzca gat
para localizar rapidamente todos los nodos de Gateway).

Para ver la informacion de la cuadricula, el sitio o el nodo:

» Seleccione el nombre de la cuadricula para ver un resumen de las estadisticas de todo el sistema
StorageGRID.

» Seleccione un sitio de centro de datos especifico para ver un resumen de las estadisticas de todos los
nodos de ese sitio.

» Seleccione un nodo concreto para ver informacién detallada de ese nodo.

Vea la ficha Descripcion general

La pestana Overview proporciona informacion basica sobre cada nodo. También muestra
todas las alertas que actualmente afectan al nodo.

La pestafia Overview se muestra para todos los nodos.

Informacion del nodo

La seccion Informacion de Nodo del separador Vision General muestra informacion basica sobre el nodo.



NYC-ADM1 (Primary Admin Node) &

Overview Hardware Network Storage Load balancer Tasks

Node information @

Display name: NYC-ADM1

System name: DC1-ADM1

Type: Primary Admin Node

|D: 3adblaaB-9c7a-4901-8074-47054aa06ae6
Connection state: & Connected

Software version: 11.7.0

|P addresses: 10.96.105.85 - eth( (Grid Metwork)

Show additional IP addresses w

La informacion general de un nodo incluye lo siguiente:

* Nombre para mostrar (solo se muestra si el nodo ha sido renombrado): El nombre para mostrar actual
para el nodo. Utilice el "Cambie el nombre de cuadricula, sitios y nodos" procedimiento para actualizar
este valor.

* Nombre del sistema: El nombre que ingreso para el nodo durante la instalacion. Los nombres del sistema
se utilizan para operaciones internas de StorageGRID y no se pueden cambiar.

* Tipo: El tipo de nodo — Nodo de administracion, Nodo de administracion principal, Nodo de
almacenamiento o Nodo de puerta de enlace.

« ID: Identificador unico del nodo, que también se conoce como UUID.

» Estado de conexién: Uno de los tres estados. Se muestra el icono del estado mas grave.
Desconocido @: Por una razén desconocida, el nodo no esta conectado a la red, o uno o mas
servicios estan inesperadamente apagados. Por ejemplo, se ha perdido la conexion de red entre los
nodos, esta desconectada o un servicio esta inactivo. La alerta no se puede comunicar con el nodo
también puede activarse. Es posible que otras alertas estén activas también. Esta situacion requiere
atencion inmediata.

@ Es posible que un nodo aparezca como desconocido durante las operaciones de
apagado gestionadas. Puede ignorar el estado Desconocido en estos casos.

Administrativamente abajo @': El nodo no esta conectado a la red por una razén esperada. Por
ejemplo, el nodo o los servicios del nodo se han apagado correctamente, el nodo se esta reiniciando o
se esta actualizando el software. Una o mas alertas también pueden estar activas.


https://docs.netapp.com/es-es/storagegrid/maintain/rename-grid-site-node-overview.html

Conectado @: El nodo esta conectado a la red.
+ Almacenamiento utilizado: Sélo para nodos de almacenamiento.

- Datos del objeto: Porcentaje del espacio util total para los datos del objeto que se han utilizado en el
nodo de almacenamiento.

o Metadatos de objetos: Porcentaje del espacio total permitido para metadatos de objetos que se ha
utilizado en el nodo de almacenamiento.

» Version de software: Version de StorageGRID instalada en el nodo.

* Grupos de alta disponibilidad: Sélo para nodos de nodo de administracion y de puerta de enlace. Se
muestra si se incluye una interfaz de red en el nodo en un grupo de alta disponibilidad y si esa interfaz es
la interfaz principal.

 Direcciones IP: Las direcciones IP del nodo. Haga clic en Mostrar direcciones IP adicionales para ver
las direcciones IPv4 e IPv6 y las asignaciones de interfaces del nodo.

Alertas

La seccion Alertas del separador Vision General muestra cualquier "las alertas que afectan actualmente a este
nodo que no se han silenciado". Seleccione el nombre de la alerta para ver detalles adicionales y acciones
recomendadas.

Alerts

Alert name % Severity @ 2 Time triggered & Current values

Low installed node memory [4

Q Critical 11 hours ago @ Total RAM size:  8.37 GB
The amount of installed memory on a node is low.

También se incluyen alertas para "estados de conexion de nodo".

Vea la pestana hardware

En la pestana hardware, se muestra la utilizacién de CPU y la memoria de cada nodo,
asi como informacién de hardware adicional sobre los dispositivos.

@ Grid Manager se actualiza con cada version, por lo que es posible que no coincida con las
capturas de pantalla de los ejemplos de esta pagina.

La pestafia hardware se muestra para todos los nodos.
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DC3-S3 (Storage Node) & X
Overview Hardware Metwork Storage Objects ILM Tasks
1 hour 1day 1 week 1 month Custom
CPU utilization @ Memory usage @
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Para mostrar un intervalo de tiempo diferente, seleccione uno de los controles situados encima del grafico o
grafico. Puede visualizar la informacion disponible para intervalos de 1 hora, 1 dia, 1 semana o 1 mes.
También puede establecer un intervalo personalizado, que le permite especificar intervalos de fecha y hora.

Para ver detalles sobre el uso de la CPU y el uso de memoria, coloque el cursor sobre cada grafico.

Memory Usage 2]

T00.00%
2020-05-20 14:08:00
75.00% = Used (%) 44.70%
Used: 11.30 GB
S0:00% Cached: 6.55 GB
= Buffers: 14256 MB
75 D0% - Frea: 7.28 GB
= Total Memory: 2528 GB
0%
13:50 14:00 14:10 14:20 14:30 14:40
= {lzed (%)

Si el nodo es un nodo de dispositivo, en esta pestaiia también se incluye una seccién con mas informacion
sobre el hardware del dispositivo.

Ver informacién sobre los nodos de almacenamiento de dispositivos

En la pagina Nodes, se incluye informacién sobre el estado del servicio y todos los recursos computacionales,
de dispositivo de disco y de red para cada nodo de almacenamiento del dispositivo. También puede ver
memoria, hardware de almacenamiento, version del firmware de la controladora, recursos de red, interfaces
de red, direcciones de red, y recibir y transmitir datos.

Pasos



1. En la pagina Nodes, seleccione un dispositivo Storage Node.
2. Seleccione Descripcion general.
La seccion Informacion de nodos de la ficha Descripcion general muestra informacion de resumen del

nodo, como el nombre, tipo, ID y estado de conexion del nodo. La lista de direcciones IP incluye el nombre
de la interfaz de cada direccion de la siguiente manera:

o Eth: Red Grid, red de administraciéon o red de cliente.

> Clic: Uno de los puertos 10, 25 o 100 GbE fisicos del aparato. Estos puertos se pueden unir y
conectar a la red de cuadricula de StorageGRID (eth0Q) y a la red de cliente (eth2).

o *mtc*: Uno de los puertos fisicos de 1 GbE del aparato. Una o varias interfaces mtc se enlazan para
formar la interfaz de red de administracion de StorageGRID (eth1). Puede dejar disponibles otras
interfaces mtc para la conectividad local temporal de un técnico en el centro de datos.

DC2-5GA-010-096-106-021 (Storage Node) & X

Overview Hardware Network Storage Objects ILM Tasks

Node information @

Mame: DC2-5GA-010-096-106-021

Type: Storage Node

1D: f0890e03-4c72-401f-3292-245511a38e51

Connection state: 9 Connected

Starage used: Object data ™ @
Object metadata 500 @

Software version 11.6.0 (build 20210915.1941 afce2d3)

|P addresses: 10.96.106.21 - eth0 (Grid Network)

Hide additional IP addresses A

Interface & IPaddress <+
eth0 (Grid Network) 10.96.106.21
eth0 (Grid Network) fe80::2a0:98ff:fe64:6582
hic2 10.96.106.21
hic4 10.96.106.21
mtc2 169.254.0.1

Alerts

Alertname % Severity e = Time triggered & Current values

ILM placement unachievable (£

© Major 2hoursago @
A placement instruction in an ILM rule cannot be achieved for certain objects.

En la seccion Alerts de la pestafia Overview se muestran las alertas activas para el nodo.



3. Seleccione hardware para obtener mas informacion sobre el dispositivo.

a. Consulte los graficos de utilizacion de CPU y memoria para determinar los porcentajes de uso de CPU
y memoria a lo largo del tiempo. Para mostrar un intervalo de tiempo diferente, seleccione uno de los
controles situados encima del grafico o grafico. Puede visualizar la informacion disponible para

intervalos de 1 hora, 1 dia, 1 semana o 1 mes. También puede establecer un intervalo personalizado,
que le permite especificar intervalos de fecha y hora.

DC3-S3 (Storage Node) &

Overview Hardware Network Storage Objects ILM Tasks

1 hour 1day 1 week 1 month Custom

CPU utilization @ Memory usage @
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b. Desplacese hacia abajo para ver la tabla de componentes del aparato. En esta tabla se incluye
informacién como el nombre de modelo del dispositivo, los nombres de las controladoras, los numeros
de serie y las direcciones IP, y el estado de cada componente.

@ Algunos campos, como el hardware de informatica y IP de BMC Controller, aparecen
solo para dispositivos con esa funcion.

Los componentes de las bandejas de almacenamiento y las bandejas de expansion si forman parte de
la instalacion se muestran en una tabla aparte debajo de la tabla del dispositivo.



StorageGRID Appliance

Appliance model: @

Storage controller name: @

Storage controller A management 7 @
Storage controller Bmanagement IF; @
Storage controller WWID: @

Storage appliance chassis serfal number: @
Storage controller firmware version: @
Storage contraller SANtricity 05 version: @

Storage contraller MVSRAM version: @

SGe0ED
StorapgeGRID-LabT9-5G6080-T-134

10.2

102
6d039eal0001T35000000006507HTEL
721524500068

08.53.0.09

11.50.3R2

N220X-B53234-DGL

Storage hardware: @ Naminal ils
Storage controller failed drive count @ L] ils
Storage controller &; [7] Nominal ]l.
Storage controller B: @ MWominal 1th
Storage contraller power supply A: @ Nominal ils
Storage contraller power supply 8: 7] Mominal ils
Storage data drive type: @ NL-SAS HDD
Storape data drive size: @ 4.00TB
Storage AAID mode: @ DDP16
Storage connectivity: [~ ] Mominal
Overall power supply: @ Degraded ils
Compute controller BMC i7: @ 102
Compute controller serial numbear: @ T21917500060
Compute hardware: @ Needs Attention ils
Compute controller CPU temperature: @ MNominal ils
Computa controller chassis temperature: @ Waminal ths
Compute controller power supply & @ Failed ils
Compute controller power supply B: @ Nominal ils
Storage shelves
::ilizr:a*;ls Shra ~ chelfip @ = Shelf status @ = [OMstatus @ = ::::; s.g;ply =  Drawerstatus @ = Fan stafus
721524500063 a5 Mominal Mih Mominal Mominal Mominal
En la tabla dispositivo Descripcion

Modelo de dispositivo

Nombre de la controladora de
almacenamiento

IP de administracion de la
controladora de almacenamiento
a

IP de gestion de la controladora
de almacenamiento B.

El numero de modelo de este dispositivo StorageGRID se muestra en
SAN:tricity OS.

El nombre de este dispositivo StorageGRID se muestra en el sistema
operativo SANTricity.

La direccion IP del puerto de gestiéon 1 en la controladora de
almacenamiento A. Utilice esta IP para acceder a SANtricity OS para
solucionar problemas de almacenamiento.

La direccién IP del puerto de gestion 1 en la controladora de
almacenamiento B. Utilice esta IP para acceder a SANTtricity OS para
solucionar los problemas de almacenamiento.

Algunos modelos de dispositivos no tienen una controladora de
almacenamiento B.
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En la tabla dispositivo

WWID de la controladora de
almacenamiento

Numero de serie del chasis del
dispositivo de almacenamiento

La version de firmware de la
controladora de almacenamiento

Version del sistema operativo
SANTtricity de la controladora de
almacenamiento

Version de NVSRAM de la
controladora de almacenamiento

Hardware de almacenamiento

El nimero de unidades que la
controladora de almacenamiento
no pudo completar

Controladora de almacenamiento
A

Controladora de almacenamiento
B

La controladora de
almacenamiento proporciona
alimentacion A

Suministro de alimentacion de la
controladora de almacenamiento
B

Descripcion

El identificador a nivel mundial de la controladora de almacenamiento
que se muestra en el sistema operativo SANTricity.

El numero de serie del chasis del dispositivo.

La version del firmware en el controlador de almacenamiento para
este dispositivo.

La versién de sistema operativo SANTtricity de la controladora de
almacenamiento A.

La version de NVSRAM de la controladora de almacenamiento,
segun lo informado por SANTtricity System Manager.

Para SG6060 y SG6160, si hay una discrepancia de version de
NVSRAM entre las dos controladoras, muestra la version de la
controladora A. Si la controladora A no esta instalada ni operativa,
muestra la version de la controladora B.

El estado general del hardware de la controladora de
almacenamiento. Si System Manager de SANTtricity informa sobre el
estado de necesita atencion para el hardware de almacenamiento, el
sistema StorageGRID también informa de este valor.

Si el estado es «Necesita atencion», compruebe primero la
controladora de almacenamiento con SANtricity OS. A continuacion,

asegurese de que no exista ninguna otra alerta que se aplique a la
controladora de computacion.

La cantidad de unidades que no se encuentran en estado 6ptimo.

El estado de la controladora de almacenamiento A.

El estado de la controladora de almacenamiento B. Algunos modelos
de dispositivos no tienen una controladora de almacenamiento B.

El estado de suministro de alimentacion A para la controladora de
almacenamiento.

El estado del suministro de alimentacién B para la controladora de
almacenamiento.



En la tabla dispositivo

Tipo de unidad de datos de
almacenamiento

Tamano de las unidades de datos

de almacenamiento

Modo RAID de almacenamiento

Conectividad del almacenamiento

Suministro de alimentacion
general

BMC IP de la controladora de
computacion

Numero de serie de la
controladora de computacién

Hardware de computacion

Temperatura de CPU de la
controladora de computacion

Temperatura del chasis de la
controladora de computacion

En la tabla bandejas de
almacenamiento

Numero de serie del chasis de la

bandeja

Descripcion

El tipo de unidades en el dispositivo, como HDD (unidad de disco
duro) o SSD (unidad de estado sélido).

El tamafo efectivo de una unidad de datos.
Para SG6160, también se muestra el tamarfio de la unidad de caché.
Nota: Para los nodos con estantes de expansion, utilice el El tamarno

de las unidades de datos de cada bandeja en su lugar. El tamafio de
unidad efectivo puede diferir en funcién de la bandeja.

El modo RAID configurado para el dispositivo.

Estado de la conectividad del almacenamiento.

El estado de todas las fuentes de alimentacion del dispositivo.

La direccién IP del puerto del controlador de administracién de la
placa base (BMC) en el controlador de computacion. Utilice esta IP
para conectarse a la interfaz del BMC para supervisar y diagnosticar
el hardware del dispositivo.

Este campo no se muestra para los modelos de dispositivos que no
contienen una BMC.

El numero de serie de la controladora de computacion.

El estado del hardware de la controladora de computacion. Este
campo no se muestra para los modelos de dispositivos que no tienen
hardware de computacion y hardware de almacenamiento
independientes.

El estado de temperatura de la CPU de la controladora de
computacion.

El estado de temperatura de la controladora de computacion.

Descripcion

El numero de serie del chasis de la bandeja de almacenamiento.

11



En la tabla bandejas de Descripcion
almacenamiento

ID de bandeja El identificador numérico de la bandeja de almacenamiento.

» 99: Bandeja de controladoras de almacenamiento
* 0: Primer estante de expansion

* 1: Segunda bandeja de expansion

Nota: Los estantes de expansion solo se aplican a los modelos

SG6060 y SG6160.

Estado de bandeja El estado general de la bandeja de almacenamiento.

Estado de IOM El estado de los modulos de entrada/salida (IOM) en cualquier
bandeja de expansion. N/A si no se trata de una bandeja de
ampliacién.

Estado de suministros de El estado general de los suministros de alimentacion para la bandeja

alimentacion de almacenamiento.

Estado de cajon El estado de los cajones en la bandeja de almacenamiento. N/A si la

bandeja no contiene cajones.

Estado de ventiladores El estado general de los ventiladores de refrigeracion de la bandeja
de almacenamiento.

Ranuras de unidades El niumero total de ranuras de unidades de la bandeja de
almacenamiento.

Unidades de datos La cantidad de unidades de la bandeja de almacenamiento que se
usan para el almacenamiento de datos.

Tamarnio de la unidad de datos  El tamano efectivo de una unidad de datos en la bandeja de
almacenamiento.

Unidades en caché La cantidad de unidades de la bandeja de almacenamiento que se
usan como caché.

Tamafio de la unidad de caché El tamafio de la unidad de caché mas pequefa de la bandeja de
almacenamiento. Normalmente, las unidades de caché tienen el
mismo tamano.

Estado de configuracion El estado de configuracion de la bandeja de almacenamiento.

a. Confirmar que todos los estados son nominales.

Si un estado no es nominal, revise las alertas actuales. También puede usar System Manager de



SANftricity para obtener mas informacién acerca de estos valores de hardware. Consulte las
instrucciones de instalacion y mantenimiento del aparato.

4. Seleccione Red para ver la informacién de cada red.

El grafico trafico de red proporciona un resumen del trafico de red general.

1 hour 1 day 1 week 1 month Custom

Network traffic @

650 Kb/'s
600 kb/'s
550 kb/'s
500 kb/'s
450 kb/s

1610 10:15 10:20 10:25 10:30 10:35 10:40 10:45 10:50 10:55 11:.00
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1105

a. Revise la seccion Network interfaces.

Network interfaces

Name @ = Hardware address @ = Speed @ Duplex @ = Auto-negotiation @ = Link status @

-
-

etho 00:50:56:A7:66:75 10 Gigabit Full Off Up

Utilice la siguiente tabla con los valores de la columna velocidad de la tabla interfaces de red para
determinar si los puertos de red 10/25-GbE del dispositivo se han configurado para utilizar el modo

activo/backup o el modo LACP.

@ Los valores mostrados en la tabla asumen que se utilizan los cuatro enlaces.

Modo de enlace Modo de agregacion  Velocidad de enlace de Velocidad esperada de
HIC individual (hipo 1, la red Grid/cliente
hipo 2, hipo 4) (eth0,eth2)

Agregado LACP 25 100

Fija LACP 25 50

Fija Activa/Backup 25 25

Agregado LACP 10 40

Fija LACP 10 20
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Modo de enlace Modo de agregacion  Velocidad de enlace de Velocidad esperada de
HIC individual (hipo 1, la red Grid/cliente
hipo 2, hipo 4) (eth0,eth2)

Fija Activa/Backup 10 10

Consulte "Configure los enlaces de red" para obtener mas informacion sobre la configuracién de los
puertos 10/25-GbE.

b. Revise la seccion Comunicacion de red.

Las tablas de recepcion y transmision muestran cuantos bytes y paquetes se han recibido y enviado a
través de cada red, asi como otras métricas de recepcion y transmision.

Network communication
Receive
Interface @ = Data @ = Packets @ = Errors @ % Dropped @ = Frameoverruns @ = Frames @ =
etho 2.89GB 1l 19,421,503 1l ol 24,032 1h o il 0l
Transmit
Interface @ = Data @ = Packets @ = Errors @ = Dropped @ 2 Collisions @ = Carrier @ =
etho 3.64GB ik 18,494,381 i, o 1l 0 il 0 1l o il

5. Seleccione almacenamiento para ver graficos que muestran los porcentajes de almacenamiento

utilizados a lo largo del tiempo para los metadatos de objetos y datos de objetos, asi como informacion
sobre dispositivos de disco, volumenes y almacenes de objetos.

Storage Used - Object Data @

100.00%
75.00%
2021-03-13 14:45:30

S50.00%
= Used (%): 0.00%
25.00% Used:; 17192 kB
- Replicated data: 171,12 kB
- = Erasure-coded data; 0B
= 9490 14:40 14 = Totak 310.81 GB

== |Ised (%)
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Storage Used - Object Metadata @

100.00%
75.00%
2020-08-04 14:58:00

S0.00%
= Used {%): 0.00%
— Lised: 539.45kB
e Alloweid: 132 TB
= Actual reserved: 3.00TB

0%

14:50 15:00 15:10 15220 15:30 15:40
== ||zed (%)

. Desplacese hacia abajo para ver la cantidad de almacenamiento disponible para cada volumen y
almacén de objetos.

El nombre a nivel mundial de cada disco coincide con el identificador a nivel mundial (WWID) del
volumen que aparece cuando se visualizan las propiedades del volumen estandar en SANTtricity OS (
software de gestidon conectado a la controladora de almacenamiento del dispositivo).

el

Para ayudarle a interpretar las estadisticas de lectura y escritura del disco relacionadas con los puntos

de montaje del volumen, la primera parte del nombre que aparece en la columna Nombre de |a tabla

dispositivos de disco (es decir, sdc, sdd, sde, etc.) coincide con el valor que se muestra en la columna

dispositivo de la tabla de volumenes.
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Disk devices
Hame € = World Wide Name 8@ = Woload @ = Read rate @ writerste @ =
croot{8:1 =dal) MR 0.04% Obytes/= IKBfs
cwloc(8:2 sdal) Ml 0.6T% Obytes/s 50 K8/s
scc{8:16,5db) MR 0.03% Obytess 4 KB/=
sehd (8:32,5dc) M8 0.00% 0 bytes/s 82 bytes/=s
sdheid:48 sdd) M 000k 0 bytes/s 82 bytes/s
Volumes
Mount peint @ = mevice @ = swas @ 2 sie @ = Avallabie @ = Write cache status @ =
croot Oniline 21.00GB 147568 1l Unknown
fvarflocal cwlac Oriline 85.86 GB 840568 1l Unknown
Jvarflocal/rangedb /0 sdc Online 107,32 GB 1w7i7ce il Enabled
Ivaeflocalfrangedb/1 sdd Online 107.32GB 107186E 1l Enabled
Ivar/localfrangedb/2 sde Online 107.32 GB 17.186E 1l Enabled
Object stores
o8& = Size @ = Avalzble @ = Replicated data § = ECdata @ = Dhbject data () @ = Health @ =
LealtE 10732 GB o644 GE 1l 124 60 KB 1, o bytes 1l 0.00% Mo Errors
opal 10732 GB wriece D bytes 0 bytes 1l 0.00%: Mo Errars
opo2 107.32 GB w7.18Ge |l 0 bytes il O bytes 1l 0.00% Mo Errdirs

Consulte informacion sobre los nodos de administracion del dispositivo y los
nodos de puerta de enlace

En la pagina Nodes, se incluye informacion sobre el estado del servicio y todos los recursos computacionales,
de disco y de red para cada dispositivo de servicios que se utiliza como nodo de administracién o nodo de
puerta de enlace. También puede ver memoria, hardware de almacenamiento, recursos de red, interfaces de
red, direcciones de red, y recibir y transmitir datos.
Pasos

1. En la pagina Nodes, seleccione un nodo de administrador de dispositivos o un Appliance Gateway Node.

2. Seleccione Descripcion general.
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La seccion Informacion de nodos de la ficha Descripcion general muestra informacion de resumen del
nodo, como el nombre, tipo, ID y estado de conexion del nodo. La lista de direcciones IP incluye el nombre
de la interfaz de cada direccion de la siguiente manera:

o Adllb y adlli: Se muestra si se utiliza el enlace activo/de respaldo para la interfaz de red de
administracién
o Eth: Red Grid, red de administracion o red de cliente.

o Clic: Uno de los puertos 10, 25 o 100 GbE fisicos del aparato. Estos puertos se pueden uniry
conectar a la red de cuadricula de StorageGRID (eth0Q) y a la red de cliente (eth2).

o *mtc*: Uno de los puertos 1-GbE fisicos del aparato. Una o mas interfaces mtc se vinculan para
formar la interfaz de red de administracion (eth1). Puede dejar disponibles otras interfaces mtc para la
conectividad local temporal de un técnico en el centro de datos.

10-224-6-199-ADM1 (Primary Admin Node) & X

Overview Hardware Network Storage Load balancer Tasks SANtricity System Manager

Node information @

Name: 10-224-56-193-ADM1

Type: Primary Admin Node

D: 6fdc1890-cada-4493-acdd-T2ed317d95fb
Connection stata: Q Connected

Software version: 11.6.0 (build 20210925.1321 66ETeel)

P addresses: 172.16.6.199 - ethD (Grid Metwork)

10.224.6.19% - ethl (Admin Network)

47.47.7.241 - eth2 [Client Network)

Hide additional IF addresses A

Interface = IP address &

ethz (Client Network) AT.AT7.7.241

eth2 (Client Network) fd20:332:332:0:e42:a1ff:fe86:b5b0
eth2 (Client Network) feB0::e42:a1ff:fel86:b5b0

hicl AT.AT.7.241

hic2 A47.47.7.241

hic3 A47.47.7.241

En la seccion Alerts de la pestafia Overview se muestran las alertas activas para el nodo.
3. Seleccione hardware para obtener mas informacion sobre el dispositivo.
a. Consulte los graficos de utilizacion de CPU y memoria para determinar los porcentajes de uso de CPU
y memoria a lo largo del tiempo. Para mostrar un intervalo de tiempo diferente, seleccione uno de los

controles situados encima del grafico o grafico. Puede visualizar la informacion disponible para
intervalos de 1 hora, 1 dia, 1 semana o 1 mes. También puede establecer un intervalo personalizado,
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que le permite especificar intervalos de fecha y

hora.

Overview Hardware Network Storage

CPU utilization @

12.5%
10%

7.50%

oo VAN AR AR

0%

== Utilization (%)

Load balancer Tasks

1 hour 1 day 1 week

17:20 17:30 17:40 17:50 18:00 18:10

1 month Custom
Memory usage (2]
100%
75%
50%
25%
0%
17:20 17:30 17:40 17:50 18:00 1810
== Used (%)

b. Desplacese hacia abajo para ver la tabla de componentes del aparato. Esta tabla contiene

informacioén, como el nombre del modelo, numero de serie, version de firmware de la controladora y el

estado de cada componente.

StorageGRID Appliance

Appliance model: @
Storage controller failed drive count: @

Storage data drive type: @
Storage data drive size: @
Storage RAID mode: @
Storage connectivity: @
Overall power supply: @
Compute controller BEMCIP: @

Compute controller serial number: g

Compute hardware: @

Compute controller CPU temperature: @
Compute controller chassis temperature: @
Compute controller power supply A: @

Compute controller power supply B: @

56100
0

53D

960.20 GB
RAID1 [healthy]

Mominal

Mominal ||.
10.60.8.38
372038000093
Nominal ils
Nominal ils
Mominal ||.
Nominal ils
Nominal ils

En la tabla dispositivo Descripcion

Modelo de dispositivo

El numero de modelo para este dispositivo StorageGRID.




En la tabla dispositivo

El niumero de unidades que la
controladora de almacenamiento
no pudo completar

Tipo de unidad de datos de
almacenamiento

Tamano de las unidades de datos
de almacenamiento

Modo RAID de almacenamiento

Suministro de alimentacion
general

BMC IP de la controladora de
computacion

Numero de serie de la
controladora de computacién

Hardware de computacion

Temperatura de CPU de la
controladora de computacion

Temperatura del chasis de la
controladora de computacion

Descripcion

La cantidad de unidades que no se encuentran en estado 6ptimo.

El tipo de unidades en el dispositivo, como HDD (unidad de disco
duro) o SSD (unidad de estado sdlido).

El tamafo efectivo de una unidad de datos.

El modo RAID del dispositivo.

El estado de todas las fuentes de alimentacion del dispositivo.

La direccion IP del puerto del controlador de administraciéon de la
placa base (BMC) en el controlador de computacion. Puede utilizar
esta IP para conectarse a la interfaz del BMC para supervisar y
diagnosticar el hardware del dispositivo.

Este campo no se muestra para los modelos de dispositivos que no
contienen una BMC.

El nimero de serie de la controladora de computacion.

El estado del hardware de la controladora de computacion.

El estado de temperatura de la CPU de la controladora de
computacion.

El estado de temperatura de la controladora de computacion.

a. Confirmar que todos los estados son nominales.

Si un estado no es nominal, revise las alertas actuales.

4. Seleccione Red para ver la informacion de cada red.

El grafico trafico de red proporciona un resumen del trafico de red general.
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1 hour 1day 1 week 1 month Custom
Network traffic @
650 Kb/'s
600 kb/s
550 Kbys
500 kb/s L : F——
450 kb/s

10:10 10:15 10:20 10:25 10:30 10:35 10:40 10045 10:50 10:55 11:00 11:06

== Received Sent

a. Revise la seccion Network interfaces.

Network interfaces
Name @ = Hardware address @ = Speed @ Duplex @ = Auto-negotiation @ 2 Link status @ =
eth0 0C:42:A1:86:B5:B0 100 Gigabit Full Off Up
ethl B4:A9:FC:71:68:36 Gigabit Full Off Up
eth2 0C:42:A1:86:B5:B0 100 Gigabit Full Off Up
hicl 0C:42:A1:86:B5:B0 25 Gigabit Full On Up
hicz 0C:42:A1:36:B5:B0 25 Gigabit Full On Up
hic3 0C:42:A1:86:B5:B0 25 Gigabit Full On Up
hic4 0C:42:A1:86:B5:B0 25 Gigabit Full On Up
mtcl B4:A9:FC:71:68:36 Gigabit Full On Up
mtc2 B4:A9:FC:T1:68:35 Gigabit Full On Up

Utilice la siguiente tabla con los valores de la columna velocidad de la tabla interfaces de red para
determinar si los cuatro puertos de red 40/100-GbE del dispositivo estaban configurados para utilizar el
modo activo/backup o el modo LACP.

@ Los valores mostrados en la tabla asumen que se utilizan los cuatro enlaces.



Modo de enlace Modo de agregacion  Velocidad de enlace de Velocidad esperada de
HIC individual (hipo 1, la red Grid/cliente

hipo 2, hipo 4) (eth0, eth2)
Agregado LACP 100 400
Fija LACP 100 200
Fija Activa/Backup 100 100
Agregado LACP 40 160
Fija LACP 40 80
Fija Activa/Backup 40 40

b. Revise la seccion Comunicacion de red.

Las tablas de recepcion y transmisidon muestran cuantos bytes y paquetes se han recibido y enviado a
través de cada red, asi como otras métricas de recepcion y transmision.

Network communication
Receive
Interface @ = Data @ = Packets @ = Errors @ =  Dropped @ = Frameoverruns @ = Frames @ =
ethg 2.89GB 1l 19,421,503 1l ol 24,032 1h o il 0 1l
Transmit
Interface @ = Data @ = Packets @ = Errors @ = Dropped @ 2 Collisions @ = Carrier @ =
etho 3.64GB 1k 18,494,381 il 0 1l 0 1l 0 1l 0 1l

5. Seleccione almacenamiento para ver informacion sobre los dispositivos de disco y los volumenes del
dispositivo de servicios.
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DO-REF-DC1-GW1 (Gateway Node) & X

Overview Hardware Network Storage Load balancer Tasks
Disk devices
Name @ = World Wide Name & = /Oload @ = Readrate @ = Writerate @ 2
croot(8:1,sdal) N/ 0.02% 0 bytes/s 3 KB/s
cvloc(B:2,sda2) MN/A 0.03% 0 bytes/s & KB/s
Volumes

Mountpoint @ =  Device @

1p

Status @ =  Size @

TS

Available @ 2=  Writecachestatus @ 2

v

/ croot Online 21.00 GB 14.73GB 1h Unknown

fvarflocal cvloc Online 85.86 GB 84.63GB 1h Unknown

Abra la pestana Network

La pestana Red muestra un grafico que muestra el trafico de red recibido y enviado a
través de todas las interfaces de red del nodo, sitio o cuadricula.

La pestafa Red se muestra para todos los nodos, sitios y toda la cuadricula.

Para mostrar un intervalo de tiempo diferente, seleccione uno de los controles situados encima del grafico o
grafico. Puede visualizar la informacion disponible para intervalos de 1 hora, 1 dia, 1 semana o 1 mes.
También puede establecer un intervalo personalizado, que le permite especificar intervalos de fecha y hora.
Para los nodos, la tabla de interfaces de red proporciona informacion acerca de los puertos de red fisica de

cada nodo. La tabla de comunicaciones de red proporciona detalles acerca de las operaciones de recepcion y
transmision de cada nodo y de cualquier contador de fallos informado por el controlador.
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DC1-S2 (Storage Node)

Overview Hardware Network Storage Objects ILM Tasks

1 hour 1 day 1 week 1 month Custarm

Mcawork traffic @
ESD kbi's
E00 kbf's
S50 kb's
Bl kbis
450 kbis
1005 10:10 10:315 T2 1625 1030 18:33 Al pila=1 50 10655 11:60

== Received == Serg

Network interfaces

Name @ = Hardware address @ = speed @ puplex @ % Aute-negotiation @ = Linkstatus @ =

ethi 00:50:56:4T:E8:1D 10 Gigabit Full Off Up

Metwork communication

Receive
Interface @ = Data @ = Packets @ = Errors @ = Dropped @ = Frameoverruns @ = Frames @ =
ethi 20468 1l 20403428 1l o ik 24,899 il, | o ih
Transmit
intarface @ = pata & = Packet: @ = Errors @ = Dropped @ = Collisions @ = carrier @ =
ethi 36568 1l 19,061.847 1l, o ik o il | [ |

Informacioén relacionada

"Supervisar las conexiones de red y el rendimiento"

Consulte la pestana almacenamiento

La pestaina almacenamiento resume la disponibilidad del almacenamiento y otras
medidas relacionadas con él.

La pestana almacenamiento se muestra para todos los nodos, cada sitio y toda la cuadricula.

Graficos de uso del almacenamiento

En los nodos de almacenamiento, cada sitio y toda la cuadricula, la pestafia almacenamiento incluye graficos
que muestran cuanto almacenamiento han utilizado los datos de objetos y los metadatos de objetos a lo largo
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del tiempo.

Cuando un nodo no esta conectado a la cuadricula, como durante la actualizacion o un estado

@ desconectado, es posible que algunas métricas no estén disponibles o se excluyan de los
totales de la ubicacién y la cuadricula. Después de que un nodo se vuelva a conectar a la
cuadricula, espere varios minutos para que los valores se estabilicen.

DC1-S1 (Storage Node) & X
Overview Hardware Network Storage Objects ILM Tasks
1 hour 1 day 1 week 1 month Custom
Storage used - object data [7] Storage used - object metadata @

100% 100%
75% 75%
50% 50%
25% 25%
0% 0%

1530 15:40 1550 16:00 16:10 16:20 15:30 15:40 15:50 16:00 16:10 16:20

= Lsed (%) = Used (%)

Dispositivos de disco, volumenes y almacenes de objetos

Para todos los nodos, la ficha almacenamiento contiene detalles de los dispositivos de disco y volumenes del
nodo. Para los nodos de almacenamiento, la tabla Object Stores proporciona informacion sobre cada volumen
de almacenamiento.
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Disk devices
Hame @ = World Wide Hame @ = WOoload @ = Read rate @ = Writerate @ =
croot{8:1,5dal) MR 0045 0 bytes/s JKB/s
cwlocl 82 5dal) WA 0.67% Obytes/s 50 K8/s
sdc(8:16,5db) MR 0.03% Obytess 4 KB/s
sthd [8:32,5dc) N/ 0009 0 bytes/s 82 bytes/s
scheld 45 sdd) M 0004 0 bytes's 82 bytes/s
Volumes
Mount peint B = Device @ = status @ = sie @ % Avallable @ = Write cache status @ =
! craot Oriline 21.00GB 1475GB 1l Unknown
fvarflocal cwloc Online 85.86 GB 240568 1l Unknown
Mvarflocal/rangedb/0 sdc Online 107.32GB 10717 GE i, Enabled
Ivaeflocal/rangedb/1 sdd Online 107.32GB wrisce il Enabled
Mvarflocalfrangedb/2 sde Online 107.32G8B 10718 GE 1, Enabled
Object stores
cé = sSize @ = Auatlable @ = Replicated dats @ = ECdata @ = Dbjectdata {3) @ = Health @ =
o000 107.32 GB o644 GB il 12460 KB 1y obytes il 0.00% Mo Errors
ool 107.32 GB wrisce il o bytes gl O bytes 1k 0.00% Mo Errors
o002 107.32 GB 10718 GE |l O bytes 1l obytes 1l 0.00% Mo Errdrs

Informacion relacionada

"Supervise la capacidad de almacenamiento”

Abra la pestana objetos

El separador Objetos proporciona informacion sobre "S3 tasas de procesamiento y
recuperacion”.

La pestana Objects se muestra para cada nodo de almacenamiento, cada sitio y toda la cuadricula. Para los

nodos de almacenamiento, la pestafa Objects también proporciona informacion y recuentos de objetos acerca
de consultas de metadatos y verificacion en segundo plano.
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Vea la pestana ILM

La pestana ILM proporciona informacién sobre las operaciones de gestion de la vida util
de la informacién (ILM).

La pestana ILM se muestra para cada nodo de almacenamiento, cada sitio y toda la cuadricula. Para cada
sitio y la cuadricula, la pestafia ILM muestra un grafico de la cola de ILM a lo largo del tiempo. Para el grid,
esta pestafia también proporciona el tiempo estimado para completar un analisis de ILM completo de todos los
objetos.

En el caso de los nodos de almacenamiento, la pestafia ILM proporciona detalles sobre la evaluacion de ILM y
la verificacion en segundo plano para los objetos con cédigo de borrado.

DC2-S1 (Storage Node) &

Overview Hardware Network Storage Objects ILM Tasks
Evaluation
Awaiting - all: @ 0 objects il
Awaiting - client: @ 0 objects il
Evaluation rate: @ 0.00 ohjects / second
Scan rate: @ 0.00 objects / second ||.

Erasure coding verification

Status: @ Idle |I|
Mext scheduled: @ 2021-09-09 17:36:44 MDT
Fragments verified: @ i} |I|
Data verified: @ 0 bytes ih
Corrupt copies: @ 0 II:
Corrupt fragments. @ i ll.
Missing fragments: @ 0 |||

Informacion relacionada

* "Supervise la gestion del ciclo de vida de la informacion”

+ "Administre StorageGRID"
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Abra el separador Equilibrador de Carga

La pestana Load Balancer incluye graficos de rendimiento y diagndstico relacionados
con la operacion del servicio Load Balancer.

La pestana Load Balancer se muestra para los nodos de administrador y de puerta de enlace, cada sitio y
todo el grid. Para cada sitio, la pestafia Load Balancer proporciona un resumen de las estadisticas de todos
los nodos de ese sitio. Para toda la cuadricula, la pestafia Load Balancer proporciona un resumen de las
estadisticas de todos los sitios.

Si no se esta ejecutando ninguna E/S a través del servicio de Equilibrador de Carga, o no hay ningun
equilibrador de carga configurado, los graficos muestran “No hay datos”.

DC1-G1 (Gateway Node) & x
Overview Hardware Network Storage Load balancer Tasks
1 hour 1 day 1week 1 month Custom
Request traffic @ Incoming request rate (7]
1by/s 1
0.800 b/s 0.800
=)
5
0.500 b/s No data § 0.600 No data
T
(=1
0.400 by/s & 0400
EB
=
&
0.200 by/'s & 0.200
0b/s 0
16:50 17:00 17:10 17:20 17:30 17:40 16:50 17:00 1710 17:20 17:30 17:40
Average request duration {non-error) 9 Error response rate 7]
1ms 1
0.800ms 0.800
=
=
0.600 ms Mo data o 0.600 No data
g
0.400 ms 2 0400
g
=
(=3
0.200 ms & 0200
0Oms 4]
16:50 17.00 1710 1720 17:30 17:40 16:50 17:00 1710 17:20 17:30 17:40

Solicitar trafico

Este grafico proporciona una media movil de 3 minutos del rendimiento de los datos transmitidos entre los
extremos del equilibrador de carga y los clientes que realizan las solicitudes, en bits por segundo.
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Este valor se actualiza al finalizar cada solicitud. Como resultado, este valor puede diferir del
rendimiento en tiempo real a tasas de solicitud bajas o a solicitudes de larga duracion. Puede
consultar la ficha Red para obtener una vista mas realista del comportamiento actual de la red.

Tasa de solicitudes entrantes

Este grafico proporciona una media movil de 3 minutos del nimero de nuevas solicitudes por segundo,
desglosadas por tipo de solicitud (GET, PUT, HEAD y DELETE). Este valor se actualiza cuando se han
validado los encabezados de una nueva solicitud.

Duraciéon media de la solicitud (no error)

Este grafico proporciona una media movil de 3 minutos de duracion de las solicitudes, desglosada por tipo de
solicitud (GET, PUT, HEAD y DELETE). Cada duracion de la solicitud comienza cuando el servicio Load
Balancer analiza una cabecera de solicitud y finaliza cuando se devuelve el cuerpo de respuesta completo al
cliente.

Tasa de respuesta de error

Este grafico proporciona un promedio movil de 3 minutos del nimero de respuestas de error devueltas a
clientes por segundo, desglosado por el cddigo de respuesta de error.

Informacioén relacionada

« "Supervisar las operaciones de equilibrio de carga"

* "Administre StorageGRID"

Consulte la ficha Servicios de plataforma

La pestana Servicios de plataforma proporciona informacién sobre cualquier operacion
de servicio de plataforma S3 en un sitio.

La ficha Servicios de plataforma se muestra para cada sitio. Esta pestafia proporciona informacién sobre
servicios de plataforma S3, como la replicacion de CloudMirror y el servicio de integracion de busqueda. Los
graficos de esta pestafia muestran métricas como el nimero de solicitudes pendientes, la tasa de finalizacién
de solicitudes y la tasa de fallos de solicitud.
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DC1 (Site) & X

Metwork Storage Objects LM Platform services Load balancer

1 hour 1 day 1 week 1 month Custom

Pending Requests &

14:30 14:25 1430 14:35 1440 1445

n
=
i
i
B
=
n

13:50 135

— pEF:IEg requests

Request Completion Rate @

1350 13:55 14:00 1405 1410 14:15 14:20 14:25 14:30 14:35 1440 1445

== Replicstion completions == Reguests committed

Request Failure Rate @

1400 14:05 1410 1415 14:20 1425 14:30 T4:35 14:40 14:45

ih
i
1

Replication failures

Para obtener mas informacion sobre los servicios de la plataforma S3, incluidos los detalles de soluciéon de
problemas, consulte la "Instrucciones para administrar StorageGRID".

Consulte la pestana Gestionar unidades

La pestana Gestionar unidades permite acceder a los detalles y realizar tareas de
solucion de problemas y mantenimiento en las unidades de los dispositivos que admiten
esta funcion.

En la pestafia Gestionar unidades, es posible hacer lo siguiente:
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* Vea un disefo de las unidades de almacenamiento de datos en el dispositivo

» Vea una tabla que enumera cada ubicacion, el tipo, el estado, la version de firmware y el nUmero de serie
de la unidad

+ Realice funciones de solucién de problemas y mantenimiento en cada unidad

Para acceder a la pestafia Gestionar unidades, debe contar con la "Permiso de acceso de administrador o de
dispositivo de almacenamiento".

Para obtener mas informacion sobre el uso de la pestafia Gestionar unidades, consulte "Use la pestafa
Gestionar unidades".

Ver la pestana Administrador del sistema de SANtricity
(solo E-Series)

La pestafia SANTtricity System Manager le permite acceder a SANtricity System Manager
sin necesidad de configurar ni conectar el puerto de gestion del dispositivo de
almacenamiento. Puede utilizar esta pestafia para revisar la informacion de diagnostico
de hardware y entorno, asi como los problemas relacionados con las unidades.

Acceder a System Manager de SANtricity desde Grid Manager normalmente solo se utiliza para
supervisar el hardware del dispositivo y configurar E-Series AutoSupport. Muchas funciones y
operaciones de SANItricity System Manager, como la actualizacion del firmware, no se aplican a

@ la supervision de su dispositivo StorageGRID. Para evitar problemas, siga siempre las
instrucciones de mantenimiento de hardware de su dispositivo. Para actualizar el firmware de
SANTtricity, consulte "Procedimientos de configuracion de mantenimiento” el para el dispositivo
de almacenamiento.

@ La pestafia SANTtricity System Manager solo se muestra para los nodos de dispositivos de
almacenamiento donde se utiliza hardware de E-Series.

Con SANTtricity System Manager, puede hacer lo siguiente:

» Vea datos de rendimiento como el rendimiento a nivel de cabina de almacenamiento, latencia de 1/O, uso
de CPU de la controladora de almacenamiento y rendimiento.
* Comprobar el estado de los componentes de hardware.

* Lleve a cabo funciones de soporte, como la visualizacion de datos de diagndstico y la configuracion de E-
Series AutoSupport.

@ Para utilizar System Manager de SANTtricity y configurar un proxy para la AutoSupport de E-
Series, consulte "Envie los paquetes AutoSupport de E-Series a través de StorageGRID".

Para acceder a SANtricity System Manager mediante Grid Manager, es necesario contar con la "Permiso de
acceso de administrador o de dispositivo de almacenamiento".

@ Debe tener el firmware 8.70 de SANTtricity o superior para acceder a SANtricity System Manager
mediante Grid Manager.

La pestana muestra la pagina de inicio de SANtricity System Manager.
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@ Puede usar el enlace SANTtricity System Manager para abrir la instancia de SANTtricity System
Manager en una nueva ventana del navegador para facilitar la visualizacion.

Para ver detalles del rendimiento a nivel de la cabina de almacenamiento y el uso de capacidad, coloque el
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cursor sobre cada grafico.

Para obtener mas detalles sobre la visualizacion de la informacion accesible desde la ficha Administrador del
sistema de SANTricity, consulte "Documentacion de E-Series y SANtricity de NetApp".
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