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Amazon FSX para ONTAP de NetApp

Utilice Astra Trident con Amazon FSX para ONTAP de
NetApp

"Amazon FSX para ONTAP de NetApp" Es un servicio AWS totalmente gestionado que
permite a los clientes iniciar y ejecutar sistemas de archivos con tecnologia del sistema
operativo de almacenamiento ONTAP de NetApp. FSX para ONTAP le permite
aprovechar las funciones, el rendimiento y las funcionalidades administrativas de NetApp
con las que ya esta familiarizado, a la vez que aprovecha la simplicidad, la agilidad, la
seguridad y la escalabilidad de almacenar datos en AWS. FSX para ONTAP es
compatible con las funciones del sistema de archivos ONTAP y las API de
administracion.

Descripcién general

Un sistema de archivos es el recurso principal de Amazon FSX, similar a un clister de ONTAP en las
instalaciones. En cada SVM, se pueden crear uno o varios volumenes, que son contenedores de datos que
almacenan los archivos y las carpetas en el sistema de archivos. Con Amazon FSX para ONTAP de NetApp,
Data ONTAP se proporcionara como un sistema de archivos gestionado en el cloud. El nuevo tipo de sistema
de archivos se llama ONTAP de NetApp.

Al utilizar Astra Trident con Amazon FSX para ONTAP de NetApp, puede garantizar que los clusteres de
Kubernetes que se ejecutan en Amazon Elastic Kubernetes Service (EKS) pueden aprovisionar volumenes
persistentes de bloques y archivos respaldados por ONTAP.

Consideraciones

* Volumenes SMB:
° Se admiten los volumenes de SMB mediante el ontap-nas sélo conductor.
o Los volumenes SMB no son compatibles con el complemento Astra Trident EKS.

o Astra Trident admite volumenes de SMB montados en pods que se ejecutan solo en nodos de
Windows.

* Antes de Astra Trident 24,02, Trident no podia eliminar los volumenes creados en el sistema de archivos
Amazon FSx que tienen habilitados backups automaticos. Para evitar este problema en Astra Trident
24,02 o una version posterior, especifique la fsxFilesystemID, AWS apiRegion, AWS apikey, Y
AWS secretKey En el archivo de configuracion de back-end de AWS FSx for ONTAP.

Si especifica un rol de IAM en Astra Trident, puede omitir la especificaciéon del apiRegion,
@ apiKey, Y. secretKey Campos explicitamente para Astra Trident. Para obtener mas
informacién, consulte "Opciones y ejemplos de configuracion de FSX para ONTAP".

FSX para ONTAP detalles del controlador

Puede integrar Astra Trident con Amazon FSX para ONTAP de NetApp mediante los siguientes controladores:


https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/what-is-fsx-ontap.html

* ontap-san: Cada VP aprovisionado es una LUN dentro de su propio Amazon FSX para el volumen
ONTAP de NetApp.

* ontap-san-economy: Cada VP aprovisionado es un LUN con un niumero configurable de LUN por
Amazon FSX para el volumen ONTAP de NetApp.

* ontap-nas: Cada VP aprovisionado es un Amazon FSX completo para el volumen ONTAP de NetApp.

* ontap-nas-economy: Cada VP aprovisionado es un gtree, con un numero configurable de gtrees por
Amazon FSX para el volumen ONTAP de NetApp.

* ontap-nas-flexgroup: Cada VP aprovisionado es un Amazon FSX completo para el volumen ONTAP
FlexGroup de NetApp.

Para obtener informacion detallada sobre el conductor, consulte "Controladores de NAS" y.. "Controladores de
SAN".

Autenticacion
Astra Trident ofrece dos modos de autenticacion.

» Basado en certificados: Astra Trident se comunicara con la SVM en su sistema de archivos FSX mediante
un certificado instalado en la SVM.

* Basado en credenciales: Puede utilizar el £sxadmin usuario del sistema de archivos o del vsadmin
Usuario configurado para la SVM.

Astra Trident espera que se ejecute como un vsadmin Usuario de SVM o como usuario
@ con un nombre diferente que tenga el mismo rol. Amazon FSX para NetApp ONTAP cuenta

con una fsxadmin Usuario que es una sustitucion limitada de ONTAP admin usuario de

cluster. Le recomendamos encarecidamente que utilice vsadmin Con Astra Trident.

Puede actualizar los back-ends para moverse entre los métodos basados en credenciales y los basados en
certificados. Sin embargo, si intenta proporcionar credenciales y certificados, la creacion de backend fallara.
Para cambiar a un método de autenticacion diferente, debe eliminar el método existente de la configuracion
del back-end.

Para obtener mas informacion sobre cémo habilitar la autenticacion, consulte la autenticacién del tipo de
controlador:

« "Autenticacion NAS de ONTAP"
» "Autenticacion SAN ONTAP"

Identidad de nube para EKS

La identidad en la nube permite a los pods de Kubernetes acceder a los recursos de AWS mediante la
autenticacion como rol de AWS IAM en lugar de proporcionando credenciales explicitas de AWS.

Para aprovechar la identidad de la nube en AWS, debes tener:

* Un cluster de Kubernetes puesto en marcha mediante EKS

* Astra Trident instalado que incluye el cloudProvider especificacion "AWS" y.. cloudIdentity
Especificacion del rol de AWS IAM.


https://docs.netapp.com/es-es/trident-2402/trident-use/ontap-nas.html
https://docs.netapp.com/es-es/trident-2402/trident-use/ontap-san.html
https://docs.netapp.com/es-es/trident-2402/trident-use/ontap-san.html
https://docs.netapp.com/es-es/trident-2402/trident-use/ontap-nas-prep.html
https://docs.netapp.com/es-es/trident-2402/trident-use/ontap-san-prep.html

Operador de Trident

Para instalar Astra Trident con el operador Trident, edite tridentorchestrator cr.yaml para
ajustar cloudProvider para "AWS" y ajustar cloudIdentity Al rol de AWS IAM.

Por ejemplo:

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "AWS"
cloudIdentity: "'eks.amazonaws.com/role-arn:
arn:aws:iam::123456:role/astratrident-role'"

Timon
Establezca los valores para los indicadores cloud provider y cloud identity utilizando las siguientes
variables de entorno:

export CP="AWS"
export CI="'eks.amazonaws.com/role-arn:
arn:aws:iam::123456:role/astratrident-role'"

En el siguiente ejemplo se instala Astra Trident y sets cloudProvider para AWS utilizando la
variable de entorno $CP Y define la 'cloudldentity’ mediante la variable de entorno $C1I:

helm install trident trident-operator-100.2402.0.tgz --set
cloudProvider=$CP --set cloudIdentity=$CI

<code>tridentcti</code>

Establezca los valores para los indicadores cloud provider y cloud identity utilizando las siguientes
variables de entorno:

export CP="AWS"
export CI="'eks.amazonaws.com/role-arn:
arn:aws:iam::123456:role/astratrident-role""

En el siguiente ejemplo, se instala Astra Trident y establece el cloud-provider marcar a. $SCP, Y.
cloud-identity para $CI:



tridentctl install --cloud-provider=$CP --cloud-identity="$CI" -n
trident

Obtenga mas informacion

* "Documentacion de Amazon FSX para ONTAP de NetApp"
* "Publicacién del blog en Amazon FSX para ONTAP de NetApp"

Integracion de Amazon FSX para ONTAP de NetApp

Puede integrar su sistema de archivos Amazon FSX para ONTAP de NetApp con Astra
Trident para garantizar que los clusteres de Kubernetes que se ejecutan en Amazon
Elastic Kubernetes Service (EKS) puedan aprovisionar volumenes persistentes de
bloques y archivos respaldados por ONTAP.

Requisitos
Ademas de "Requisitos de Astra Trident", Para integrar FSX para ONTAP con Astra Trident, necesita:

* Un cluster de Amazon EKS existente o un cluster de Kubernetes autogestionado con kubect1 instalado.

» Un sistema de archivos Amazon FSx para NetApp ONTAP y una maquina virtual de almacenamiento
(SVM) a la que se puede acceder desde los nodos de trabajo del cluster.

* Nodos de trabajo preparados para "NFS o iSCSI".

@ Asegurese de seguir los pasos de preparacion de nodos necesarios para Amazon Linux y
Ubuntu "Imagenes de maquina de Amazon" (AMI) en funcién del tipo de IAM EKS.

* Astra Trident admite volumenes de SMB montados en pods que se ejecutan solo en nodos de Windows.
Consulte Preparese para aprovisionar los volimenes de SMB para obtener mas detalles.

Integracion de controladores ONTAP SAN y NAS

@ Si esta configurando para volumenes SMB, debe leer Preparese para aprovisionar los
volumenes de SMB antes de crear el back-end.

Pasos
1. Ponga en marcha Astra Trident con una de las "métodos de implementacion”.

2. Recoja el nombre de DNS del LIF de gestion de SVM. Por ejemplo, si utiliza la CLI de AWS, busque el
DNSName entrada en Endpoints — Management tras ejecutar el siguiente comando:

aws fsx describe-storage-virtual-machines --region <file system region>

3. Cree e instale certificados para "Autenticacion de back-end NAS" o. "Autenticacion de entorno de
administracion DE SAN".


https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/what-is-fsx-ontap.html
https://www.netapp.com/blog/amazon-fsx-for-netapp-ontap/
https://docs.netapp.com/es-es/trident-2402/trident-get-started/requirements.html
https://docs.netapp.com/es-es/trident-2402/trident-use/worker-node-prep.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/AMIs.html
https://docs.netapp.com/es-es/trident-2402/trident-get-started/kubernetes-deploy.html
https://docs.netapp.com/es-es/trident-2402/trident-use/ontap-nas-prep.html
https://docs.netapp.com/es-es/trident-2402/trident-use/ontap-san-prep.html
https://docs.netapp.com/es-es/trident-2402/trident-use/ontap-san-prep.html

®

Puede iniciar sesion en el sistema de archivos (por ejemplo, para instalar certificados) con
SSH desde cualquier lugar que pueda llegar al sistema de archivos. Utilice la fsxadmin
Usuario, la contrasena que configurd al crear el sistema de archivos y el nombre DNS de
gestion desde aws fsx describe-file-systems

4. Cree un archivo de entorno de administracion mediante sus certificados y el nombre DNS de la LIF de
gestion, como se muestra en el ejemplo siguiente:

YAML

version: 1

storageDriverName: ontap-san

backendName: customBackendName
managementLIF: svm—XXXXXXXXXXXXXXXXX.Ls5-XXXXXXXXXXXXXXXXX.fsx.us-

east-2.aws.internal

svm:

svmQO1

clientCertificate: ZXROZXJIJwYXB...ICMgJd3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3dulGNsYXNz

JSON

"version": 1,

"storageDriverName": "ontap-san",

"backendName": "customBackendName",

"managementLIF": "svm-XXXXXXXXXXXXXXXXX.fs-
AXXXKXXXKXXKXKXKXXKXKXKXX . fsx.us—-east-2.aws.internal",

"svm": "svmO1l",

"clientCertificate": "ZXROZXJIJwYXB...ICMgJ3BhcGVyc2",

"clientPrivateKey": "vciwKIyAgZG...OcnksIGR1lc2NyaX",

"trustedCACertificate": "zcyBbaG...b3Igb3duIGNsYXNz"

}

Como alternativa, puede crear un archivo backend con las credenciales de SVM (nombre de usuario y
contrasefia) almacenadas en AWS Secret Manager, como se muestra en este ejemplo:



YAML

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
spec:
version: 1
storageDriverName: ontap-nas
backendName: tbc-ontap-nas
svm: svm-name
aws:
fsxFilesystemID: fS—-XXXXXXXXXX
managementLIF:
credentials:
name: "arn:aws:secretsmanager:us-west-2:XXXXXXXX:secret:secret-
name"

type: awsarn

JSON
{
"apiVersion": "trident.netapp.io/v1",
"kind": "TridentBackendConfig",
"metadata": {
"name": "backend-tbc-ontap-nas"
by
"spec": {
"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "tbc-ontap-nas",
"svm": "svm-name",
"aws": {
"fsxFilesystemID": "fs—-xXxxxxxXXxxxX"

}I
"managementLIF": null,
"credentials": {
"name": "arn:aws:secretsmanager:us-west-
21 XXXXXXXX:secret:secret-name",

"type": "awsarn"



Para obtener informacién sobre la creaciéon de back-ends, consulte estos enlaces:

o "Configurar un back-end con controladores NAS de ONTAP"

o "Configuracion de un back-end con controladores SAN de ONTAP"

Preparese para aprovisionar los volumenes de SMB

Puede aprovisionar volumenes SMB mediante el ontap-nas controlador. Antes de completar la tarea
Integracion de controladores ONTAP SAN y NAS complete los siguientes pasos.
Antes de empezar
Para poder aprovisionar volumenes de SMB con el ontap-nas conductor, debe tener lo siguiente.
* Un cluster de Kubernetes con un nodo de controladora Linux y al menos un nodo de trabajo de Windows

que ejecuta Windows Server 2019. Astra Trident admite volumenes de SMB montados en pods que se
ejecutan solo en nodos de Windows.

* Al menos un secreto Astra Trident que contiene sus credenciales de Active Directory. Generar secreto
smbcreds:

kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

* Proxy CSI configurado como servicio de Windows. Para configurar un csi-proxy, consulte "GitHub:
Proxy CSI" o. "GitHub: Proxy CSI para Windows" Para nodos Kubernetes que se ejecutan en Windows.

Pasos

1. Cree recursos compartidos de SMB. Puede crear recursos compartidos de administrador de SMB de una
de dos formas mediante el "Consola de administracion de Microsoft" Complemento carpetas compartidas
o uso de la CLI de ONTAP. Para crear los recursos compartidos de SMB mediante la CLI de ONTAP:

a. Si es necesario, cree la estructura de ruta de acceso de directorio para el recurso compartido.

Lavserver cifs share create comando comprueba la ruta especificada en la opcion -path
durante la creacion del recurso compartido. Si la ruta especificada no existe, el comando falla.

b. Cree un recurso compartido de SMB asociado con la SVM especificada:

vserver cifs share create -vserver vserver name -share-name
share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]

c. Compruebe que se ha creado el recurso compartido:

vserver cifs share show -share-name share name

@ Consulte "Cree un recurso compartido de SMB" para obtener todos los detalles.


https://docs.netapp.com/es-es/trident-2402/trident-use/ontap-nas.html
https://docs.netapp.com/es-es/trident-2402/trident-use/ontap-san.html
https://github.com/kubernetes-csi/csi-proxy
https://github.com/kubernetes-csi/csi-proxy
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://docs.netapp.com/us-en/ontap/smb-config/create-share-task.html

2. Al crear el back-end, debe configurar lo siguiente para especificar volimenes de SMB. Para obtener
informacioén sobre todas las opciones de configuracién del entorno de administracion de ONTAP, consulte

"Opciones y ejemplos de configuracion de FSX para ONTAP".

Parametro Descripcion

smbShare Puede especificar una de las

siguientes opciones: El nombre de

un recurso compartido de SMB
creado con la consola de

administracion de Microsoft o la
interfaz de linea de comandos de

ONTAP, o bien un nombre para

permitir que Astra Trident cree el

recurso compartido de SMB.

Este parametro es obligatorio
para los back-ends de Amazon
FSx para ONTAP.

nasType

nfs.

securityStyle
volumenes.

Debe estar configurado en ntfs
o. mixed Para volimenes SMB.

unixPermissions
debe dejar vacio para

volumenes SMB.

Debe establecer en smb. Si es
nulo, el valor predeterminado es

Estilo de seguridad para nuevos

Modo para volumenes nuevos. Se

Ejemplo

smb-share

smb

ntfs 0. mixed Para volimenes
de SMB

Opciones y ejemplos de configuracion de FSX para ONTAP

Obtenga informacion acerca de las opciones de configuracién de back-end para Amazon
FSX para ONTAP. Esta seccion proporciona ejemplos de configuracion de fondo.

Opciones de configuracién del back-end

Consulte la siguiente tabla para ver las opciones de configuracién del back-end:

Parametro Descripcion
version

Nombre del controlador de
almacenamiento

storageDriverName

Nombre personalizado o el back-
end de almacenamiento

backendName

Ejemplo
Siempre 1

ontap-nas, ontap-nas-
economy, ontap-nas-
flexgroup, ontap-san, ontap-
san-economy

Nombre del conductor + “ ” +
dataLIF



Parametro Descripcion Ejemplo

managementlIF La direccion IP de una LIF de “10.0.0.17, “[2001:1234:abcd::fefe]”
gestion de clusteres o SVM

Se puede especificar un nombre de
dominio completo (FQDN).

Puede configurarse para que utilice
direcciones IPv6 si Astra Trident se
instalé mediante la marca IPv6. Las
direcciones IPv6 deben definirse
entre corchetes, como
[28€8:d9fb:a825:b7bf:69a8:d02f:9e
7b:3555].

datalLIF Direccion IP de LIF de protocolo.

Controladores NAS de ONTAP:
Recomendamos especificar
dataLIF. En caso de no
proporcionar esta informacion,
Astra Trident busca las LIF de
datos desde la SVM. Puede
especificar un nombre de dominio
completo (FQDN) para las
operaciones de montaje de NFS, lo
que permite crear un DNS round-
robin para lograr el equilibrio de
carga entre varios LIF de datos. Se
puede cambiar después del ajuste
inicial. Consulte .

Controladores SAN ONTAP: No
se especifica para iISCSI. Astra
Trident utiliza la asignacion
selectiva de LUN de ONTAP para
descubrir los LIF iSCSI necesarios
para establecer una sesioén de
varias rutas. Se genera una
advertencia si dataLIF se define
explicitamente.

Puede configurarse para que utilice
direcciones IPv6 si Astra Trident se
instalé mediante la marca IPv6. Las
direcciones IPv6 deben definirse
entre corchetes, como
[28e8:d9fb:a825:b7bf:69a8:d02f:9e
7b:3555].



Parametro Descripcion Ejemplo

autoExportPolicy Habilite la creacion y actualizaciéon  false
automatica de la politica de
exportacion [Boolean].

Con el autoExportPolicyy..
autoExportCIDRs Astra Trident
puede gestionar automaticamente
las politicas de exportacion.

autoExportCIDRs Lista de CIDRs para filtrar las IP del "[*0.0.0.0/0”, “:/0"]"
nodo de Kubernetes contra cuando

autoExportPolicy esta
habilitado.

Con el autoExportPolicyy..
autoExportCIDRs Astra Trident
puede gestionar automaticamente
las politicas de exportacion.

labels Conjunto de etiquetas con formato
JSON arbitrario que se aplica en
los volumenes

clientCertificate Valor codificado en base64 del
certificado de cliente. Se utiliza
para autenticacion basada en
certificados

clientPrivateKey Valor codificado en base64 de la
clave privada de cliente. Se utiliza
para autenticacion basada en
certificados

trustedCACertificate Valor codificado en base64 del
certificado de CA de confianza.
Opcional. Se utiliza para
autenticacion basada en
certificados.

username El nombre de usuario para
conectarse al cluster o SVM. Se
utiliza para autenticacion basada
en credenciales. Por ejemplo,
vsadmin.

password La contrasefa para conectarse al
cluster o SVM. Se utiliza para
autenticacion basada en
credenciales.

svm Maquina virtual de almacenamiento Derivado si se especifica una LIF
que usar de gestion de SVM.

10



Parametro

storagePrefix

limitAggregateUsage

limitVolumeSize

lunsPerFlexvol

debugTraceFlags

Descripcion

El prefijo que se utiliza cuando se
aprovisionan volumenes nuevos en
la SVM.

No se puede modificar una vez
creada. Para actualizar este
parametro, debera crear un nuevo
backend.

No especifiques para Amazon
FSx para NetApp ONTAP.

El proporcionado fsxadminy..
vsadmin No incluya los permisos
necesarios para recuperar el uso
de agregados y limitarlo mediante
Astra Trident.

Error en el aprovisionamiento si el
tamafio del volumen solicitado es
superior a este valor.

También restringe el tamafio
maximo de los volumenes que
gestiona para qtrees y LUN, y la
gtreesPerFlexvol Permite
personalizar el nimero maximo de
gtrees por FlexVol.

El nimero maximo de LUN por
FlexVol debe estar comprendido
entre [50 y 200].

Solo SAN.

Indicadores de depuracién que se
deben usar para la solucién de
problemas. Ejemplo, {“api”:false,
“method”:true}

No utilizar debugTraceFlags a
menos que esté solucionando
problemas y necesite un volcado
de registro detallado.

Ejemplo

trident

No utilizar.

(no se aplica de forma
predeterminada)

100

nulo

11



Parametro

nfsMountOptions

nasType

gtreesPerFlexvol

smbShare

12

Descripcion Ejemplo

Lista de opciones de montaje NFS
separadas por comas.

Las opciones de montaje para los
volumenes persistentes de
Kubernetes se especifican
normalmente en tipos de
almacenamiento, pero si no se
especifican opciones de montaje
en una clase de almacenamiento,
Astra Trident se pondra en contacto
con las opciones de montaje
especificadas en el archivo de
configuracion del back-end de
almacenamiento.

Si no se especifican opciones de
montaje en la clase de
almacenamiento o el archivo de
configuracion, Astra Trident no
configurara ninguna opcion de
montaje en un volumen persistente
asociado.

Configure la creacion de nfs
volumenes NFS o SMB.

Las opciones son nfs, smb, 0 nulo.

Debe establecer en smb Para
voliumenes SMB. el valor
predeterminado es null en
volumenes NFS.

El nUmero maximo de qtrees por 200
FlexVol debe estar comprendido
entre [50, 300]

Puede especificar una de las smb-share
siguientes opciones: El nombre de

un recurso compartido de SMB

creado con la consola de

administracién de Microsoft o la

interfaz de linea de comandos de

ONTAP, o bien un nombre para

permitir que Astra Trident cree el

recurso compartido de SMB.

Este parametro es obligatorio para
los back-ends de Amazon FSx para
ONTAP.



Parametro Descripcion Ejemplo

useREST Parametro booleano para usarlas false
API DE REST de ONTAP. Vista
previa técnica

useREST se proporciona como
avance técnico que se
recomienda para entornos de
prueba y no para cargas de trabajo
de produccion. Cuando se
establece en true, Astra Trident
utilizara las APl DE REST de
ONTAP para comunicarse con el
back-end.

Esta funcion requiere ONTAP
9.11.1 o posterior. Ademas, el rol
de inicio de sesion de ONTAP
utilizado debe tener acceso a
ontap cliente mas. Esto esta
satisfecho por el predefinido
vsadminy.. cluster-admin
funciones.

aws Puedes especificar lo siguiente en
el archivo de configuracion de AWS
FSx para ONTAP:
- fsxFilesystemID: Especifique
el ID del sistema de archivos AWS  nn
FSx. nn
- apiRegion: Nombre de la region wn
de la APl de AWS.
- apikey: AWS API key.
- secretKey: AWS clave secreta.

credentials Especifique las credenciales de
FSx SVM que se van a almacenar
en AWS Secret Manager.
- name: Nombre de recurso de
Amazon (ARN) del secreto, que
contiene las credenciales de SVM.
- type: Establecer en awsarn.
Consulte "Cree un secreto de AWS
Secrets Manager" si quiere mas
informacion.

Actualizar dataLIF tras la configuracion inicial

Puede cambiar la LIF de datos tras la configuracion inicial ejecutando el siguiente comando para proporcionar
el nuevo archivo JSON back-end con LIF de datos actualizadas.

13


https://docs.aws.amazon.com/secretsmanager/latest/userguide/create_secret.html
https://docs.aws.amazon.com/secretsmanager/latest/userguide/create_secret.html

tridentctl update backend <backend-name> -f <path-to-backend-json-file-

with-updated-dataLIF>

(D Si los RVP estan conectados a uno o varios pods, deben recuperar todos los pods
correspondientes y, a continuacion, traerlos para que surta efecto el nuevo LIF de datos.

Opciones de configuracion de back-end para el aprovisionamiento de voliumenes

Puede controlar el aprovisionamiento predeterminado utilizando estas opciones en la defaults seccidn de la
configuracion. Para ver un ejemplo, vea los ejemplos de configuracion siguientes.

Parametro

spaceAllocation

spaceReserve

snapshotPolicy

gosPolicy

adaptiveQosPolicy

14

Descripcion

Asignacion de espacio para las
LUN

Modo de reserva de espacio;
“none” (thin) o “VOLUME” (grueso)

Politica de Snapshot que se debe
usar

Grupo de politicas de calidad de
servicio que se asignara a los
volumenes creados. Elija uno de
gosPolicy o adaptiveQosPolicy por
pool de almacenamiento o back-
end.

El uso de grupos de politicas de
calidad de servicio con Astra
Trident requiere ONTAP 9.8 o
posterior.

Recomendamos utilizar un grupo
de politicas QoS no compartido y

garantizar que el grupo de politicas

se aplique a cada componente por

separado. Un grupo de politicas de
calidad de servicio compartido hara

que se aplique el techo para el
rendimiento total de todas las
cargas de trabajo.

Grupo de politicas de calidad de
servicio adaptativo que permite
asignar los volumenes creados.
Elija uno de qosPolicy o
adaptiveQosPolicy por pool de
almacenamiento o back-end.

no admitido por ontap-nas-
Economy.

Predeterminado

true

none

none



Parametro

snapshotReserve
splitOnClone

encryption

luksEncryption

tieringPolicy

unixPermissions

securityStyle

Configuraciones de ejemplo

Descripcion

Porcentaje de volumen reservado

para snapshots «0»

Divida un clon de su elemento
principal al crearlo

Habilite el cifrado de volumenes de

NetApp (NVE) en el volumen

nuevo; el valor predeterminado es

false. Para usar esta opcion,

debe tener una licencia para NVE y

habilitarse en el cluster.

Si NAE esta habilitado en el back-

end, cualquier volumen
aprovisionado en Astra Trident
estara habilitado para NAE.

Para obtener mas informacion,
consulte: "Cémo funciona Astra
Trident con NVE y NAE".

Active el cifrado LUKS. Consulte
"Usar la configuracién de clave
unificada de Linux (LUKS)".

Solo SAN.

Politica de organizacién en niveles

para utilizar none

Modo para volumenes nuevos.

Dejar vacio para volumenes
SMB.

Estilo de seguridad para nuevos
volumenes.

Compatibilidad con NFS mixed y..

unix estilos de seguridad.

SMB admite mixed y.. ntfs estilos

de seguridad.

Predeterminado

Si snapshotPolicy es none,
else™

false

false

snapshot-only Para
configuraciones anteriores a
ONTAP 9,5 SVM-DR

El valor predeterminado de NFS es

unix.

La opcion predeterminada de SMB

esntfs.
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Configuracion de la clase de almacenamiento para voliumenes SMB

Uso nasType, node-stage-secret-name, Y. node-stage-secret-namespace, Puede especificar
un volumen SMB y proporcionar las credenciales necesarias de Active Directory. Se admiten los

volumenes de SMB mediante el ontap-nas soélo conductor.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: nas-smb-sc
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-nas"
trident.netapp.io/nasType: "smb"

csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"
Configuracion para AWS FSx para ONTAP con administrador secreto
apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
spec:
version: 1
storageDriverName: ontap-nas
backendName: tbc-ontap-nas
svm: svm-name
aws:
fsxFilesystemID: fS—-XXXXXXXXXX
managementLIF:
credentials:
name: "arn:aws:secretsmanager:us-west-2:XXXXXXXX:secret
name"

type: awsarn

:secret-

Configura la version 23,10 del complemento Astra Trident

EKS en el cluster de EKS

Astra Trident optimiza la gestion del almacenamiento de Amazon FSx para NetApp
ONTAP en Kubernetes para que sus desarrolladores y administradores se centren en la
puesta en marcha de aplicaciones. El complemento Astra Trident EKS incluye las ultimas
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revisiones de seguridad, correcciones de errores y AWS lo valida para que funcione con
Amazon EKS. El complemento EKS le permite garantizar de forma constante que sus
clusteres de Amazon EKS sean seguros y estables y reducir la cantidad de trabajo que

necesita para instalar, configurar y actualizar complementos.

Requisitos previos

Asegurate de disponer de lo siguiente antes de configurar el complemento Astra Trident para AWS EKS:

* Una cuenta de cluster de Amazon EKS con suscripcion complementaria

* Permisos de AWS para AWS Marketplace:
"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* Tipo de AMI: Amazon Linux 2 (AL2_x86_64) o Amazon Linux 2 Arm (AL2_ARM_64)

* Tipo de nodo: AMD o ARM

» Un sistema de archivos Amazon FSx para NetApp ONTAP existente

Pasos

1. En tu cluster de EKS Kubernetes, navega a la pestafia Add-ons.

EKS > Clusters D netapp-test

netapp-test

(D End of support for Kubernetes version 1.26 s June 2024, f you don'tupdate your cluster ta 2 later version before that date, it will automatically enter axtended support. After the extended support

praview ends, clusters on versions in extendod suppart will be subject to additional fees. Leam more [

¥ Cluster info et

Kubesmutes verslon il

Status
@ Acthoe 126

Overview Resources Compute Networking Add-ons Authentication Observability Update history Tags
Add-ons (3] e
Q. Find odd-on Auvy category W Aavy status b1

2. Vaya a AWS Marketplace add-ons y elija la categoria storage.

EXS

Update now |

|C' | Delete cluster |
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AWS Marketplace add-ons (1) ||

Disarvay, sisbacriter b g corfigure EK% aod-om to enhance yoee CXF chatm

0, Fard oddfeon |

Filtbiring ofxsons

starage ¥ Any vpndor |:!r|jpriun|}rnudil r Clear filters |

RiNetApp  AstraTrident by NetApp o
Axirm Tradent sreamiiees L s for Meedpp ONTAP viorage massgemern » Esberness iu et
o Sl npers and adminkitrasons focin on spolcaton deployment, Fh for ONTAR Besibdity,
wpalatd ity and rtegraton apaAtiey ke 1 1B desl chpes for srgamigatoen serkmyg o
arnmneristd A1arage ok e, Mool ur'_hltE

Category Lsted by Copported warisdid  Prlong starthng ot
Morage NotApg, Inc, B 127 1,26, 1,25, Wiew pricing
124,123 drtaiy [#

—

3. Localiza AstraTrident by NetApp y selecciona la casilla de verificacion para el complemento Astra

Trident.

4. Elija la version deseada del complemento.

Astra Trident by NetApp

Listed by Category Statr
MkstApe storage ) Ready to install
You're subscribed to this software View subscription J !
Yau can view the termis and pricing details for this product or choose
another offer if one is avaitable,
‘erslon
Sebec) b wiiion For this dd-on
V23 10U0-chealbmalel 1 v |
Select LAM rode
Sarlech o UMM prde By Lsed Wt T S0 Torcreain 5 rcw Fole, Tolloe (P imbrudiioms im thee Amuoon EXS L Guide L.
MNat set & |
(53 Fn'l'.rrmd:'s
Not et

| This goic-on will use-the 1AM rote ol Ehe nods whse I s

W

5. Seleccione la opcion Rol IAM que desea heredar del nodo.

6. Configure cualquier configuracion opcional segun sea necesario y seleccione Siguiente.
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Review and add

Step 1: Select add-ons | e |

Selected add-ons

O\ Find add-an 1
Add-on naeme Y Type v Skafiun
metapp trident-operator oo @) Ready to imzald

Step Z: Configure selected add-ons settings | Edit |

Selected add-ons version

Fedel-gen NI Wi 1AM il

et —p ator I3 10.0-whabsailed. 1 Inhptt dreem pode

Cancel Previous | [CEraate
ol ==

7. Seleccione Crear.

8. Compruebe que el estado del complemento es Active.

Ao (1] a .

e hiduaTridumt by Msihpp

Instalar/desinstalar el complemento Astra Trident EKS mediante la CLI

Instale el complemento Astra Trident EKS mediante la CLI:

Los siguientes comandos de ejemplo instalan el complemento Astra Trident EKS:

eksctl create addon --cluster K8s-arm --name netapp trident-operator --version
v23.10.0-eksbuild.

eksctl create addon --cluster K8s-arm --name netapp trident-operator --version
v23.10.0-eksbuild.1 (con una version dedicada)

Desinstale el complemento Astra Trident EKS mediante la CLI:

El siguiente comando desinstala el complemento Astra Trident EKS:
eksctl delete addon --cluster K8s-arm —--name netapp trident-operator
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Informacién de copyright

Copyright © 2026 NetApp, Inc. Todos los derechos reservados. Imprimido en EE. UU. No se puede reproducir
este documento protegido por copyright ni parte del mismo de ninguna forma ni por ningin medio (grafico,
electrénico o mecanico, incluidas fotocopias, grabaciones o almacenamiento en un sistema de recuperacion
electrénico) sin la autorizacion previa y por escrito del propietario del copyright.

El software derivado del material de NetApp con copyright esta sujeto a la siguiente licencia y exencion de
responsabilidad:

ESTE SOFTWARE LO PROPORCIONA NETAPP «TAL CUAL» Y SIN NINGUNA GARANTIA EXPRESA O
IMPLICITA, INCLUYENDO, SIN LIMITAR, LAS GARANTIAS IMPLICITAS DE COMERCIALIZACION O
IDONEIDAD PARA UN FIN CONCRETO, CUYA RESPONSABILIDAD QUEDA EXIMIDA POR EL PRESENTE
DOCUMENTO. EN NINGUN CASO NETAPP SERA RESPONSABLE DE NINGUN DANO DIRECTO,
INDIRECTO, ESPECIAL, EJEMPLAR O RESULTANTE (INCLUYENDO, ENTRE OTROS, LA OBTENCION
DE BIENES O SERVICIOS SUSTITUTIVOS, PERDIDA DE USO, DE DATOS O DE BENEFICIOS, O
INTERRUPCION DE LAACTIVIDAD EMPRESARIAL) CUALQUIERA SEA EL MODO EN EL QUE SE
PRODUJERON Y LA TEORIA DE RESPONSABILIDAD QUE SE APLIQUE, YA SEA EN CONTRATO,
RESPONSABILIDAD OBJETIVA O AGRAVIO (INCLUIDA LA NEGLIGENCIA U OTRO TIPO), QUE SURJAN
DE ALGUN MODO DEL USO DE ESTE SOFTWARE, INCLUSO S| HUBIEREN SIDO ADVERTIDOS DE LA
POSIBILIDAD DE TALES DANOS.

NetApp se reserva el derecho de modificar cualquiera de los productos aqui descritos en cualquier momento y
sin aviso previo. NetApp no asume ningun tipo de responsabilidad que surja del uso de los productos aqui
descritos, excepto aquello expresamente acordado por escrito por parte de NetApp. El uso o adquisiciéon de
este producto no lleva implicita ninguna licencia con derechos de patente, de marcas comerciales o cualquier
otro derecho de propiedad intelectual de NetApp.

Es posible que el producto que se describe en este manual esté protegido por una o mas patentes de EE.
UU., patentes extranjeras o solicitudes pendientes.

LEYENDA DE DERECHOS LIMITADOS: el uso, la copia o la divulgacion por parte del gobierno estan sujetos
a las restricciones establecidas en el subparrafo (b)(3) de los derechos de datos técnicos y productos no
comerciales de DFARS 252.227-7013 (FEB de 2014) y FAR 52.227-19 (DIC de 2007).

Los datos aqui contenidos pertenecen a un producto comercial o servicio comercial (como se define en FAR
2.101) y son propiedad de NetApp, Inc. Todos los datos técnicos y el software informatico de NetApp que se
proporcionan en este Acuerdo tienen una naturaleza comercial y se han desarrollado exclusivamente con
fondos privados. El Gobierno de EE. UU. tiene una licencia limitada, irrevocable, no exclusiva, no transferible,
no sublicenciable y de alcance mundial para utilizar los Datos en relacion con el contrato del Gobierno de los
Estados Unidos bajo el cual se proporcionaron los Datos. Excepto que aqui se disponga lo contrario, los Datos
no se pueden utilizar, desvelar, reproducir, modificar, interpretar o mostrar sin la previa aprobacién por escrito
de NetApp, Inc. Los derechos de licencia del Gobierno de los Estados Unidos de América y su Departamento
de Defensa se limitan a los derechos identificados en la clausula 252.227-7015(b) de la seccién DFARS (FEB
de 2014).

Informacién de la marca comercial
NETAPP, el logotipo de NETAPP y las marcas que constan en http://www.netapp.com/TM son marcas

comerciales de NetApp, Inc. El resto de nombres de empresa y de producto pueden ser marcas comerciales
de sus respectivos propietarios.
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