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NetApp Volumes para Google Cloud
Configura un back-end de Google Cloud NetApp Volumes

Ahora puede configurar Google Cloud NetApp Volumes como back-end para Trident.
Puede adjuntar volumenes de NFS y SMB a través de un back-end de Google Cloud
NetApp Volumes.

Detalles del controlador de Google Cloud NetApp Volumes

Trident proporciona google-cloud-netapp-volumes el controlador para comunicarse con el cluster. Los
modos de acceso admitidos son: ReadWriteOnce (RWO), ReadOnlyMany (ROX), ReadWriteMany (RWX),
ReadWriteOncePod (RWOP).

Controlador Protocolo VolumeMo Modos de acceso Sistemas de archivos
de compatibles compatibles

google-cloud- BLOQUE Sistema de RWO, ROX, RWX, RWOP nfs, smb
netapp-volumes DE archivos

MENSAJES

DEL

SERVIDOR

NFS

Identidad de nube para GKE

La identidad de cloud permite a los pods de Kubernetes acceder a los recursos de Google Cloud
autenticandose como identidad de carga de trabajo en lugar de proporcionando credenciales explicitas de
Google Cloud.

Para aprovechar la identidad de la nube en Google Cloud, debes tener:

* Un cluster de Kubernetes puesto en marcha mediante GKE.

+ Identidad de carga de trabajo configurada en el cluster de GKE y el servidor de metadatos de GKE
configurado en los pools de nodos.

* Una cuenta de servicio de GCP con el rol NetApp Volumes Admin de Google Cloud (roles/NetApp.admin)
o un rol personalizado.

 Trident instalado que incluye el cloudProvider para especificar «GCP» y cloudldentity especificando la
nueva cuenta de servicio de GCP. A continuacion se muestra un ejemplo.



Operador de Trident

Para instalar Trident mediante el operador Trident, edite tridentorchestrator cr.yaml en
Establecer cloudProvider en "GCP" y establezca cloudIdentity en iam.gke.io/gcp-
service-account: cloudvolumes-admin-
sal@mygcpproject.iam.gserviceaccount.comn.

Por ejemplo:

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "GCP"
cloudIdentity: 'iam.gke.io/gcp-service-account: cloudvolumes-
admin-sa@mygcpproject.iam.gserviceaccount.com'

Timoén
Establezca los valores para los indicadores cloud-provider (CP) y cloud-identity (Cl) utilizando las
siguientes variables de entorno:

export CP="GCP"
export ANNOTATION="'iam.gke.io/gcp-service-account: cloudvolumes-admin-
sal@mygcpproject.iam.gserviceaccount.com'"

En el siguiente ejemplo se instala Trident y se establece cloudProvider en GCP mediante la
variable de entorno $CP y se establece el cloudIdentity uso de la variable de entorno
SANNOTATION :

helm install trident trident-operator-100.2502.0.tgz --set
cloudProvider=$CP --set cloudIdentity="S$SANNOTATION"

<code>tridentcti</code>

Establezca los valores para los indicadores cloud provider y cloud identity utilizando las siguientes
variables de entorno:

export CP="GCP"
export ANNOTATION="'iam.gke.io/gcp-service-account: cloudvolumes—-admin-
sal@mygcpproject.iam.gserviceaccount.com'"

En el siguiente ejemplo se instala Trident y se establece el cloud-provider indicador en $CP, y
cloud-identity en SANNOTATION:



tridentctl install --cloud-provider=$CP --cloud
-identity="SANNOTATION" -n trident

Preparate para configurar un back-end de Google Cloud
NetApp Volumes

Para poder configurar el back-end de Google Cloud NetApp Volumes, debe asegurarse
de que se cumplan los siguientes requisitos.

Requisitos previos para volumenes de NFS

Si utiliza Google Cloud NetApp Volumes por primera vez o en una ubicaciéon nueva, es necesario tener alguna
configuracion inicial para configurar voliumenes de Google Cloud NetApp y crear un volumen NFS. Consulte
"Antes de empezar".

Asegurate de disponer de lo siguiente antes de configurar el back-end de Google Cloud NetApp Volumes:

* Una cuenta de Google Cloud configurada con el servicio NetApp Volumes de Google Cloud. Consulte
"NetApp Volumes para Google Cloud".

* Numero de proyecto de tu cuenta de Google Cloud. Consulte "Identificacion de proyectos”.

* Una cuenta de servicio de Google Cloud con el rol Administrador de voliumenes de NetApp
(roles/netapp.admin). Consulte "Funciones y permisos de Identity and Access Management".

 Archivo de claves de API para tu cuenta de GCNV. Consulte "Cree una clave de cuenta de servicio"

* Un pool de almacenamiento. Consulte "Informacion general sobre pools de almacenamiento”.

Para obtener mas informacién acerca de como configurar el acceso a volumenes de Google Cloud NetApp,
consulte "Configure el acceso a Google Cloud NetApp Volumes".

Opciones de configuracion y ejemplos de back-end de
Google Cloud NetApp Volumes

Obtén mas informacidn sobre las opciones de configuracion del back-end para Google
Cloud NetApp Volumes y revisa los ejemplos de configuracion.
Opciones de configuracion del back-end

Cada back-end aprovisiona volumenes en una unica regién de Google Cloud. Para crear volumenes en otras
regiones, se pueden definir back-ends adicionales.

Parametro Descripcion Predeterminado

version Siempre 1


https://cloud.google.com/netapp/volumes/docs/before-you-begin/application-resilience
https://cloud.google.com/netapp-volumes
https://cloud.google.com/resource-manager/docs/creating-managing-projects#identifying_projects
https://cloud.google.com/netapp/volumes/docs/get-started/configure-access/iam#roles_and_permissions
https://cloud.google.com/iam/docs/keys-create-delete#creating
https://cloud.google.com/netapp/volumes/docs/configure-and-use/storage-pools/overview
https://cloud.google.com/netapp/volumes/docs/get-started/configure-access/workflow#before_you_begin

Parametro

storageDriverName

backendName

storagePools

projectNumber

location

apiKey

nfsMountOptions

limitVolumeSize

servicelevel

network

debugTraceFlags

Descripcion Predeterminado

Nombre del controlador de almacenamiento El valor de
storageDriverName
debe especificarse como
«google-cloud-netapp-
Volumes».

(Opcional) Nombre personalizado del back-end de Nombre de controlador +
almacenamiento " "+ parte de la clave de

API

Parametro opcional que se utiliza para especificar
pools de almacenamiento para la creacion del
volumen.

Numero de proyecto de cuenta de Google Cloud. El
valor esta disponible en la pagina de inicio del portal
de Google Cloud.

La ubicacion de Google Cloud donde Trident crea
volumenes de GCNV. Al crear clusteres de
Kubernetes entre regiones, los volumenes creados en
un location se pueden usar en cargas de trabajo
programadas en nodos de varias regiones de Google
Cloud. El trafico entre regiones conlleva un coste
adicional.

La clave de la API para la cuenta de servicio de
Google Cloud con netapp.admin el rol. Incluye el
contenido en formato JSON del archivo de clave
privada de una cuenta de servicio de Google Cloud
(copiado literal en el archivo de configuracion de
back-end). apiKey Debe incluir pares
clave-valor para las siguientes claves
‘type:,,,,project idclient email
client id,,auth uri token uri

auth provider x509 cert url,y
client x509 cert url.

Control preciso de las opciones de montaje NFS. "nfsvers=3"

No se puede aprovisionar si el tamafio del volumen (no se aplica de forma
solicitado es superior a este valor. predeterminada)

El nivel de servicio de un pool de almacenamiento y
sus volumenes. Los valores son flex, standard,
premium, O extreme.

La red de Google Cloud utilizada para los volumenes
GCNV.

Indicadores de depuracion que se deben usar parala nulo
solucion de problemas. Ejemplo, {"api":false,
"method":true}. No lo utilice a menos que esté
solucionando problemas y necesite un volcado de

registro detallado.



Predeterminado

Parametro Descripcion
nasType Configure la creacion de volumenes NFS o SMB. Las nfs
opciones son nfs smb o nulas. El valor
predeterminado es nulo en volumenes de NFS.
supportedTopologies Representa una lista de regiones y zonas soportadas

por este backend. Para obtener mas informacion,

consulte "Utilice Topologia CSI". Por ejemplo:

supportedTopologies:

- topology.kubernetes.io/region:
eastl
topology.kubernetes.io/zone:
a

Opciones de aprovisionamiento de volumenes

asia-

asia-eastl-

Puede controlar el aprovisionamiento de volumenes predeterminado en defaults la seccidn del archivo de

configuracion.

Parametro Descripcion

exportRule Las reglas de exportacién de
nuevos volumenes. Debe ser una
lista separada por comas de
cualquier combinacion de
direcciones IPv4.

snapshotDir Acceso al . snapshot directorio

snapshotReserve Porcentaje de volumen reservado
para las Snapshot

unixPermissions Los permisos unix de nuevos

volumenes (4 digitos octal).

Configuraciones de ejemplo

Predeterminado

"0.0.0.0/0"

“True” para NFSv4 “false” para
NFSv3

" (aceptar valor por defecto de 0)

Los ejemplos siguientes muestran configuraciones basicas que dejan la mayoria de los parametros en los
valores predeterminados. Esta es la forma mas sencilla de definir un back-end.


https://docs.netapp.com/es-es/trident-2502/trident-use/csi-topology.html

Configuracién minima

Esta es la configuracién minima absoluta del back-end. Con esta configuracion, Trident detecta todos sus
pools de almacenamiento delegados a volumenes de Google Cloud NetApp en la ubicacion configurada
y coloca volumenes nuevos en uno de esos pools de forma aleatoria. Dado que nasType se omite, nfs
se aplica el valor predeterminado y el back-end se aprovisionara para los volumenes de NFS.

Esta configuracion es ideal cuando solo vas a empezar a usar Google Cloud NetApp Volumes e
intentarlo, pero en la practica probablemente necesites proporcionar un ambito adicional para los
volumenes que aprovisionas.



apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-gcnv-secret
type: Opaque
stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX50])Y9m\n
XsYgogyxy4zg701lwWgLwGa==\n

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-west6
servicelevel: premium
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret



Configuracién para volimenes SMB

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnvl
namespace: trident
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123456789"
location: asia-eastl
servicelevel: flex
nasType: smb
apiKey:
type: service account
project id: cloud-native-data
client email: trident-sample@cloud-native-
data.iam.gserviceaccount.com
client id: "123456789737813416734"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/trident-
sample%40cloud-native-data.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret



Configuracion con filtro StoragePools



apiVersion: vl

kind: Secret

metadata:
name: backend-tbc-gcnv-secret

type: Opaque

stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
XsYgbgyxy4zg70lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-west6
servicelevel: premium
storagePools:
- premium-pooll-europe-west6
- premium-pool2-europe-west6
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret



Configuracion de pool virtual

Esta configuracion de backend define varios pools virtuales en un Unico archivo. Los pools virtuales se
definen en storage la seccion. Son utiles cuando tienes varios pools de almacenamiento que admiten
diferentes niveles de servicio y deseas crear clases de almacenamiento en Kubernetes que las
representen. Las etiquetas de pools virtuales se utilizan para diferenciar los pools. Por ejemplo, en el
ejemplo que aparece a continuacion performance , se utiliza la etiqueta y serviceLevel el tipo para
diferenciar los pools virtuales.

También puede configurar algunos valores predeterminados para que sean aplicables a todos los pools
virtuales y sobrescribir los valores predeterminados de los pools virtuales individuales. En el siguiente
ejemplo, snapshotReserve y exportRule sirven como valores predeterminados para todos los pools
virtuales.

Para obtener mas informacion, consulte "Pools virtuales".

apiVersion: vl

kind: Secret

metadata:
name: backend-tbc-gcnv-secret

type: Opaque

stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/qp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
XsYgbgyxy4zg70lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-west6
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prodlmy-gcnv-

project.iam.gserviceaccount.com

11


https://docs.netapp.com/es-es/trident-2502/trident-concepts/virtual-storage-pool.html

client id: "103346282737811234567"

auth uri: https://accounts.google.com/o/ocauth2/auth

token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/v1l/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod$40my-
gcnv-project.iam.gserviceaccount.com

credentials:
name: backend-tbc-gcnv-secret

defaults:
snapshotReserve: "10"
exportRule: 10.0.0.0/24
storage:
- labels:

performance: extreme

servicelevel: extreme

defaults:
snapshotReserve: "5"
exportRule: 0.0.0.0/0
- labels:

performance: premium
servicelevel: premium
- labels:
performance: standard

servicelevel: standard

Identidad de nube para GKE

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcp-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: '012345678901"
network: gcnv-network
location: us-west2
servicelLevel: Premium

storagePool: pool-premiuml

12



Configuracién de topologias admitidas

Trident facilita el aprovisionamiento de volumenes para cargas de trabajo segun regiones y zonas de
disponibilidad. El supportedTopologies bloque en esta configuracion de backend se utiliza para
proporcionar una lista de regiones y zonas por backend. Los valores de region y zona especificados aqui
deben coincidir con los valores de regidon y zona de las etiquetas de cada nodo de cluster de Kubernetes.
Estas regiones y zonas representan la lista de valores permitidos que se pueden proporcionar en una
clase de almacenamiento. Para las clases de almacenamiento que contienen un subconjunto de las
regiones y zonas proporcionadas en un backend, Trident crea volumenes en la regidon y zona
mencionadas. Para obtener mas informacion, consulte "Utilice Topologia CSI".

version: 1
storageDriverName: google-cloud-netapp-volumes
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%91e5713aa
clientSecret: SECRET
location: asia-eastl
servicelevel: flex
supportedTopologies:
- topology.kubernetes.io/region: asia-eastl
topology.kubernetes.io/zone: asia-eastl-a
- topology.kubernetes.io/region: asia-eastl

topology.kubernetes.io/zone: asia-eastl-Db

El futuro

Después de crear el archivo de configuracion del back-end, ejecute el siguiente comando:

kubectl create -f <backend-file>

Para verificar que el backend se ha creado correctamente, ejecute el siguiente comando:

kubectl get tridentbackendconfig

NAME BACKEND NAME BACKEND UUID

PHASE STATUS

backend-tbc-gcnv backend-tbc-gcnv b2fd1£f£f9-b234-477e-88£d-713913294£65
Bound Success

Si la creacion del back-end falla, algo esta mal con la configuracién del back-end. Puede describir el backend
con el kubectl get tridentbackendconfig <backend-name> comando o ver los logs para determinar
la causa ejecutando el siguiente comando:

13
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tridentctl logs

Después de identificar y corregir el problema con el archivo de configuracion, puede suprimir el backend y
ejecutar el comando create de nuevo.

Definiciones de clases de almacenamiento

La siguiente es una definicion basica StorageClass que hace referencia al backend anterior.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: gcnv-nfs-sc
provisioner: csi.trident.netapp.io
parameters:
backendType: "google-cloud-netapp-volumes"

Ejemplo de definiciones usando el parameter.selector campo:

Mediante el uso parameter.selector de puede especificar para cada uno StorageClass de los "pool
virtual" que se utiliza para alojar un volumen. Los aspectos definidos en el pool elegido seran el volumen.

14


https://docs.netapp.com/es-es/trident-2502/trident-concepts/virtual-storage-pool.html
https://docs.netapp.com/es-es/trident-2502/trident-concepts/virtual-storage-pool.html

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: extreme-sc
provisioner: csi.trident.netapp.io
parameters:
selector: performance=extreme
backendType: google-cloud-netapp-volumes

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: premium-sc
provisioner: csi.trident.netapp.io
parameters:

selector: performance=premium

backendType: google-cloud-netapp-volumes

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: standard-sc
provisioner: csi.trident.netapp.io
parameters:
selector: performance=standard
backendType: google-cloud-netapp-volumes

Para obtener mas informacion sobre las clases de almacenamiento, consulte "Cree una clase de
almacenamiento”.

Definiciones de ejemplo de volimenes SMB

Con nasType, node-stage-secret-name Y node-stage-secret-namespace, puede especificar un
volumen SMB y proporcionar las credenciales de Active Directory necesarias. Se puede utilizar cualquier
usuario/contrasefia de Active Directory con permisos o sin permisos para el secreto de etapa de nodos.

15


https://docs.netapp.com/es-es/trident-2502/trident-use/create-stor-class.html
https://docs.netapp.com/es-es/trident-2502/trident-use/create-stor-class.html

Configuracién basica en el espacio de nombres predeterminado

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: gcnv-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"

Uso de diferentes secretos por espacio de nombres

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: gcnv-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

Uso de diferentes secretos por volumen

16

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: gcnv-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}
csi.storage.k8s.io/node-stage-secret-namespace: S${pvc.namespace}



@ nasType: smb Filtros para pools que admiten volimenes SMB. nasType: nfs O nasType:

null filtros para pools NFS.
Ejemplo de definicion de PVC

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: gcnv-nfs-pvc
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 100Gi
storageClassName: gcnv-nfs-sc

Para verificar si la RVP esta vinculada, ejecute el siguiente comando:

kubectl get pvc gcnv-nfs-pvc

NAME STATUS VOLUME

ACCESS MODES STORAGECLASS AGE
gcnv-—nfs-pvc Bound pvc-b00£f2414-e229-40e6-9b16-ee03eb79%a213

RWX gcnv-nfs-sc  1m

CAPACITY

100G1

17
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INDIRECTO, ESPECIAL, EJEMPLAR O RESULTANTE (INCLUYENDO, ENTRE OTROS, LA OBTENCION
DE BIENES O SERVICIOS SUSTITUTIVOS, PERDIDA DE USO, DE DATOS O DE BENEFICIOS, O
INTERRUPCION DE LAACTIVIDAD EMPRESARIAL) CUALQUIERA SEA EL MODO EN EL QUE SE
PRODUJERON Y LA TEORIA DE RESPONSABILIDAD QUE SE APLIQUE, YA SEA EN CONTRATO,
RESPONSABILIDAD OBJETIVA O AGRAVIO (INCLUIDA LA NEGLIGENCIA U OTRO TIPO), QUE SURJAN
DE ALGUN MODO DEL USO DE ESTE SOFTWARE, INCLUSO S| HUBIEREN SIDO ADVERTIDOS DE LA
POSIBILIDAD DE TALES DANOS.

NetApp se reserva el derecho de modificar cualquiera de los productos aqui descritos en cualquier momento y
sin aviso previo. NetApp no asume ningun tipo de responsabilidad que surja del uso de los productos aqui
descritos, excepto aquello expresamente acordado por escrito por parte de NetApp. El uso o adquisiciéon de
este producto no lleva implicita ninguna licencia con derechos de patente, de marcas comerciales o cualquier
otro derecho de propiedad intelectual de NetApp.

Es posible que el producto que se describe en este manual esté protegido por una o mas patentes de EE.
UU., patentes extranjeras o solicitudes pendientes.

LEYENDA DE DERECHOS LIMITADOS: el uso, la copia o la divulgacion por parte del gobierno estan sujetos
a las restricciones establecidas en el subparrafo (b)(3) de los derechos de datos técnicos y productos no
comerciales de DFARS 252.227-7013 (FEB de 2014) y FAR 52.227-19 (DIC de 2007).

Los datos aqui contenidos pertenecen a un producto comercial o servicio comercial (como se define en FAR
2.101) y son propiedad de NetApp, Inc. Todos los datos técnicos y el software informatico de NetApp que se
proporcionan en este Acuerdo tienen una naturaleza comercial y se han desarrollado exclusivamente con
fondos privados. El Gobierno de EE. UU. tiene una licencia limitada, irrevocable, no exclusiva, no transferible,
no sublicenciable y de alcance mundial para utilizar los Datos en relacion con el contrato del Gobierno de los
Estados Unidos bajo el cual se proporcionaron los Datos. Excepto que aqui se disponga lo contrario, los Datos
no se pueden utilizar, desvelar, reproducir, modificar, interpretar o mostrar sin la previa aprobacién por escrito
de NetApp, Inc. Los derechos de licencia del Gobierno de los Estados Unidos de América y su Departamento
de Defensa se limitan a los derechos identificados en la clausula 252.227-7015(b) de la seccién DFARS (FEB
de 2014).

Informacién de la marca comercial
NETAPP, el logotipo de NETAPP y las marcas que constan en http://www.netapp.com/TM son marcas

comerciales de NetApp, Inc. El resto de nombres de empresa y de producto pueden ser marcas comerciales
de sus respectivos propietarios.
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