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Controladores NAS ONTAP

Descripcion general del controlador NAS de ONTAP

Aprenda a configurar un backend de ONTAP con ONTAP y los controladores NAS de
Cloud Volumes ONTAP .

Detalles del controlador NAS de ONTAP

Trident proporciona los siguientes controladores de almacenamiento NAS para comunicarse con el cluster
ONTAP . Los modos de acceso compatibles son: ReadWriteOnce (RWO), ReadOnlyMany (ROX),
ReadWriteMany (RWX), ReadWriteOncePod (RWOP).

Conductor Protocolo modo de Modos de acceso Sistemas de archivos
volumen compatibles compatibles
ontap-nas NFS SMB Sistema de RWO, ROX, RWX, RWOP " nfs, smb
archivos

Ontap—nas—economy NFS SMB Sistema de RWO, ROX, RWX, RWOP "“, nfs , smb
archivos

ontap-nas-flexgroup NFS SMB Sistema de RWO, ROX, RWX, RWOP " nfs, smb
archivos

* Usar ontap-san-economy solo si se espera que el recuento de uso de volumen
persistente sea superior a"limites de volumen ONTAP compatibles" .

* Usar ontap-nas-economy solo si se espera que el recuento de uso de volumen
persistente sea superior a"limites de volumen ONTAP compatibles"y el ontap-san-
@ economy El controlador no se puede utilizar.

* No usar ontap-nas-economy Si prevé la necesidad de proteccion de datos, recuperacion
ante desastres o movilidad.

* NetApp no recomienda usar el crecimiento automatico de Flexvol en todos los controladores
ONTAP , excepto en ontap-san. Como solucion alternativa, Trident admite el uso de reserva
de instantaneas y escala los volumenes Flexvol en consecuencia.

Permisos de usuario

Trident espera ejecutarse como administrador de ONTAP o SVM, normalmente utilizando el admin usuario del
cluster o un vsadmin Usuario de SVM, o un usuario con un nombre diferente que tenga la misma funcion.

Para implementaciones de Amazon FSx for NetApp ONTAP , Trident requiere ejecutarse como administrador
de ONTAP o SVM, utilizando el cluster. fsxadmin usuario o un vsadmin Usuario de SVM, o un usuario con
un nombre diferente que tenga la misma funcion. El fsxadmin El usuario es un reemplazo limitado para el
usuario administrador del cluster.


https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html

Si utiliza el 1imitAggregateUsage Se requieren permisos de administrador de cluster para

@ este parametro. Al utilizar Amazon FSx for NetApp ONTAP con Trident,
limitAggregateUsage El parametro no funcionara con el vsadmin y fsxadmin cuentas de
usuario. La operacion de configuracion fallara si especifica este parametro.

Si bien es posible crear un rol mas restrictivo dentro de ONTAP que pueda usar un controlador Trident , no lo
recomendamos. La mayoria de las nuevas versiones de Trident utilizaran API adicionales que habria que
tener en cuenta, lo que dificultaria las actualizaciones y las haria propensas a errores.

Preparese para configurar un backend con controladores
NAS ONTAP.

Comprenda los requisitos, las opciones de autenticacion y las politicas de exportacion
para configurar un backend ONTAP con controladores ONTAP NAS.

Requisitos

 Para todos los backends de ONTAP , Trident requiere que se asigne al menos un agregado al SVM.

* Puedes ejecutar mas de un controlador y crear clases de almacenamiento que apunten a uno u otro. Por
ejemplo, podrias configurar una clase Gold que utilice la ontap-nas conductor y una clase Bronce que
utiliza el ontap-nas—-economy uno.

» Todos tus nodos de trabajo de Kubernetes deben tener instaladas las herramientas NFS apropiadas.
Referirse a"aqui" Para mas detalles.

* Trident solo admite volumenes SMB montados en pods que se ejecutan en nodos Windows. Referirse a
Preparar el aprovisionamiento de volumenes SMB Para mas detalles.

Autenticar el backend de ONTAP

Trident ofrece dos modos de autenticacion de un backend ONTAP .

» Basado en credenciales: Este modo requiere permisos suficientes para el backend de ONTAP . Se
recomienda utilizar una cuenta asociada a un rol de inicio de sesién de seguridad predefinido, como por
ejemplo: admin 0 vsadmin para garantizar la maxima compatibilidad con las versiones de ONTAP .

» Basado en certificados: Este modo requiere un certificado instalado en el backend para que Trident se
comunique con un cluster ONTAP . Aqui, la definicion del backend debe contener valores codificados en
Base64 del certificado del cliente, la clave y el certificado de CA de confianza si se utiliza (recomendado).

Puedes actualizar los sistemas backend existentes para alternar entre métodos basados en credenciales y
meétodos basados en certificados. Sin embargo, solo se admite un método de autenticacion a la vez. Para
cambiar a un método de autenticacion diferente, debe eliminar el método existente de la configuracion del
backend.

Si intenta proporcionar tanto credenciales como certificados, la creacion del backend fallara
con un error que indica que se proporciond mas de un método de autenticacion en el archivo de
configuracion.

Habilitar la autenticacion basada en credenciales

Trident requiere las credenciales de un administrador con ambito SVM/ambito de cluster para comunicarse


worker-node-prep.html

con el backend de ONTAP . Se recomienda utilizar roles estandar predefinidos, tales como: admin 0 vsadmin
. Esto garantiza la compatibilidad con versiones futuras de ONTAP que podrian exponer API de funciones para
ser utilizadas por futuras versiones de Trident . Se puede crear y usar un rol de inicio de sesién de seguridad
personalizado con Trident, pero no se recomienda.

Un ejemplo de definicion de backend se veria asi:

YAML

version: 1
backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
svm: svm nfs
credentials:

name: secret-backend-creds

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",

"svm": "svm nfs",
"credentials": {

"name": "secret-backend-creds"

Tenga en cuenta que la definicion del backend es el Unico lugar donde las credenciales se almacenan en texto
plano. Una vez creado el backend, los nombres de usuario y las contrasefias se codifican con Base64 y se
almacenan como secretos de Kubernetes. La creacidn/actualizacion de un backend es el Unico paso que
requiere conocer las credenciales. Por lo tanto, se trata de una operacion exclusiva para administradores, que
debe ser realizada por el administrador de Kubernetes/almacenamiento.

Habilitar la autenticacion basada en certificados

Los backends nuevos y existentes pueden usar un certificado y comunicarse con el backend de ONTAP . Se
requieren tres parametros en la definicion del backend.

« clientCertificate: Valor codificado en Base64 del certificado del cliente.

« clientPrivateKey: Valor codificado en Base64 de la clave privada asociada.



« trustedCACertificate: Valor codificado en Base64 del certificado de CA de confianza. Si se utiliza una CA
de confianza, este parametro debe proporcionarse. Esto puede ignorarse si no se utiliza ninguna CA de
confianza.

Un flujo de trabajo tipico comprende los siguientes pasos.

Pasos

1. Generar un certificado y una clave de cliente. Al generar, configure el Nombre Comun (CN) con el usuario
ONTAP con el que se autenticara.

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=vsadmin"

2. Agregar certificado de CA de confianza al cluster ONTAP . Es posible que esto ya lo gestione el
administrador de almacenamiento. Ignorar si no se utiliza ninguna CA de confianza.

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. Instale el certificado y la clave del cliente (del paso 1) en el cluster ONTAP .

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>

security ssl modify -vserver <vserver-name> -client-enabled true

4. Confirme que el rol de inicio de sesion de seguridad de ONTAP es compatible. cert Método de
autenticacion.

security login create -user-or-group-name vsadmin -application ontapi
—authentication-method cert -vserver <vserver-name>

security login create -user-or-group-name vsadmin -application http
—authentication-method cert -vserver <vserver-name>

5. Prueba de autenticacion utilizando el certificado generado. Reemplace < ONTAP Management LIF>y
<vserver name> con la IP de Management LIF y el nombre de SVM. Debe asegurarse de que la LIF tenga
configurada su politica de servicio para default-data-management .



curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vifiler="<vserver-name>"><vserver-get></vserver-get></netapp>"'

6. Codifique el certificado, la clave y el certificado de CA de confianza con Base64.

base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base64

7. Crea el backend utilizando los valores obtenidos en el paso anterior.

cat cert-backend-updated.json

{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "NasBackend",

"managementLIF": "1.2.3.4",

"dataLIF": "1.2.3.8",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...O0VaLuESOtLSOK",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n

trident

Pommmmmmemm== e LB e
Fommmmmoe Frommmmomos +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

e Fommmmeremeeomom= Fommmmmmrmessrrrrrrr e reme e e e e
Fommmmm=e Fommmmmme= +

| NasBackend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |

Fommmmmmmmmme Pommmmemsmssssss= Fommcmcccososssrsrsses e s EeEe T e eSS



Actualizar los métodos de autenticacion o rotar las credenciales

Puedes actualizar un backend existente para usar un método de autenticacion diferente o para rotar sus
credenciales. Esto funciona en ambos sentidos: los sistemas de gestidon de backends que utilizan nombre de
usuario/contrasefa pueden actualizarse para usar certificados; los sistemas de gestion de backends que
utilizan certificados pueden actualizarse para basarse en nombre de usuario/contrasefia. Para ello, debe
eliminar el método de autenticacion existente y agregar el nuevo método de autenticacion. A continuacion,
utilice el archivo backend.json actualizado que contiene los parametros necesarios para ejecutar tridentctl
update backend.

cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "NasBackend",
"managementLIF": "1.2.3.4",
"dataLIF": "1.2.3.8",

"svm": "vserver test",
"username": "vsadmin",
"password": "password",

"

"storagePrefix": "myPrefix

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n
trident

fems=msm=ma== fememesessess==== e e
o fro— e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

fomm - fom e o
R remmmeme== +F

| NasBackend | ontap-nas | 98el9%74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |

R et femsmemessess==== R
femm==== femememm== 4

Al rotar las contrasenas, el administrador de almacenamiento primero debe actualizar la
contrasefia del usuario en ONTAP. A continuacion se realiza una actualizacion del servidor. Al

@ rotar los certificados, se pueden agregar varios certificados al usuario. Posteriormente, se
actualiza el sistema backend para utilizar el nuevo certificado, tras lo cual se puede eliminar el
certificado antiguo del cluster ONTAP .

La actualizacion de un backend no interrumpe el acceso a los volimenes que ya se han creado, ni afecta a las



conexiones de volumen realizadas posteriormente. Una actualizacion exitosa del backend indica que Trident
puede comunicarse con el backend de ONTAP y gestionar futuras operaciones de volumen.

Cree un rol ONTAP personalizado para Trident.

Puede crear un rol de cluster ONTAP con privilegios minimos para que no tenga que usar el rol de
administrador de ONTAP para realizar operaciones en Trident. Cuando incluyes el nombre de usuario en una
configuracion de backend de Trident , Trident utiliza el rol de cluster ONTAP que creaste para realizar las
operaciones.

Referirse a"Generador de roles personalizados de Trident" Para obtener mas informacion sobre la creacion de
roles personalizados de Trident .

Uso de la CLI de ONTAP
1. Crea un nuevo rol utilizando el siguiente comando:

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm name\>

2. Crea un nombre de usuario para el usuario de Trident :

security login create -username <user name\> -application ontapi
-authmethod <password\> -role <name of role in step 1\> -vserver
<svm_ name\> -comment "user description”

3. Asigna el rol al usuario:

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

Usando el Administrador del sistema

Realice los siguientes pasos en ONTAP System Manager:

1. Crea un rol personalizado:
a. Para crear un rol personalizado a nivel de cluster, seleccione Cluster > Configuracion.
(O) Para crear un rol personalizado a nivel de SVM, seleccione Almacenamiento > Maquinas
virtuales de almacenamiento > required SVM > Configuraciéon > Usuarios y roles.
b. Seleccione el icono de flecha (—) junto a Usuarios y roles.
c. Seleccione **Agregar en Roles.
d. Define las reglas para el rol y haz clic en Guardar.

2. Asigna el rol al usuario de Trident *: + Realiza los siguientes pasos en la pagina *Usuarios y
roles:

a. Seleccione el icono Agregar *+ debajo de Usuarios.
b. Seleccione el nombre de usuario requerido y seleccione un rol en el menu desplegable para Rol.

c. Haga clic en Guardar.


https://github.com/NetApp/trident/tree/master/contrib/ontap/trident_role

Para obtener mas informacién, consulte las siguientes paginas:

* "Roles personalizados para la administracion de ONTAP"o0"Definir roles personalizados”

* "Trabajar con roles y usuarios"

Gestionar las politicas de exportacion NFS

Trident utiliza politicas de exportacion NFS para controlar el acceso a los volUmenes que aprovisiona.
Trident ofrece dos opciones al trabajar con politicas de exportacion:

 Trident puede gestionar dinamicamente la propia politica de exportacion; en este modo de funcionamiento,
el administrador de almacenamiento especifica una lista de bloques CIDR que representan direcciones IP
admisibles. Trident agrega automaticamente a la politica de exportacién, en el momento de la publicacion,
las direcciones IP de los nodos aplicables que se encuentren dentro de estos rangos. Alternativamente,
cuando no se especifican CIDR, todas las IP de unidifusion de ambito global que se encuentren en el nodo
al que se publica el volumen se agregaran a la politica de exportacion.

* Los administradores de almacenamiento pueden crear una politica de exportacion y agregar reglas
manualmente. Trident utiliza la politica de exportaciéon predeterminada a menos que se especifique un
nombre de politica de exportacién diferente en la configuracion.

Gestionar dinamicamente las politicas de exportacion

Trident ofrece la capacidad de gestionar dinamicamente las politicas de exportacion para los sistemas
backend de ONTAP . Esto proporciona al administrador de almacenamiento la capacidad de especificar un
espacio de direcciones permitido para las IP de los nodos de trabajo, en lugar de definir reglas explicitas
manualmente. Simplifica enormemente la gestidn de la politica de exportacion; las modificaciones a la politica
de exportacion ya no requieren intervencion manual en el cluster de almacenamiento. Ademas, esto ayuda a
restringir el acceso al cluster de almacenamiento unicamente a los nodos de trabajo que estan montando
volumenes y tienen direcciones IP dentro del rango especificado, lo que permite una gestién automatizada y
de grano fino.

No utilice la traduccion de direcciones de red (NAT) cuando utilice politicas de exportacién

@ dinamicas. Con NAT, el controlador de almacenamiento ve la direccion NAT de front-end y no la
direccion IP real del host, por lo que el acceso se denegara cuando no se encuentre ninguna
coincidencia en las reglas de exportacion.

Ejemplo

Existen dos opciones de configuracion que deben utilizarse. Aqui tenéis un ejemplo de definicion de backend:


https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api

version: 1
storageDriverName: ontap-nas-economy
backendName: ontap nas auto export
managementLIF: 192.168.0.135
svm: svml
username: vsadmin
password: password
autoExportCIDRs:
- 192.168.0.0/24
autoExportPolicy: true

Al utilizar esta funcion, debe asegurarse de que la unién raiz en su SVM tenga una politica de

@ exportacion creada previamente con una regla de exportacion que permita el bloque CIDR del
nodo (como la politica de exportacion predeterminada). Siga siempre las mejores practicas
recomendadas NetApp para dedicar una SVM a Trident.

Aqui tienes una explicacion de como funciona esta funcion utilizando el ejemplo anterior:

* autoExportPolicy estéd configurado para " true . Estoindica que Trident crea una politica de
exportacion para cada volumen aprovisionado con este backend para el svm1l SVM y gestionar la adicién
y eliminacién de reglas utilizando autoexportCIDRs bloques de direcciones. Hasta que un volumen se
conecta a un nodo, el volumen utiliza una politica de exportacién vacia sin reglas para evitar el acceso no
deseado a ese volumen. Cuando se publica un volumen en un nodo, Trident crea una politica de
exportacién con el mismo nombre que el gtree subyacente que contiene la IP del nodo dentro del bloque
CIDR especificado. Estas direcciones IP también se afadiran a la politica de exportacion utilizada por el
FlexVol volume principal.

> Por ejemplo:
= UUID del backend 403b5326-8482-40db-96d0-d83fb3f4daec

" autoExportPolicy empezar a true

= prefijo de almacenamiento trident
= UUID de PVC a79bcf5f-7b6d-4a40-9876-e2551f159c1c

= El gtree denominado trident_pvc _a79bcf5f 7b6d 4a40 9876 e2551f159c1c crea una politica de
exportacion para el FlexVol denominado trident-403b5326-8482-40db96d0-d83fb3f4ddaec
, una politica de exportacion para el qtree llamado
trident pvc a79bcf5f 7b6d 4a40 9876 e2551f159clc y una politica de exportacion
vacia llamada trident empty enla SVM. Las reglas para la politica de exportacion de FlexVol
seran un superconjunto de cualquier regla contenida en las politicas de exportacion de gtree. La
politica de exportacion vacia sera reutilizada por cualquier volumen que no esté adjunto.

+ "autoExportCIDRs Contiene una lista de bloques de direcciones. Este campo es opcional y por defecto es
['0.0.0.0/0", "::/0"]. Si no se define, Trident agrega todas las direcciones unicast de ambito global que se
encuentren en los nodos de trabajo con publicaciones.

En este ejemplo, el 192.168.0.0/24 Se proporciona espacio de direcciones. Esto indica que las direcciones
IP de los nodos de Kubernetes que se encuentren dentro de este rango de direcciones con publicaciones se
agregaran a la politica de exportaciéon que crea Trident . Cuando Trident registra un nodo en el que se ejecuta,



recupera las direcciones IP del nodo y las compara con los bloques de direcciones proporcionados en
autoExportCIDRs En el momento de la publicacién, después de filtrar las direcciones IP, Trident crea las
reglas de politica de exportacion para las direcciones IP de los clientes del nodo al que esta publicando.

Puedes actualizar autoExportPolicy Yy autoExportCIDRs para los backends después de crearlos. Puede
agregar nuevos CIDR para un backend que se administra automaticamente o eliminar los CIDR existentes.
Tenga cuidado al eliminar CIDR para asegurarse de que no se pierdan las conexiones existentes. También
puedes optar por desactivar autoExportPolicy para un backend y recurrir a una politica de exportacion
creada manualmente. Esto requerira configurar el exportPolicy parametro en la configuracion de tu
backend.

Después de que Trident crea o actualiza un backend, puede comprobar el backend mediante tridentctl o
el correspondiente tridentbackend CRD:

./tridentctl get backends ontap nas auto export -n trident -o yaml

items:
- backendUUID: 403b5326-8482-40db-96d0-d83fb3f4daec
config:
aggregate: ""
autoExportCIDRs:

- 192.168.0.0/24
autoExportPolicy: true
backendName: ontap nas auto export
chapInitiatorSecret: ""
chapTargetInitiatorSecret: ""
chapTargetUsername: ""
chapUsername: ""
dataLIF: 192.168.0.135
debug: false
debugTraceFlags: null
defaults:
encryption: "false"
exportPolicy: <automatic>
fileSystemType: ext4

Cuando se elimina un nodo, Trident revisa todas las politicas de exportacion para eliminar las reglas de
acceso correspondientes al nodo. Al eliminar la IP de este nodo de las politicas de exportacion de los
backends administrados, Trident evita montajes no autorizados, a menos que esta IP sea reutilizada por un
nuevo nodo en el cluster.

Para los backends existentes, actualizar el backend con tridentctl update backend garantiza que
Trident gestione automaticamente las politicas de exportacion. Esto crea dos nuevas politicas de exportacion
que reciben el nombre del UUID del backend y del nombre del gqtree cuando sea necesario. Los volumenes
gue se encuentren en el backend utilizaran las politicas de exportacion recién creadas después de
desmontarlos y volverlos a montar.

Eliminar un backend con politicas de exportacion autogestionadas eliminara la politica de
@ exportacion creada dinamicamente. Si se vuelve a crear el backend, se tratara como un
backend nuevo y dara lugar a la creacion de una nueva politica de exportacion.
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Si se actualiza la direccion IP de un nodo activo, debe reiniciar el pod de Trident en el nodo. A continuacion,
Trident actualizara la politica de exportacion para los backends que administra para reflejar este cambio de IP.

Preparar el aprovisionamiento de volumenes SMB

Con un poco de preparacion adicional, puede aprovisionar volumenes SMB usando ontap-nas conductores.

Debes configurar los protocolos NFS y SMB/CIFS en la SVM para crear una ontap-nas-
economy Volumen SMB para clusteres ONTAP locales. Si no se configura alguno de estos
protocolos, la creacion del volumen SMB fallara.

@ ‘autoExportPolicy'No es compatible con volumenes SMB.

Antes de empezar

Antes de poder aprovisionar volumenes SMB, debe tener lo siguiente.

* Un cluster de Kubernetes con un nodo controlador Linux y al menos un nodo de trabajo Windows que
ejecuta Windows Server 2022. Trident solo admite volumenes SMB montados en pods que se ejecutan en
nodos Windows.

« Al menos un secreto de Trident que contenga sus credenciales de Active Directory. Para generar secretos
smbcreds :

kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

* Un proxy CSI configurado como servicio de Windows. Para configurar un csi-proxy , consulte a"GitHub:
Proxy CSI" 0"GitHub: Proxy CSI para Windows" para nodos de Kubernetes que se ejecutan en Windows.

Pasos

1. Para ONTAP local, opcionalmente puede crear un recurso compartido SMB o Trident puede crearlo por
usted.

@ Se requieren recursos compartidos SMB para Amazon FSx para ONTAP.

Puedes crear los recursos compartidos de administracion SMB de dos maneras: utilizando..."Consola de
administracion de Microsoft" Complemento de carpetas compartidas o mediante la CLI de ONTAP . Para
crear los recursos compartidos SMB mediante la CLI de ONTAP :

a. Si es necesario, cree la estructura de rutas de directorio para el recurso compartido.

El vserver cifs share create El comando verifica la ruta especificada en la opcion -path
durante la creacion del recurso compartido. Si la ruta especificada no existe, el comando falla.

b. Cree un recurso compartido SMB asociado con la SVM especificada:
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https://github.com/kubernetes-csi/csi-proxy
https://github.com/kubernetes-csi/csi-proxy
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console

vserver cifs share create -vserver vserver name -share-name
share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]

c. Verifique que se haya creado el recurso compartido:

vserver cifs share show -share-name share name

@ Referirse a"Crear un recurso compartido SMB" Para mas detalles.

2. Al crear el backend, debe configurar lo siguiente para especificar los volimenes SMB. Para conocer todas
las opciones de configuracion del backend de FSx para ONTAP , consulte"Opciones de configuracion y
ejemplos de FSx para ONTAP" .

Parametro Descripcion Ejemplo

smbShare Puede especificar una de las siguientes opciones:  smb-share
el nombre de un recurso compartido SMB creado
mediante la Consola de administracion de Microsoft
o la CLI de ONTAP ; un nombre para permitir que
Trident cree el recurso compartido SMB; o puede
dejar el parametro en blanco para evitar el acceso
compartido comun a los volumenes. Este parametro
es opcional para ONTAP local. Este parametro es
obligatorio para los backends de Amazon FSx para
ONTAP y no puede estar en blanco.

nasType Debe configurarse en smb . Si es nulo, el valor smb
predeterminado es nfs .

securityStyle Estilo de seguridad para nuevos volumenes. Debe ntfs'o ‘mixed para
configurarse en ntfs o mixed para volumenes volimenes SMB
SMB.

unixPermissions Modo para nuevos volimenes. Debe dejarse vacio "

para voliumenes SMB.

Habilitar SMB seguro

A partir de la version 25.06, NetApp Trident admite el aprovisionamiento seguro de volumenes SMB creados
mediante ontap-nas y ontap-nas—-economy backends. Cuando SMB seguro esta habilitado, puede
proporcionar acceso controlado a los recursos compartidos SMB para usuarios y grupos de usuarios de Active
Directory (AD) mediante listas de control de acceso (ACL).

Puntos para recordar
* Importador ontap-nas-economy No se admiten volumenes.
* Solo se admiten clones de solo lectura para ontap-nas-economy volumenes.

» Si Secure SMB esta habilitado, Trident ignorara el recurso compartido SMB mencionado en el backend.
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https://docs.netapp.com/us-en/ontap/smb-config/create-share-task.html
trident-fsx-examples.html
trident-fsx-examples.html

 La actualizacion de la anotacion PVC, la anotacion de la clase de almacenamiento y el campo backend no
actualiza la ACL del recurso compartido SMB.

» Las ACL de recursos compartidos SMB especificadas en la anotacion del PVC clonado tendran prioridad
sobre las del PVC de origen.

» Asegurese de proporcionar usuarios de AD validos al habilitar SMB seguro. Los usuarios no validos no se
agregaran a la ACL.

+ Si se proporciona el mismo usuario de AD en el backend, la clase de almacenamiento y el PVC con
diferentes permisos, la prioridad de permisos sera: PVC, clase de almacenamiento y, por ultimo, backend.

* Se admite Secure SMB para ontap-nas Se aplica a las importaciones de volumen gestionadas y no a las
importaciones de volumen no gestionadas.

Pasos

1. Especifigue adAdminUser en TridentBackendConfig como se muestra en el siguiente ejemplo:

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.193.176.x
svm: svm0
useREST: true
defaults:
adAdminUser: tridentADtest
credentials:

name: backend-tbc-ontap-invest-secret

2. Agregue la anotacion en la clase de almacenamiento.

Afade el trident.netapp.io/smbShareAdUser Anotacion a la clase de almacenamiento para
habilitar SMB seguro sin fallos. El valor de usuario especificado para la anotacion
trident.netapp.io/smbShareAdUser debe ser el mismo que el nombre de usuario especificado en
el smbcreds secreto. Puedes elegir una de las siguientes opciones para smbShareAdUserPermission
:full control, change, 0 read . El permiso predeterminado es full control.
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-smb-sc
annotations:
trident.netapp.io/smbShareAdUserPermission: change
trident.netapp.io/smbShareAdUser: tridentADuser
parameters:
backendType: ontap-nas
csi.storage.k8s.io/node-stage-secret-name: smbcreds
csi.storage.k8s.io/node-stage-secret—-namespace: trident
trident.netapp.io/nasType: smb
provisioner: csi.trident.netapp.io
reclaimPolicy: Delete

volumeBindingMode: Immediate

1. Crea un tubo de PVC.

El siguiente ejemplo crea un PVC:

apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: my-pvcéd
namespace: trident
annotations:
trident.netapp.io/snapshotDirectory: "true"
trident.netapp.io/smbShareAccessControl: |
read:
- tridentADtest
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-smb-sc

Opciones y ejemplos de configuracién de ONTAP NAS

Aprenda a crear y utilizar controladores NAS ONTAP con su instalacion de Trident . Esta
seccion proporciona ejemplos de configuracién de backend y detalles para mapear
backends a StorageClasses.
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Opciones de configuracion del backend

Consulte la siguiente tabla para ver las opciones de configuracion del backend:

Parametro
version
storageDrive
rName

backendName

managementLI
F

dataLIF

svm

autoExportPo
licy

autoExportCI
DRs

Descripcion Por defecto

Siempre 1

Nombre del controlador de almacenamiento ontap-nas, ontap-nas-—
economy , O ontap-nas-—

flexgroup

Nombre del controlador + " " +
dataLIF

"10.0.0.1", "[2001:1234:abcd::fefe]"

Nombre personalizado o el backend de
almacenamiento

Direccion IP de un cluster o LIF de administracion de
SVM Se puede especificar un nombre de dominio
completo (FQDN). Se puede configurar para usar
direcciones IPv6 si Trident se instald usando la
bandera IPv6. Las direcciones IPv6 deben definirse
entre corchetes, como por ejemplo:
[28e8:d9fb:a825:b7bf:69a8:d02f:9e7b:3555
] . Para una transicion fluida a MetroCluster ,
consulteEjemplo de MetroCluster .

Direccion IP del protocolo LIF. NetApp recomienda
especificar dataLIF . Si no se proporcionan, Trident
obtiene los dataLIF del SVM. Puede especificar un
nombre de dominio completo (FQDN) para usarlo en
las operaciones de montaje NFS, lo que le permite
crear un DNS round-robin para equilibrar la carga
entre varios dataLIF. Puede modificarse después de
la configuracion inicial. Referirse a . Se puede
configurar para usar direcciones IPv6 si Trident se
instalé usando la bandera IPv6. Las direcciones IPv6
deben definirse entre corchetes, como por ejemplo:
[28e8:d9fb:a825:b7bf:69a8:d02f:9e7b:3555
] . Omitir para Metrocluster. Ver elEjemplo de
MetroCluster .

Direccioén especificada o derivada
de SVM, si no se especifica (no
recomendado).

Derivado si se trata de una SVM
managementLIF se especifica

FALSO

Maquina virtual de almacenamiento a utilizar Omitir
para Metrocluster. Ver elEjemplo de MetroCluster .

Habilitar la creacion y actualizacion automatica de
politicas de exportacion [Booleano]. Utilizando el
autoExportPolicyy autoExportCIDRs Con
algunas opciones, Trident puede gestionar las
politicas de exportacion automaticamente.

Lista de CIDR para filtrar las direcciones IP de los
nodos de Kubernetes cuando autoExportPolicy
esta habilitado. Utilizando el autoExportPolicyy
autoExportCIDRs Con algunas opciones, Trident
puede gestionar las politicas de exportacion
automaticamente.

['0.0.0.0/0", "::/0"T
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Parametro

labels

clientCertif
icate

clientPrivat
eKey

trustedCACer
tificate

username

password

storagePrefi
X

16

Descripcion

Conjunto de etiquetas arbitrarias con formato JSON
para aplicar a los volumenes

Valor codificado en Base64 del certificado del cliente.
Se utiliza para la autenticacién basada en
certificados.

Valor codificado en Base64 de la clave privada del
cliente. Se utiliza para la autenticacién basada en
certificados.

Valor codificado en Base64 del certificado de CA de
confianza. Opcional. Se utiliza para la autenticacion
basada en certificados.

Nombre de usuario para conectarse al cluster/SVM.
Se utiliza para la autenticacién basada en
credenciales. Para la autenticacion de Active
Directory, consulte "Autenticar Trident en un SVM
backend mediante credenciales de Active Directory".

Contrasefia para conectarse al cluster/SVM. Se utiliza
para la autenticacion basada en credenciales. Para la
autenticacion de Active Directory, consulte "Autenticar
Trident en un SVM backend mediante credenciales de
Active Directory".

Prefijo utilizado al aprovisionar nuevos volimenes en
la SVM. No se puede actualizar después de
configurarlo.

Cuando se utiliza ontap-nas-economy
y un prefijo de almacenamiento de 24

@ caracteres o mas, los gtrees no
tendran el prefijo de almacenamiento
incrustado, aunque si estara en el
nombre del volumen.

Por defecto

"tridente"


https://docs.netapp.com/es-es/trident-2506/trident-use/ontap-san-examples.html#authenticate-trident-to-a-backend-svm-using-active-directory-credentials
https://docs.netapp.com/es-es/trident-2506/trident-use/ontap-san-examples.html#authenticate-trident-to-a-backend-svm-using-active-directory-credentials
https://docs.netapp.com/es-es/trident-2506/trident-use/ontap-san-examples.html#authenticate-trident-to-a-backend-svm-using-active-directory-credentials
https://docs.netapp.com/es-es/trident-2506/trident-use/ontap-san-examples.html#authenticate-trident-to-a-backend-svm-using-active-directory-credentials
https://docs.netapp.com/es-es/trident-2506/trident-use/ontap-san-examples.html#authenticate-trident-to-a-backend-svm-using-active-directory-credentials

Parametro

aggregate

Descripcion Por defecto

Agregado para aprovisionamiento (opcional; si se
establece, debe asignarse a la SVM). Para el ontap-
nas-flexgroup conductor, esta opcion se ignora. Si
no se asigna, cualquiera de los agregados
disponibles se puede utilizar para aprovisionar un
volumen FlexGroup .

Cuando se actualiza el agregado en
SVM, se actualiza automaticamente en
Trident mediante sondeos a SVM sin
necesidad de reiniciar el controlador
Trident . Cuando se ha configurado un
agregado especifico en Trident para
aprovisionar volumenes, si el agregado

@ se renombra o se mueve fuera del
SVM, el backend pasara a un estado
de error en Trident mientras consulta el
agregado del SVM. Debe cambiar el
agregado por uno que esté presente
en la SVM o eliminarlo por completo
para volver a poner en linea el
backend.

limitAggrega Fallara el aprovisionamiento si el uso supera este " (no se aplica por defecto)

teUsage

Lista agregada
de flexgroup

porcentaje. No se aplica a Amazon FSx para
ONTAP.

Lista de agregados para el aprovisionamiento
(opcional; si se establece, debe asignarse a la SVM).
Todos los agregados asignados al SVM se utilizan
para aprovisionar un volumen FlexGroup .
Compatible con el controlador de almacenamiento
ontap-nas-flexgroup.

Cuando se actualiza la lista agregada
en SVM, la lista se actualiza
automaticamente en Trident mediante
sondeos a SVM sin necesidad de
reiniciar el controlador Trident .
Cuando se ha configurado una lista
agregada especifica en Trident para

@ aprovisionar volumenes, si la lista
agregada se renombra o se mueve
fuera de SVM, el backend pasara a un
estado de error en Trident mientras
consulta el agregado de SVM. Debe
cambiar la lista agregada por una que
esté presente en la SVM o eliminarla
por completo para volver a poner en
linea el backend.
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Parametro

limitVolumeS
ize

debugTraceFl
ags

nasType

nfsMountOpti
ons

gtreesPerfFle
xvol

smbShare

18

Descripcion Por defecto

Fallara el aprovisionamiento si el tamafo de volumen " (no se aplica por defecto)

solicitado supera este valor. También restringe el
tamafio maximo de los volumenes que administra
para los gtrees, y el gtreesPerFlexvol Esta
opcidén permite personalizar el niumero maximo de
gtrees por FlexVol volume.

Indicadores de depuracién para usar al solucionar nulo
problemas. Ejemplo: {"api":false, "method":true} No

usar debugTraceFlags a menos que esté

solucionando problemas y necesite un registro

detallado.

Configure la creacién de volumenes NFS o0 SMB. Las nfs
opciones son nfs , smb 0 nulo. Si se establece en
nulo, se utilizaran volumenes NFS por defecto.

Lista de opciones de montaje NFS separadas por
comas. Las opciones de montaje para volumenes
persistentes de Kubernetes normalmente se
especifican en las clases de almacenamiento, pero si
no se especifican opciones de montaje en una clase
de almacenamiento, Trident recurrira a las opciones
de montaje especificadas en el archivo de
configuracion del backend de almacenamiento. Si no
se especifican opciones de montaje en la clase de
almacenamiento o en el archivo de configuracion,
Trident no establecera ninguna opcion de montaje en
un volumen persistente asociado.

Numero maximo de Qtrees por FlexVol, debe estar en "200"
el rango [50, 300]

Puede especificar una de las siguientes opciones: el  smb-share
nombre de un recurso compartido SMB creado

mediante la Consola de administracion de Microsoft o

la CLI de ONTAP ; un nombre para permitir que

Trident cree el recurso compartido SMB; o puede

dejar el parametro en blanco para evitar el acceso

compartido comun a los volumenes. Este parametro

es opcional para ONTAP local. Este parametro es

obligatorio para los backends de Amazon FSx para

ONTAP y no puede estar en blanco.



Parametro

useREST

limitVolumeP
oolSize

denyNewVolum
ePools

adAdminUser

Descripcion Por defecto

Parametro booleano para utilizar las API REST de true para ONTAP 9.15.1 o
ONTAP . useREST 'Cuando se configura para posterior, de lo contrario
true Trident utiliza las APl REST de ONTAP para ‘false.

comunicarse con el backend; cuando se configura en

false Trident utiliza llamadas ONTAPI (ZAPI) para

comunicarse con el backend. Esta funcion requiere

ONTAP 9.11.1 y versiones posteriores. Ademas, el rol

de inicio de sesién de ONTAP utilizado debe tener

acceso a ontapi solicitud. Esto se satisface

mediante lo predefinido. vsadmin y cluster-admin

roles. A partir de la version Trident 24.06 y ONTAP

9.15.1 o posterior, useREST esta configurado para

true por defecto; cambiar useREST a false para

utilizar llamadas ONTAPI (ZAPI).

Tamario maximo de FlexVol que se puede solicitar al " (no se aplica por defecto)
usar Qtrees en el backend ontap-nas-economy.

Restringe ontap-nas-economy backends que crean
nuevos volumenes FlexVol para contener sus Qtrees.
Solo se utilizan Flexvols preexistentes para el
aprovisionamiento de nuevos PV.

Usuario o grupo de usuarios administradores de
Active Directory con acceso completo a los recursos
compartidos SMB. Utilice este parametro para otorgar
derechos de administrador al recurso compartido
SMB con control total.

Opciones de configuracion de backend para el aprovisionamiento de volumenes

Puedes controlar el aprovisionamiento predeterminado utilizando estas opciones en el defaults seccion de
la configuracion. Para ver un ejemplo, consulte los ejemplos de configuracion a continuacion.

Parametro

spaceAllocat
ion

spaceReserve

snapshotPoli
cy

gosPolicy

Descripcion Por defecto

Asignacion de espacio para Qtrees "verdadero"

Modo de reserva de espacio: "ninguno” (delgado) o "ninguno"
"volumen" (grueso).

Politica de instantaneas a utilizar "ninguno”

Grupo de politicas QoS que se asignara a los
volumenes creados. Elija una de las opciones
gosPolicy o adaptiveQosPolicy por grupo de
almacenamiento/backend.
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Parametro

adaptiveQosP
olicy

snapshotRese
rve

splitOnClone

encryption

tieringPolic
y

unixPermissi
ons

snapshotDir

exportPolicy

securityStyl
e

nameTemplate

Descripcion

Grupo de politicas QoS adaptativas para asignar a los
volumenes creados. Elija una de las opciones
gosPolicy o adaptiveQosPolicy por grupo de
almacenamiento/backend. No compatible con ontap-
nas-economy.

Porcentaje de volumen reservado para instantaneas

Separar un clon de su progenitor al crearlo

Habilite el cifrado de volumen de NetApp (NVE) en el
nuevo volumen; el valor predeterminado es false.
Para utilizar esta opcion, NVE debe estar licenciado y
habilitado en el cluster. Si NAE esta habilitado en el
backend, cualquier volumen aprovisionado en Trident
tendra NAE habilitado. Para obtener mas informacion,
consulte:"Como funciona Trident con NVE y NAE" .

Politica de niveles para usar "ninguno"

Modo para nuevos volumenes

Controla el acceso a . snapshot directorio

Politica de exportacion a utilizar

Estilo de seguridad para nuevos volumenes. NFS
admite mixed y unix Estilos de seguridad. Las
PYMES son compatibles con el soporte. mixedy
ntfs Estilos de seguridad.

Plantilla para crear nombres de volumen
personalizados.

Por defecto

"0" si snapshotPolicy es
"ninguno”, de lo contrario ""

"FALSO"
"FALSO"

"777" para volumenes NFS; vacio
(no aplicable) para volumenes SMB

"verdadero" para NFSv4, "falso"
para NFSv3

"por defecto"

El valor predeterminado de NFS es
unix . El valor predeterminado de
SMB es ntfs .

El uso de grupos de politicas QoS con Trident requiere ONTAP 9.8 o posterior. Debe utilizar un
@ grupo de politicas QoS no compartido y asegurarse de que el grupo de politicas se aplique a

cada componente individualmente. Un grupo de politicas QoS compartidas impone un limite

maximo al rendimiento total de todas las cargas de trabajo.

Ejemplos de aprovisionamiento por volumen

Aqui tenéis un ejemplo con valores predeterminados definidos:
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../trident-reco/security-reco.html

version: 1
storageDriverName: ontap-nas
backendName: customBackendName
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
labels:
k8scluster: devl
backend: devl-nasbackend
svim: trident svm
username: cluster-admin
password: <password>
limitAggregateUsage: 80%
limitVolumeSize: 50Gi
nfsMountOptions: nfsvers=4
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: premium
exportPolicy: myk8scluster
snapshotPolicy: default
snapshotReserve: "10"

Para ontap-nas y ontap—-nas-flexgroups Trident ahora utiliza un nuevo calculo para garantizar que el
FlexVol tenga el tamafio correcto con el porcentaje de snapshotReserve y el PVC. Cuando el usuario solicita
un PVC, Trident crea el FlexVol original con mas espacio mediante el nuevo calculo. Este calculo garantiza
que el usuario reciba el espacio de escritura solicitado en el PVC, y no menos espacio del solicitado. Antes de
la version v21.07, cuando el usuario solicitaba un PVC (por ejemplo, 5 GiB), con el snapshotReserve al 50 %,
obtenia solo 2,5 GiB de espacio de escritura. Esto se debe a que lo que el usuario solicité fue el volumen
completo y snapshotReserve es un porcentaje de eso. Con Trident 21.07, lo que el usuario solicita es el
espacio de escritura y Trident define el snapshotReserve niumero como porcentaje del volumen total. Esto
no se aplica a ontap-nas-economy . Vea el siguiente ejemplo para ver como funciona

El célculo es el siguiente:

Total volume size = (PVC requested size) / (1 - (snapshotReserve
percentage) / 100)

Para snapshotReserve = 50% y la solicitud de PVC = 5 GiB, el tamafio total del volumen es 5/.5 =10 GiB y el
tamafio disponible es 5 GiB, que es lo que el usuario solicité en la solicitud de PVC El volume show El
comando deberia mostrar resultados similares a este ejemplo:
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Vserver Voelume

Aggregate state Type Size Available Used%
_pvc_B89f1cl56_3801_4ded 979d_034d54c39574

online RW leGB
pvc_eB8372153_9ad9_474a_951a_@8ael5Selcdba

online RW

2 entries were displayed.

Los backends existentes de instalaciones anteriores aprovisionaran volimenes como se explicod anteriormente
al actualizar Trident. Para los volumenes creados antes de la actualizacion, debe redimensionarlos para que
se observe el cambio. Por ejemplo, un PVC de 2 GiB con snapshotReserve=50 Anteriormente se obtuvo un
volumen que proporciona 1 GiB de espacio de escritura. Por ejemplo, al redimensionar el volumen a 3 GiB, la
aplicacion obtiene 3 GiB de espacio de escritura en un volumen de 6 GiB.

Ejemplos de configuracion minima

Los siguientes ejemplos muestran configuraciones basicas que dejan la mayoria de los parametros con sus
valores predeterminados. Esta es la forma mas sencilla de definir un backend.

@ Si esta utilizando Amazon FSx en NetApp ONTAP con Trident, se recomienda especificar
nombres DNS para las LIF en lugar de direcciones IP.

Ejemplo de economia NAS de ONTAP

version: 1

storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

Ejemplo de ONTAP NAS Flexgroup

version: 1

storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password
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Ejemplo de MetroCluster

Puede configurar el backend para evitar tener que actualizar manualmente la definicion del backend
después del cambio de estado y el cambio de estado durante"replicacion y recuperacion de SVM" .

Para una conmutacion y recuperacion sin interrupciones, especifique el SVM utilizando managementLIF
y omitir el dataLIF y svm parametros. Por ejemplo:

version: 1
storageDriverName: ontap-nas
managementLIF: 192.168.1.66
username: vsadmin

password: password

Ejemplo de voliumenes SMB

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
nasType: smb

securityStyle: ntfs
unixPermissions: ""
datalLIF: 10.0.0.2
svm: svm nfs
username: vsadmin

password: password


../trident-reco/backup.html#svm-replication-and-recovery

Ejemplo de autenticacion basada en certificados

Este es un ejemplo minimo de configuracion de backend. clientCertificate, clientPrivateKey
, Y trustedCACertificate (opcional, si se utiliza una CA de confianza) se rellenan en

backend. json y tome los valores codificados en base64 del certificado del cliente, la clave privada y el
certificado de CA de confianza, respectivamente.

version: 1

backendName: DefaultNASBackend
storageDriverName: ontap-nas

managementLIF: 10.0.0.1

datalLIF: 10.0.0.15

svm: nfs svm

clientCertificate: ZXROZXJIwYXB...ICMgJ3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3dulIGNsYXNz
storagePrefix: myPrefix

Ejemplo de politica de exportaciéon automatica

24

Este ejemplo muestra como puede configurar Trident para que utilice politicas de exportacion dinamicas
para crear y gestionar automaticamente la politica de exportacion. Esto funciona igual para el ontap-
nas-economy Y ontap-nas-flexgroup conductores.

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
svm: svm nfs
labels:
k8scluster: test-cluster-east-la
backend: testl-nasbackend
autoExportPolicy: true
autoExportCIDRs:
- 10.0.0.0/24
username: admin
password: password

nfsMountOptions: nfsvers=4



Ejemplo de direcciones IPv6

Este ejemplo muestra managementLIF utilizando una direccion IPv6.

version:

1

storageDriverName: ontap-nas

backendName: nas ipv6 backend
managementLIF: " [5c5d:5edf:8f:7657:bef8:109b:1b41:d491]"

labels:

k8scluster: test-cluster-east-1la

backend: testl-ontap-ipvo6

svm: nas__

username:

password:

ipv6 svm
vsadmin

password

Ejemplo de Amazon FSx para ONTAP con volumenes SMB

El smbShare Este parametro es necesario para FSx para ONTAP que utiliza volumenes SMB.

version:

1

backendName: SMBBackend
storageDriverName: ontap-nas

managementLIF: example.mgmt.fgdn.aws.com

nasType:
dataLIF:

smb
10.0.0.15

svm: nfs svm

smbShare:

smb-share

clientCertificate: ZXROZXJwYXB...ICMgJd3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix
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Ejemplo de configuraciéon de backend con plantilla de nombre

version: 1
storageDriverName: ontap-nas
backendName: ontap-nas-backend
managementLIF: <ip address>
svm: svm0
username: <admin>
password: <password>
defaults:

nameTemplate:
"{{.volume.Name}}_{{.labels.cluster}}_{{.volume.Namespace}}_{{.vo\

lume.RequestName} } "

labels:

cluster: ClusterA

PVC: "{{.volume.Namespace}} {{.volume.RequestName}}"

Ejemplos de backends con pools virtuales

En los archivos de definicion de backend de ejemplo que se muestran a continuacion, se establecen valores
predeterminados especificos para todos los grupos de almacenamiento, tales como: spaceReserve en
ninguno, spaceAllocation en falso, y encryption en falso. Los grupos virtuales se definen en la seccion
de almacenamiento.

Trident establece las etiquetas de aprovisionamiento en el campo "Comentarios". Los comentarios estan
configurados en FlexVol para ontap-nas o FlexGroup para ontap-nas-flexgroup . Trident copia todas
las etiquetas presentes en un grupo virtual al volumen de almacenamiento durante el aprovisionamiento. Para
mayor comodidad, los administradores de almacenamiento pueden definir etiquetas por grupo virtual y
agrupar volumenes por etiqueta.

En estos ejemplos, algunos de los grupos de almacenamiento establecen sus propias configuraciones.
spaceReserve , spaceAllocation, Yy encryption valores, y algunos pools anulan los valores
predeterminados.
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Ejemplo de ONTAP NAS

version: 1
storageDriverName
managementLIF: 10
svm: svm nfs
username: admin
password: <passwo
nfsMountOptions:
defaults:

: ontap-nas
.0.0.1

rd>

nfsvers=4

spaceReserve: none

encryption: "false"

qgosPolicy: standard

labels:

store: nas store

k8scluster: prod-cluster-1

region: us_east 1
storage:
- labels:

app: msoffice

cost: "100"

zone: us_east la

defaults:

spaceReserve: volume

encryption:

"true"

unixPermissions: "0755"

adaptiveQosPolicy: adaptive-premium

- labels:
app: slack
cost: "75"

zone: us_east 1b

defaults:

spaceReserve: none

encryption:

"true"

unixPermissions: "0755"

- labels:
department:

legal

creditpoints: "5000"
zone: us_east 1b

defaults:

spaceReserve: none

encryption:

"true"

unixPermissions: "0755"

- labels:

app: wordpress
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cost: "50"
zone: us_east lc
defaults:
spaceReserve: none

encryption: "true"
unixPermissions: "0775"
labels:
app: mysqgldb
cost: "25"
zone: us_east 1d
defaults:
spaceReserve: volume
encryption: "false"
unixPermissions: "0775"



Ejemplo de ONTAP NAS FlexGroup

version: 1
storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: "false"
labels:
store: flexgroup store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: "50000"
zone: us_east la
defaults:

spaceReserve: volume

encryption: "true"
unixPermissions: "0755"
- labels:

protection: gold

creditpoints: "30000"
zone: us_east 1b
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0755"
- labels:

protection: silver

creditpoints: "20000"
zone: us_east lc
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0775"
- labels:

protection: bronze

creditpoints: "10000"
zone: us_east 1d
defaults:
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spaceReserve: volume

encryption: "false"

unixPermissions:

"0775"



Ejemplo de economia NAS de ONTAP

version: 1
storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: "false"
labels:
store: nas_ economy store
region: us east 1
storage:
- labels:
department: finance
creditpoints: "6000"
zone: us_east la
defaults:

spaceReserve: volume

encryption: "true"
unixPermissions: "0755"
- labels:

protection: bronze

creditpoints: "5000"
zone: us_east 1b
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0755"
- labels:

department: engineering

creditpoints: "3000"
zone: us_east lc
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0775"
- labels:

department: humanresource
creditpoints: "2000"
zone: us_ east 1d
defaults:
spaceReserve: volume



encryption: "false"

unixPermissions: "0775"

Asignar backends a StorageClasses

Las siguientes definiciones de StorageClass hacen referencia aEjemplos de backends con pools virtuales .
Utilizando el parameters.selector En cada campo, cada StorageClass especifica qué grupos virtuales se
pueden usar para alojar un volumen. El volumen tendra los aspectos definidos en el pool virtual elegido.

* El protection-gold StorageClass se asignara al primer y segundo grupo virtual en el ontap-nas-
flexgroup backend. Estas son las Unicas piscinas que ofrecen proteccion de nivel oro.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

* El protection-not-gold StorageClass se asignara al tercer y cuarto grupo virtual en el ontap-nas-
flexgroup backend. Estas son las Unicas piscinas que ofrecen un nivel de proteccion distinto al oro.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* El app-mysqgldb StorageClass se asignara al cuarto grupo virtual en el ontap-nas backend. Este es el
unico pool que ofrece configuracion de pool de almacenamiento para aplicaciones de tipo mysqldb.
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysgldb"

fsType: "ext4d"

* Elprotection-silver-creditpoints-20k StorageClass se asignara al tercer grupo virtual en el
ontap-nas-flexgroup backend. Este es el unico fondo que ofrece proteccion de nivel plata y 20000
puntos de crédito.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"

fsType: "ext4d"

* El creditpoints-5k StorageClass se asignara al tercer grupo virtual en el ontap-nas backend y el
segundo grupo virtual en el ontap-nas-economy backend. Estas son las Unicas ofertas de pool con
5000 puntos de crédito.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

Trident decidira qué grupo virtual se selecciona y garantiza que se cumplan los requisitos de almacenamiento.

Actualizar dataLIF después de la configuracion inicial

Puede cambiar el dataLIF después de la configuracion inicial ejecutando el siguiente comando para
proporcionar el nuevo archivo JSON de backend con el dataLIF actualizado.
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tridentctl update backend <backend-name> -f <path-to-backend-json-file-
with-updated-dataLIF>

@ Si los PVC estan conectados a uno o varios pods, debe desconectar todos los pods
correspondientes y luego volver a conectarlos para que el nuevo dataLIF surta efecto.

Ejemplos de seguridad para pymes

Configuracion del backend con el controlador ontap-nas

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm2
nasType: smb
defaults:
adAdminUser: tridentADtest
credentials:

name: backend-tbc-ontap-invest-secret

Configuracion de backend con el controlador ontap-nas-economy
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1
svm: svm2
nasType: smb
defaults:
adAdminUser: tridentADtest
credentials:

name: backend-tbc-ontap-invest-secret



Configuracion del backend con grupo de almacenamiento

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm0
useREST: false
storage:
- labels:
app: msoffice
defaults:
adAdminUser: tridentADuser
nasType: smb
credentials:

name: backend-tbc-ontap-invest-secret

Ejemplo de clase de almacenamiento con controlador ontap-nas

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-smb-sc
annotations:
trident.netapp.io/smbShareAdUserPermission: change
trident.netapp.io/smbShareAdUser: tridentADtest
parameters:
backendType: ontap-nas
csi.storage.k8s.io/node-stage-secret-name: smbcreds
csi.storage.k8s.io/node-stage-secret-namespace: trident
trident.netapp.io/nasType: smb
provisioner: csi.trident.netapp.io
reclaimPolicy: Delete
volumeBindingMode: Immediate

Asegurese de agregar annotations para habilitar SMB seguro. El protocolo SMB seguro no
funciona sin las anotaciones, independientemente de las configuraciones establecidas en el
backend o en el PVC.
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Ejemplo de clase de almacenamiento con controlador ontap-nas-economy

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-smb-sc

annotations:

trident.netapp.io/smbShareAdUserPermission: change
trident.netapp.io/smbShareAdUser: tridentADuser3

parameters:

backendType: ontap-nas-economy

csi.storage.k8s.io/node-stage-secret-name: smbcreds

csi.storage.k8s.io/node-stage-secret-namespace:
trident.netapp.io/nasType: smb

provisioner: csi.trident.netapp.io

reclaimPolicy: Delete

volumeBindingMode: Immediate

Ejemplo de PVC con un solo usuario de AD

apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: my-pvcéd
namespace: trident
annotations:
trident.netapp.io/smbShareAccessControl: |
change:
- tridentADtest
read:
- tridentADuser
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi

storageClassName: ontap-smb-sc

Ejemplo de PVC con multiples usuarios de AD
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apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: my-test-pvc
annotations:
trident.netapp.io/smbShareAccessControl: |
full control:
- tridentTestuser
- tridentuser
- tridentTestuserl
- tridentuserl
change:
- tridentADuser
- tridentADuserl
- tridentADuser4
- tridentTestuser?
read:
- tridentTestuser?
- tridentTestuser3
- tridentADuser?2
- tridentADuser3
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
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