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Mejora el Trident

Mejora el Trident

A partir de la versién 24.02, Trident sigue una cadencia de lanzamientos de cuatro
meses, ofreciendo tres versiones principales cada afio calendario. Cada nueva version
se basa en las versiones anteriores y proporciona nuevas funciones, mejoras de
rendimiento, correcciones de errores y mejoras generales. Le recomendamos que
actualice al menos una vez al afio para aprovechar las nuevas funciones de Trident.

Consideraciones previas a la actualizacién
Al actualizar a la ultima version de Trident, tenga en cuenta lo siguiente:

» Solo debe haber una instancia de Trident instalada en todos los espacios de nombres de un cluster de
Kubernetes determinado.

» Trident 23.07 y versiones posteriores requieren instantaneas de volumen v1 y ya no admiten instantaneas
alfa o beta.

« Si cred un Cloud Volumes Service para Google Cloud en el"Tipo de servicio CVS" , debes actualizar la
configuracion del backend para usar el standardsw 0 zoneredundantstandardsw Nivel de servicio al
actualizar desde Trident 23.01. No actualizar el serviceLevel en el backend podria provocar fallos en
los volumenes. Referirse a "Ejemplos de tipos de servicio de CVS" Para mas detalles.

* Al actualizar, es importante que proporcione parameter.fsType €n StorageClasses Utilizado por
Trident. Puedes eliminar y volver a crear StorageClasses sin alterar los volumenes preexistentes.

o Este es un requisito para hacer cumplir la ley. "contextos de seguridad" para volumenes SAN.

o El directorio https://github.com/NetApp/trident/tree/master/trident-installer/sample-input [ejemplo de
entrada”] contiene ejemplos, como storage-class-basic.yaml.templ Yy enlace: storage-
class-bronze-default.yaml .

o Para obtener mas informacioén, consulte"Problemas conocidos" .

Paso 1: Seleccione una version

Las versiones de Trident siguen una fecha. Yy .MM Convencion de nomenclatura, donde "YY" son los dos
ultimos digitos del afio y "MM" es el mes. Los lanzamientos de Dot siguen a YY .MM. X convencion, donde "X"
es el nivel de parche. Seleccionaras la versién a la que deseas actualizar en funcion de la version desde la
que estas actualizando.

* Puede realizar una actualizacién directa a cualquier versién objetivo que se encuentre dentro de un rango
de cuatro versiones con respecto a su version instalada. Por ejemplo, puede actualizar directamente
desde la versién 24.06 (o cualquier version derivada de la 24.06) a la version 25.06.

« Si esta actualizando desde una version que no se encuentra dentro del periodo de cuatro versiones,
realice una actualizacidn en varios pasos. Utilice las instrucciones de actualizacion para"version anterior”
Estas actualizando a la versién mas reciente que se ajusta al periodo de cuatro versiones. Por ejemplo, si
esta utilizando la version 23.07 y desea actualizar a la version 25.06:

a. Primera actualizacion de la version 23.07 a la 24.06.

b. Luego, actualice de la version 24.06 a la 25.06.
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Al actualizar utilizando el operador Trident en OpenShift Container Platform, debe actualizar a

@ Trident 21.01.1 o posterior. El operador Trident lanzado con la version 21.01.0 contiene un
problema conocido que se ha corregido en la version 21.01.1. Para obtener mas detalles,
consulte el "Detalles del problema en GitHub" .

Paso 2: Determinar el método de instalacion original

Para determinar qué version utilizé para instalar Trident originalmente:

1. Usar kubectl get pods -n trident para examinar las vainas.

° Si no hay ningun pod de operador, Trident se instalé mediante tridentctl .

o Si existe un pod de operador, Trident se instalé utilizando el operador Trident , ya sea manualmente o
utilizando Helm.

2. Si hay un pod de operador, utilice kubectl describe torc para determinar si Trident se instalo
utilizando Helm.

o Si aparece una etiqueta Helm, Trident se instal6 utilizando Helm.

> Si no hay ninguna etiqueta Helm, Trident se instalé6 manualmente utilizando el operador Trident .

Paso 3: Seleccione un método de actualizacion

Generalmente, debes actualizar utilizando el mismo método que usaste para la instalacion inicial; sin
embargo, puedes"cambiar entre métodos de instalacion" . Existen dos opciones para actualizar Trident.

 "Actualizar usando el operador Trident"

Le sugerimos que revise"Comprender el flujo de trabajo de actualizacién del operador"
antes de actualizar con el operador.

Actualiza con el operador

Comprender el flujo de trabajo de actualizacién del operador

Antes de utilizar el operador Trident para actualizar Trident, debe comprender los
procesos en segundo plano que ocurren durante la actualizacion. Esto incluye cambios
en el controlador Trident , el Pod del controlador y los Pods de nodo, y el DaemonSet del
nodo que habilitan las actualizaciones continuas.

Manejo de la actualizacion del operador Trident

Una de las muchas"Beneficios de usar el operador Trident" La instalacion y actualizacion de Trident consiste
en el manejo automatico de objetos de Trident y Kubernetes sin interrumpir los volumenes montados
existentes. De esta forma, Trident puede admitir actualizaciones sin tiempo de inactividad, o"actualizaciones
continuas" . En particular, el operador Trident se comunica con el cluster de Kubernetes para:

» Elimine y vuelva a crear el despliegue del controlador Trident y el DaemonSet del nodo.
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* Reemplace los médulos Trident Controller Pod y Trident Node Pod con las nuevas versiones.
> Si un nodo no se actualiza, esto no impide que se actualicen los nodos restantes.

> Solo los nodos con un Trident Node Pod en ejecucién pueden montar volumenes.

Para obtener mas informacion sobre la arquitectura Trident en el cluster de Kubernetes,
consulte"Arquitectura Trident" .

Flujo de trabajo de actualizaciéon del operador

Cuando se inicia una actualizacion mediante el operador Trident :

1. El operador * Trident *:
a. Detecta la version actualmente instalada de Trident (versién n).
b. Actualiza todos los objetos de Kubernetes, incluidos CRD, RBAC y Trident SVC.
c. Elimina la implementacion del controlador Trident para la version n.
d. Crea la implementacion del controlador Trident para la version n+1.
2. Kubernetes crea un Pod de Controlador Trident para n+1.
3. El operador * Trident *:
a. Elimina el DaemonSet de nodo Trident para n. El operador no espera a que finalice el Node Pod.
b. Crea el conjunto de demonios de nodo Trident para n+1.

4. Kubernetes crea pods de nodo Trident en nodos que no ejecutan el pod de nodo Trident n. Esto garantiza
que nunca haya mas de un Trident Node Pod, de ninguna version, en un nodo.

Actualizar una instalacion de Trident usando el operador de Trident o Helm.

Puedes actualizar Trident usando el operador Trident, ya sea manualmente o usando
Helm. Puede actualizar de una instalacién de operador Trident a otra instalacion de
operador Trident o actualizar desde una tridentctl Instalacién en una version de
operador Trident . Revisar'Seleccione un meétodo de actualizacion" antes de actualizar
una instalacion de operador Trident .

Actualizar una instalacion manual

Puede actualizar desde una instalacion de operador Trident con ambito de cluster a otra instalacién de
operador Trident con ambito de cluster. Todas las versiones de Trident utilizan un operador con ambito de
cluster.

Para actualizar desde Trident instalado mediante el operador con ambito de espacio de
nombres (versiones 20.07 a 20.10), siga las instrucciones de actualizacion para"tu version
instalada" del Trident.

Acerca de esta tarea

Trident proporciona un archivo de paquete que puede utilizar para instalar el operador y crear objetos
asociados para su version de Kubernetes.

 Para clusteres que ejecutan Kubernetes 1.24, utilice"bundle_pre_1_25.yaml|" .
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 Para clusteres que ejecutan Kubernetes 1.25 o posterior, utilice"bundle_post 1 _25.yaml|" .

Antes de empezar

Asegurese de estar utilizando un cluster de Kubernetes en ejecucion."una version compatible de Kubernetes" .

Pasos

1. Verifique su version de Trident :

./tridentctl -n trident version

2. Actualizar el operator.yaml , tridentorchestrator cr.yaml,ypost 1 25 bundle.yaml con
el registro y las rutas de imagen para la version a la que esta actualizando (ej. 25.06) y el secreto correcto.

3. Elimine el operador Trident que se utilizo para instalar la instancia actual de Trident . Por ejemplo, si esta
actualizando desde la version 25.02, ejecute el siguiente comando:

kubectl delete -f 25.02.0/trident-installer/deploy/<bundle.yaml> -n
trident

4. Si personalizo su instalacion inicial utilizando TridentOrchestrator atributos, puedes editar los
TridentOrchestrator objeto para modificar los parametros de instalacion. Esto podria incluir cambios
realizados para especificar registros de imagenes Trident y CSI duplicados para el modo sin conexion,
habilitar registros de depuracién o especificar secretos de extraccién de imagenes.

9. Instala Trident utilizando el archivo YAML de paquete correcto para tu entorno, donde <bundle.yam/> es
bundle pre 1 25.yaml 0bundle post 1 25.yaml segun tu version de Kubernetes. Por ejemplo, si
esta instalando Trident 25.06.0, ejecute el siguiente comando:

kubectl create -f 25.06.0/trident-installer/deploy/<bundle.yaml> -n
trident

6. Edite el torque tridente para incluir la imagen 25.06.0.

Actualizar una instalacion de Helm

Puedes actualizar una instalacion de Trident Helm.

Al actualizar un cluster de Kubernetes de la version 1.24 a la 1.25 o posterior que tenga Trident
instalado, debe actualizar el archivo values.yaml para configurar

(:) excludePodSecurityPolicy a true o afadir —--set
excludePodSecurityPolicy=true hacia helm upgrade comando antes de poder
actualizar el cluster.

Si ya has actualizado tu cluster de Kubernetes de la version 1.24 a la 1.25 sin actualizar el Helm de Trident, la
actualizacion del Helm fallara. Para que la actualizacion de Helm se realice correctamente, siga estos pasos
como requisitos previos:

1. Instala el plugin helm-mapkubeapis desde https://github.com/helm/helm-mapkubeapis .
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2. Realice una prueba en seco de la version de Trident en el espacio de nombres donde esta instalado
Trident . Esta lista incluye los recursos que seran depurados.

helm mapkubeapis --dry-run trident --namespace trident
3. Ejecuta una limpieza completa con Helm.

helm mapkubeapis trident --namespace trident

Pasos

1. Si usted"Instalé Trident usando Helm." , puedes usar helm upgrade trident netapp-

trident/trident-operator --version 100.2506.0 Actualizar en un solo paso. Si no has
afnadido el repositorio de Helm o no puedes usarlo para actualizar:

a. Descarga la ultima version de Trident desde"la seccion Assets en GitHub" .

b. Utilice el helm upgrade comando donde trident-operator-25.06.0.tgz refleja la version a la
que desea actualizar.

helm upgrade <name> trident-operator-25.06.0.tgz

Si configura opciones personalizadas durante la instalacion inicial (como especificar
registros privados y duplicados para imagenes Trident y CSl), afiada lo siguiente: helm
@ upgrade comando usando --set para garantizar que esas opciones se incluyan en el

comando de actualizacion; de lo contrario, los valores se restableceran a los valores
predeterminados.

2. Correr helm list para verificar que tanto el grafico como la version de la aplicacion se hayan
actualizado. Correr tridentctl logs para revisar cualquier mensaje de depuracion.

Actualizacion desde un tridentctl Instalacion en el operador Trident

Puedes actualizar a la ultima versién del operador Trident desde un tridentctl instalacion. Los backends y
PVC existentes estaran disponibles automaticamente.

@ Antes de cambiar entre métodos de instalacion, revise"Cambio entre métodos de instalacion” .

Pasos

1. Descarga la ultima version de Trident .
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# Download the release required [25.06.0]

mkdir 25.06.0

cd 25.06.0

wget
https://github.com/NetApp/trident/releases/download/v25.06.0/trident-
installer-25.06.0.tar.gz

tar -xf trident-installer-25.06.0.tar.gz

cd trident-installer

2. Creael tridentorchestrator CRD del manifiesto.

kubectl create -f
deploy/crds/trident.netapp.io tridentorchestrators crd postl.l6.yaml

3. Implemente el operador con ambito de cluster en el mismo espacio de nombres.

kubectl create -f deploy/<bundle-name.yaml>

serviceaccount/trident-operator created
clusterrole.rbac.authorization.k8s.io/trident-operator created
clusterrolebinding.rbac.authorization.k8s.io/trident-operator created
deployment.apps/trident-operator created
podsecuritypolicy.policy/tridentoperatorpods created

#Examine the pods in the Trident namespace

NAME READY STATUS RESTARTS AGE

trident-controller-79df798bdc-m79dc 6/6 Running 0 150d
trident-node-linux-xrst8 2/2 Running 0 150d
trident-operator-5574dbbc68-nthijv 1/1 Running 0 1m30s

4. Crear una TridentOrchestrator CR para instalar Trident.



cat deploy/crds/tridentorchestrator cr.yaml
apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident

kubectl create -f deploy/crds/tridentorchestrator cr.yaml

#Examine the pods in the Trident namespace

NAME READY STATUS RESTARTS AGE
trident-csi-79df798bdc-m79dc 6/6 Running 0 1m
trident-csi-xrst8 2/2 Running 0 1m
trident-operator-5574dbbc68-nthijv 1/1 Running 0 5m4dls

5. Confirmo que Trident se actualizé a la version prevista.

kubectl describe torc trident | grep Message -A 3

Message: Trident installed
Namespace: trident

Status: Installed
Version: v25.06.0

Actualizar con tridentctl

Puede actualizar facilmente una instalacion de Trident existente usando tridentctl .

Acerca de esta tarea

Desinstalar y reinstalar Trident funciona como una actualizacién. Al desinstalar Trident, la reclamacion de
volumen persistente (PVC) y el volumen persistente (PV) utilizados por la implementacion de Trident no se
eliminan. Los PV que ya se hayan aprovisionado seguiran estando disponibles mientras Trident esté fuera de
linea, y Trident aprovisionara volumenes para cualquier PVC que se cree durante ese periodo una vez que
vuelva a estar en linea.

Antes de empezar

Revisar"Seleccione un método de actualizacion" antes de actualizar usando tridentctl .

Pasos

1. Ejecuta el comando de desinstalaciéon en tridentctl Eliminar todos los recursos asociados con Trident,
excepto los CRD vy los objetos relacionados.


upgrade-trident.html#select-an-upgrade-method

./tridentctl uninstall -n <namespace>

2. Reinstale Trident. Referirse a"Instala Trident usando tridentctl" .

@ No interrumpa el proceso de actualizacion. Asegurese de que el instalador se ejecute hasta
completarse.


../trident-get-started/kubernetes-deploy-tridentctl.html
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